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Particle therapy (PT) used for cancer treatment can spare healthy tissue and reduce treatment 
toxicity. However, full exploitation of the dosimetric advantages of PT is not yet possible due to range 
uncertainties, warranting development of range‑monitoring techniques. This study proposes a novel 
range‑monitoring technique introducing the yet unexplored concept of simultaneous detection and 
imaging of fast neutrons and prompt‑gamma rays produced in beam‑tissue interactions. A quasi‑
monolithic organic detector array is proposed, and its feasibility for detecting range shifts in the 
context of proton therapy is explored through Monte Carlo simulations of realistic patient models and 
detector resolution effects. The results indicate that range shifts of 1mm can be detected at relatively 
low proton intensities ( 22.30(13)× 10

7 protons/spot) when spatial information obtained through 
imaging of both particle species are used simultaneously. This study lays the foundation for multi-
particle detection and imaging systems in the context of range verification in PT.

Abbreviations
PT  Particle therapy
RT  Radiotherapy
PG  Prompt gamma ray
FN  Fast neutron
NOVCoDA  The NOVO compact detector array
OGS  Organic glass scintillator
MC  Monte Carlo
RL  Range landmark
MLEM  Maximum Likelihood Expectation Maximization
LM-MLEM  List-Mode Maximum Likelihood Expectation Maximization
GNB  Gaussian Naive Bayes
ROC  Receiver Operating Characteristic [curve]
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AUROC  Area Under Receiver Operating Characteristic [curve]
GTV  Gross tumor volume

Particle therapy (PT) is an emerging radiotherapy (RT) modality for treatment of cancer, with increasing numbers 
of patients receiving PT as part of their treatment course. As of the end of 2021, about 325,000 cancer patients 
have been treated in about 116 clinical PT facilities worldwide. The current trend is likely to continue in the 
foreseeable future as more facilities are either under construction (36 PT centers) or are in the planning stage 
(32 centers)  worldwide1.

The advantage of PT compared to the state-of-the-art RT with photons is attributable to the physical proper-
ties of charged particles where the ionization density is highest within a narrow range of depth, i.e. the Bragg 
peak. The sharp dose fall-off at the distal end of the Bragg peak is one of the major motivations for treating cancer 
with PT, as it allows for more conformal dose distributions that spare healthy tissue and thereby reduce adverse 
effects. However, in practice, uncertainties in the exact positioning of the Bragg peak preclude the use of the sharp 
distal dose fall-off. These uncertainties, referred to as range uncertainties, arise from many different sources such 
as anatomical and density changes in the non-static patient and uncertainties associated with the estimation of 
stopping power in  tissue2. The main motivation for developing systems for real-time range monitoring in PT is 
therefore to mitigate such uncertainties and thereby unleash the full potential of PT.

Robust treatment planning is the current approach to reduce adverse effects of range  uncertainties3. This 
ensures that the prescribed dose is delivered to the tumour, but at the expense of an extra dose to the surround-
ing healthy tissue. In addition, selection of beam angles is limited to avoid the risk of overshoots to high-risk 
 organs4,5. Thus, it is highly desirable to increase the accuracy and adaptation potential of PT, especially for mov-
ing tumors and patients with implants or target regions affected by anatomical changes. Ideally, this would be 
achieved through treatment verification where the dose delivered by the incident particle beam—or at least the 
range of the therapeutic particle beam—is monitored during treatment. For pencil beam scanning, measurements 
would ideally be performed for each particle beam spot individually.

During PT, particles are fully stopped inside the patient and cannot be used for monitoring purposes. How-
ever, several production channels contribute to the generation of secondary particles: (1) electrons that contribute 
to the local dose deposition; (2) collisions with target nuclei leaving them excited, followed almost instantly 
by the emission of high-energy gamma rays (prompt-gamma rays, PG); (3) collisions with target nuclei that 
directly eject nuclear constituents such as protons (mostly stopped inside the patient) and fast neutrons (FN, 
mostly escaping the patient).

Devices detecting PGs to estimate their production location have been evaluated in clinical  settings6,7; they 
are commonly based on a one-dimensional slit  collimation8,9. Systems based on the Compton camera principle 
have also been  proposed10,11, where successive interactions of the PG in absorber and scatter layers of a detector 
lead to event cones, enabling two- or three-dimensional reconstruction of the production sites. Furthermore, 
PG timing and spectroscopy systems have been proposed and tested under clinical  conditions12,13.

While the use of PGs as potential range probes has been explored extensively, the same is not true for sec-
ondary FNs. In a recent study by Marafini et al.14, detection and imaging of FNs have been proposed to assess 
the neutron dose distribution in the patient. In another study by Ytre-Hauge et al.15, the use of a proton recoil 
telescope setup has been proposed to facilitate secondary FN detection and to use the available information for 
range verification in proton therapy. In another recent study, Lerendegui-Marco et al.16 discuss the combined 
measurements of PGs and thermal/epi-thermal neutrons with a pinhole camera. The study provides, however, 
no quantifiable insights into the potential benefits for range assessment purposes.

An important point is that an overwhelming majority of the state-of-the-art systems intended for in-vivo 
particle beam range monitoring rely completely on the detection of a single particle species with resulting limita-
tions in counting statistics, making these systems essentially incapable of monitoring the range of mono-energetic 
pencil beam spots comprising a limited number of protons (about 106 protons/spot to 108 protons/spot)  only17. 
Only very recently, the PT community started shifting its focus to multi-modal detection  systems18,19 without 
regards to more compact, hybrid systems that can be used for detection and imaging of multiple particle species 
simultaneously, reducing overall complexity and the clinical footprint.

In view of the above observations, and to the best of our knowledge, the current literature contains no discus-
sion of hybrid systems combining measurements of PGs and FNs for the purposes of range probing in PT. To 
this end, the NOVO (NeutrOn and gamma-ray imaging for real-time range VerificatiOn and image guidance in 
particle therapy) collaboration proposes a novel technology that provides hybrid imaging of PG and FN emis-
sions in PT. The proposed system is expected to provide a sufficiently high sensitivity to FNs and PGs as well 
as a much smaller footprint than the other state-of-the-art systems. The main building block of the envisaged 
NOVO system is a compact detector array (NOVCoDA) consisting of densely stacked, optically segmented 
organic scintillator bars with dual-ended light readout (see Fig. 1 for a conceptual design). For improved sen-
sitivity and enhanced imaging capabilities, the NOVCoDA will make use of novel organic scintillators, such as 
organic glass scintillators (OGS), with excellent pulse shape discrimination capabilities and time, energy, and 
position  resolutions20,21. Furthermore, light readout will be based on state-of-the-art silicon photomultiplier 
arrays, resulting in a compact design with fast timing and a high number of single avalanche photodiodes. In the 
prototyping stage, the data acquisition will be performed using commercial fast (500 million samples/s) and high 
resolution (14-bit) digitizers supplied with custom front-end electronics for signal shaping and amplification. 
Imaging of incident FNs will rely on double coincident elastic scatters on hydrogen nuclei, i.e. (n,p) scatters. The 
time-of-flight information between the detector segments will be used for determining the energies of scattered 
neutrons. For PGs, the imaging will rely on triple coincident scatter events that occur in distinct scintillator bars.
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In the current study, we report on the feasibility of a typical NOVCoDA with total volume of 30× 20× 20 
cm3 (a total mass of only about 12kg for the scintillators) in a proton therapy scenario at three different orienta-
tions (anterior, θ = 0◦ ; oblique, θ = 45◦ ; and lateral, θ = 90◦ ) of the NOVCoDA with respect to the incident 
proton beam direction, where the angle, θ , is defined between beam axis and the line connecting the treatment 
isocenter with the center of the NOVCoDA array. At this initial stage, we base our observations on Monte Carlo 
(MC) radiation transport models. As a novelty in the methodology, however, we implement a virtual 3D CT 
scan of a real patient to determine expected sensitivities of the range monitoring. For this purpose, pencil beam 
spots comprising a defined number of protons of given energy are modeled to enter the patient model, while 
the production of secondary particles and their possible interactions with the NOVCoDA are simulated. Con-
trolled range shifts, referred to as true range shifts in the remainder of this work, are introduced by reducing or 
increasing the tissue density in masked areas of the patient model. More importantly, the use of a CT-scan of a 
patient model ensures that tissue heterogeneity is an integral part of the subsequent analysis, including image 
reconstruction, which is a lacking aspect in most similar studies. The methods applied in the current study are 
illustrated in Fig. 1. It should be stressed that in this work, only 3D patient models were used. The correspond-
ing simulations were also executed in 3D. For the ground truth data, the 3D production coordinates of FNs and 
PGs were projected onto a single dimension resulting in 1D histograms, referred to as 1D distributions. Exact 

Figure 1.  An illustration of the conceptual NOVCoDA design and the analysis workflow. (A) A virtual 3D 
patient model (a patient with non-small cell lung cancer) is imported into the MC simulation environment. (B) 
A mono-energetic proton pencil beam is then directed at the target volume. (C) Secondary FNs and PGs are 
tracked from their points of origin, through the patient geometry and the sensitive volume of the NOVCoDA. 
Also shown is the conceptual design of the NOVCoDA. (D) To enable kinematic reconstruction of event cones, 
triple and double coincidences are required for PGs and FNs, respectively. Event cones are back projected 
onto a plane coinciding with the proton beam axis. The back projection is followed by image reconstruction 
resulting in 2D FN and PG production distributions. (E) The 2D production distributions are projected onto a 
single dimension resulting in 1D histograms of FN and PG distributions as a function of depth in the patient 
geometry, i.e. along the primary proton beam direction. (F) The 1D distributions are then used to calculate a 
range landmark (RL) parameter that can be related to the primary proton beam range and thereby potential 
range shifts. (G) A bootstrapping procedure combined with a Gaussian Naive Bayes classifier is implemented 
to estimate the distributions of the calculated RLs and quantify range-shift-resolving capabilities of the 
NOVCoDA.
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production coordinates of FNs and PGs cannot, however, be reconstructed. Only voxel-wise (in 3D) or pixel-
wise (in 2D) probability distributions can be reconstructed. In this work, the reconstruction was performed in 
2D by back projection of FN and PG event cones onto a plane that coincides with the proton beam axis. The 
reconstructed 1D FN and PG distributions were obtained by taking a slice through the reconstructed 2D image.

The purpose of the current study is therefore twofold: (1) investigations of the feasibility of using the NOV-
CoDA to detect controlled range variations in a virtual 3D patient model, and to determine expected sensitivities 
as a function of the required number of protons for mono-energetic proton beam spots and (2) investigations of 
the potential applicability of the NOVCoDA to detect treatment deviations in an example, realistic patient case 
with a locally advanced non-small cell lung cancer, using FN data only, PG data only, as well as the sum of FN 
and PG data. For both, true collision parameters obtained directly from MC models and collision parameters 
accounting for detector resolution effects were used. When using true collision parameters, the sensitivities and 
the capabilities concerning identification of realistic range shifts are reported for all three orientations of the 
NOVCoDA whereas only the lateral orientation is considered for the data sets incorporating detector resolu-
tion. This is justified by the fact that FNs are mostly emitted in the forward  direction15,22, i.e. along the incident 
proton beam direction, and that flexible positioning of an on-line imaging device might be necessary to enable 
monitoring of different treatment sites with various beam  configurations23.

Results
FN and PG production yields and their dependence on introduced range shifts. Firstly, for any 
imaging device used for the purposes of range assessment, the expected relation between signals extracted from 
the device and true range shifts must be quantified. In the MC simulations, the NOVCoDA was placed anterior, 
obliquely and laterally to the patient model, and the overall response to incident FNs and PGs was examined 
in all three orientations. Successful detection of an FN event required the incident neutron to collide elastically 
on hydrogen nuclei at least twice, whereas a successfully detected PG event required the incident gamma ray to 
scatter at least three times in the sensitive volume of the NOVCoDA, where the third scatter can be absorption 
or another scatter. To obtain ground truth distributions, the true 3D spatial coordinates of where successfully 
detected FNs and PGs originated from within the patient model were then obtained directly from phase-space 
files generated in MC simulations. Representative two-dimensional as well as one-dimensional projections of 
FN, PG and the summed production yields are shown in Fig. 2 for the case of the lateral orientation. Although 
not explicitly shown here, similar distributions were obtained for the anterior and oblique orientations of the 
NOVCoDA with respect to the proton beam incidence direction.

Beam
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m

Figure 2.  2D and 1D ground truth distributions of detected FNs and PGs. (a, b) 2D ground truth distributions 
of successfully detected FNs and PGs obtained for the laterally positioned NOVCoDA ( θ = 90

◦ ). Also shown 
are the combined distributions (c), the difference between FN and PG distributions (e), the difference between 
PG and FN distributions (f) as well as a 1D projection of the production distributions of detected FNs and 
PGs along the incident proton beam axis (d). Clearly, both the 1D and 2D the distributions indicate that FNs 
predominate the overall response at shallower depths whereas PGs predominate near the end of range of the 
incident proton beam.
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The FN production predominates at shallower depths, whereas the PG production is more dominant towards 
the end of the beam’s range in the patient. Thus, imaging the points of origins of FNs and PGs in the patient may 
reveal complementary information on the overall radiological path of therapeutic protons.

For comparison to these so-called ground-truth distributions, the one-dimensional projected production 
distributions were then reconstructed from the simulated detector response using the LM-MLEM method (see 
“Methods” section for details). RL values were extracted from these distributions, and a sub-sampling bootstrap 
approach allowed the calculation of RL distributions (see Fig. 3 for an example illustration of the projection and 
bootstrap procedure). The weighted average of the RL distributions, RL , and the subsequent difference between 
two such weighted averages, �RL , was found to be a good predictor for the range deviation, as a linear relation 
was observed between the true range shifts and �RL for both the ground-truth and the reconstructed projections 
for all orientations of the NOVCoDA (see Fig. 4 for the results obtained using the FN distributions).

For both the true and the reconstructed FN production distributions, the results indicate a strong correlation 
between the true range shifts and the �RL (see Fig. 4 for the numerical values). Similar results (i.e. R2 values) were 
obtained for the PG distributions as well as FN and PG summed distributions (Supplementary Figs. 1 and 2).

Minimum detectable range shifts of the system. Minimum detectable range shifts as a means of 
quantifying the sensitivities were obtained for all orientations of the NOVCoDA (i.e., θ = 0◦, 45◦ and 90◦ ) as 
a function of the number of protons in a single spot for FN and PG distributions individually (reconstructed 
through LM-MLEM) as well as for the summed distributions. The relevant proton beam intensities ranged from 
a minimum of 106 protons/spot to a maximum of 108 protons/spot, representing weak to strong proton beam 
spots.

A Gaussian Naive Bayes (GNB) classifier was trained on bootstrapped projections for proton beam intensi-
ties between 106 and 108 protons/spot. The range detection sensitivity of the system was then quantified by the 
AUROC (see the “Methods” section for a definition of this parameter), with an AUROC > 0.9 signifying a suf-
ficient detection sensitivity. The AUROC obtained for the FN and PG combined distributions are given in Fig. 5 
for the anterior, oblique and lateral orientations of the NOVCoDA, exemplarily for a true range shift magnitude of 
0.5mm . The minimum detectable range shift, as defined by the minimum true range shift with an AUROC > 0.9 , 
is depicted as a function of the number of protons per spot in Fig. 5.

For the anterior orientation of the NOVCoDA, the AUROC values did not reach the threshold level of 0.9 for 
any of the proton beam spots considered; neither for the FN and the PG distributions individually nor for the 
summed distributions. It is worth noting that the PG data are obviously much more range-sensitive than the FN 
data in this case. In the oblique orientation, the AUROC of the sum data reaches the 0.9 threshold just at the high-
est proton numbers. Here, the PG data are obviously much less range-sensitive than the FN data. The outcome 
is significantly different when AUROC values for the lateral orientation of the NOVCoDA are considered. In 

(a) (b) (c)

Projection Bootstrap
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Figure 3.  Generation of RL distributions from FN and PG production data. The figure illustrates the 
procedures utilized to obtain RL distributions. First, the true FN points of origin in the patient, (a), are mapped 
onto a 1D histogram along the incident proton beam direction. Examples of such histograms are shown 
in (b) for true proton beam range shifts of 0mm and 1mm at proton intensities of 108 and 107 . From these 
distributions, individual RLs are calculated. Then, sub-sampling bootstrapping is used to obtain a distribution 
of RLs at varying proton intensities. Example RL distributions are shown in (c) for proton intensities of 108 and 
10

7 . The distributions get wider at lower proton intensities with a resulting increase in overlapping portions. 
Although the example illustrates the use of FN data, the procedure is the same for PG data. Note also that 
the procedure is similar for reconstructed FN and PG distributions with the difference being the mapping of 
reconstructed FN and PG production distributions in 2D onto a 1D histogram.
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this case, the threshold level at 0.9 is reached at proton intensities of (1) 3.66(11)× 107 protons/spot for FN data 
only, (2) 1.95(10)× 107 protons/spot for PG data only and (3) 1.28(10)× 107 protons/spot for the combination 
of FN and PG data. Although the AUROC values reported here inevitably depend on the exact method by which 
RL values—and thereby �RL values—are calculated, they nevertheless show a tendency for improved minimum 
detectable range shifts (and sensitivities) for the lateral orientations of the NOVCoDA. The minimum detectable 
range shifts in terms of the required proton intensities evaluated at other range shift magnitudes show the same 
tendencies (Supplementary Figs. 3 and 4). Also, it should be noted that the required proton intensities show the 
expected inverse proportionality with the true range shift magnitude, i.e. higher proton intensities are needed 
to accurately classify cases with smaller range shifts and vice versa. Some of the pertinent numerical results are 
quoted here to exemplify this for the lateral orientation. At a true range shift magnitude of 1mm , the threshold 
AUROC ≥ 0.9 is reached at proton intensities of 2.44(12)× 107 protons/spot, 8.98(32)× 106 protons/spot and 
6.08(21)× 106 protons/spot for FN data only, PG data only and the combination of FN and PG data, respectively. 
For the same orientation, but for a true range shift magnitude of 2mm , the required proton intensities drop to 
1.36(10)× 107 protons/spot, 3.58(10)× 106 protons/spot and 3.02(12)× 106 protons/spot for FN data only, PG 
data only and the sum of FN and PG data, respectively.

The presented results are clearly in favor of the lateral orientation and a combination of the information 
obtained by both PG and FN data. Therefore, for the more realistic case in which the true MC hit data are 
smeared taking into account detector resolution (time, energy, depth of interaction and segmentation), the cor-
responding calculations were performed only for the lateral orientation. The results are shown in Fig. 5d and we 
see that the AUROC values calculated using the PG data never reach the threshold of 0.9. For the FN data only, 
the threshold is reached at proton intensity of 5.57(14)× 107 . For the summed FN and PG data, the threshold 
is reached at proton intensity of 8.86(47)× 107 , indicating that the poorer quality of PG data negatively impacts 
performance. Finally, for the lateral orientation, using deposited energy cut-offs of 100 keV for incident FNs and 
10 keV for incident PGs, the double and triple scatter detection efficiencies were estimated to be 2.33× 10−4 
neutrons/proton and 2.67× 10−4 gamma-rays/proton for FNs and PGs, respectively. For both cases, the statistical 
uncertainties are less than 1% of the mean values.

An example of a treatment deviation caused by anatomical changes. The 4D planning CT of a 
patient with locally advanced non-small cell lung cancer was used to determine parameters of the incident pro-
ton pencil beam such that the beam stopped inside the the target volume. This example case was distinguished by 
a baseline shift, i.e. a change in the patient’s breathing motion pattern causing a shift and deformation of the tis-

Figure 4.  The correlation between the true range shifts and �RL . (a) Shows the true range shifts against the 
mean of the calculated range shifts, �RL , from the true distributions of detected FNs. (b) Shows the true range 
shifts against �RL from the reconstructed distributions of detected FNs along with the residuals. For both (a) 
and (b), �RL are calculated for a proton intensity of 108 protons/spot. Use of the true distributions predicts a 
nearly perfect linear relationship between the true range shifts and �RL . The same can be said to be true for the 
relation between the true range shifts and �RL values estimated from the reconstructed distributions in spite of 
increased fluctuations reflected in the lower panel showing the residuals.
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sue and lymph node metastasis inside the target volume, that was captured on the repeat 4D CT scan performed 
during the first treatment week.

It should be noted that, in this case, there is no explicit information on the magnitude of the true range shift 
caused by this baseline shift; however, there is a distortion in the delivered dose from the primary pencil beam 
due to a change in the position of the tumor and, therefore, a change in the overall production distributions of 
both PGs and FNs (see Fig. 6). The observed baseline shift could be due to changes in the breathing patterns 
of the patient as well as other unknown factors. As such, no attempt was made to determine the �RL values 
from reconstructed (or ground truth) FN and PG production distributions. Rather, the focus is on using the RL 
distributions generated through bootstrapping of the FN and PG production distributions from the planning 
CT and the one week CT data-sets in conjunction with the GNB classifier. Upon training the GNB classifier and 
repeated calculations, the discrimination capability of the NOVCoDA in terms of the AUROC values was esti-
mated. In order for the discrimination capability to be considered to be at an adequate level, the same threshold 
level, i.e. AUROC ≥ 0.9 , had to be reached. This was done using both the LM-MLEM reconstructed and ground 
truth production distributions of FNs and PGs (and the sum of FN and PG data) for all three orientations of the 
NOVCoDA. The AUROC values estimated from the LM-MLEM reconstructed distributions are summarized 
in Fig. 7 for proton intensities ranging from 106 to 108 . See supplementary Fig. 5 for the corresponding values 
calculated for the ground-truth distributions.

Also for the clinical example considered here, the lateral ( θ = 90◦ ) orientation of the NOVCoDA is clearly 
favored over the anterior ( θ = 0◦ ) and oblique ( θ = 45◦ ) orientations, with information extracted from PG 

Figure 5.  Receiver Operating Characteristic (ROC) curves, and average Area Under ROC ( AUROC ) curves 
for a range shift of 0.5mm and minimum detectable range shifts. The upper panel shows the ROC curves 
evaluated at a range shift magnitude of 0.5mm for the reconstructed FN and PG combined data-set. The middle 
panel shows the calculated AUROC for the same data-set at the same range shift magnitude. The lower panel 
shows the minimum detectable range shifts as a function of the number of protons per spot. Note that ROCs 
are only plotted for proton intensities ranging from 107 protons/spot to 108 protons/spot whereas AUROC and 
minimum �R are plotted for proton intensities ranging from 106 protons/spot to 108 protons/spot. Each of these 
are shown for a NOVCoDA orientation of θ = 0

◦ (a), θ = 45
◦ (b) and θ = 90

◦ (c), as well as the θ = 90
◦ case 

with the estimated effects of time, energy, and position resolutions (and segmentation of a realistic detector) 
included in (d). The uncertainties in terms of one standard deviation are shown as bands around the AUROC 
values.
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Figure 6.  Example of treatment deviation caused by anatomical changes. (a) The axial, sagittal and coronal 
plane of the example patient with the average intensity projection of the 4D planning CT (yellow) overlaid on 
the repeat CT (blue). The target volume contoured by the treating oncologist on both CTs are visible as red 
contours. Both a shift and deformation of the target volume with corresponding change in tissue densities can 
be observed. The lungs are larger on the planning compared to the repeat CT indicating a shallower breathing 
pattern during acquisition of the latter. (b) PG and FN production, both from MC truth and reconstructed 
with MLEM, from the planning CT (top) and when produced in the week 1 CT, overlaid on the planning CT 
(bottom).

Figure 7.  AUROC  curves for the clinical case at three different orientations of the NOVCoDA with respect to 
direction of the incident proton beam. The figure summarizes the calculated AUROC values using only FN and 
only PG distributions reconstructed using the LM-MLEM algorithm as well as for the combination of FN and 
PG distributions for an orientation of θ = 0

◦ (a), θ = 45
◦ (b) and θ = 90

◦ (c), as well as the θ = 90
◦ case with 

the estimated effects of time, energy, and position resolutions (and segmentation of a realistic detector) included 
in (d). Statistical uncertainties in terms of one standard deviation of the AUROC are also shown explicitly as a 
narrow band around each curve.
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distributions outperforming that of FN distributions for all three orientations. For example, for the anterior 
orientation, the required proton intensities to correctly identify the baseline shift are at 1.61(10)× 107 protons/
spot and 1.54(10)× 107 protons/spot for PG and summed distributions, respectively. The corresponding AUROC 
values for the FN distributions do not reach the threshold of 0.9 at any of the considered proton intensities. 
Similar trends are observed for the oblique orientation of the NOVCoDA. In addition, for the same orienta-
tion, the AUROC values estimated for FN data only do not follow the increasing trend as the proton intensity is 
increased. This is likely attributed to imaging artifacts as the trend is clearly increasing when ground-truth FN 
distributions are instead utilized. For the lateral orientation, spatial information extracted from the distributions 
of both particle species and their sum show a significant improvement with the required proton intensities of 
2.94(11)× 107 protons/spot, 3.46(11)× 106 protons/spot and 3.67(11)× 106 protons/spot for the FN, PG and 
summed distributions, respectively. For the lateral orientation, the discrimination capability of the NOVCoDA 
was also studied taking into account detector resolution. It turns out that the NOVCoDA exhibits useful dis-
crimination capabilities even when detector resolution is factored in. The minimum required proton intensities 
to identify the baseline shift are at 2.47(13)× 107 protons/spot, 6.24(25)× 106 protons/spot and 5.18(18)× 106 
protons/spot for FN, PG and the summed distributions, respectively.

Discussion
PT holds great potential to reduce integral dose to healthy tissue in patients undergoing RT for cancer treat-
ment and thereby reduce the treatment toxicity. However, range uncertainties that may be caused by anatomical 
changes, setup errors, organ motion as well as uncertainties in estimations of the tissue stopping power pose 
a significant challenge in routine clinical practice and prevent benefiting from the full tissue-sparing potential 
of PT. Range uncertainties require the development of new imaging and radiation detection devices to enable 
real-time range monitoring during treatment. In spite of significant international efforts, reliable real-time range 
monitoring still remains an unresolved problem in PT. In this study, we proposed the use of a novel imaging 
device, so-called NOVCoDA, with the capability of detecting and imaging points of origins of secondary FNs 
and PGs produced in nuclear interactions in tissue during treatment. The NOVCoDA will take advantage of the 
highly penetrating secondary FN and PG emissions in PT and be able to discriminate interactions induced in 
its sensitive volume by these two particle species through employing novel organic scintillation materials with 
enhanced pulse shape discrimination capabilities.

The main focus of the study at hand was to explore, through MC simulations of mono-energetic proton 
pencil beams with therapeutic energies and intensities impinging on realistic patient models, the feasibility of 
the proposed NOVCoDA and, in general, the yet unexplored concept of dual FN and PG imaging for correct 
identification of range deviations in the context of PT, also including detector resolution effects. A methodo-
logical novelty of the study at hand was the use of such CT-scans of patient models in conjunction with the MC 
simulations that include realistic tissue heterogeneities that pose challenges to any imaging device designed for 
the purposes of range monitoring in PT but are often ignored in other studies. Another important aspect of the 
study was the use of realistic reconstruction of the production distributions of FNs and PGs through detailed 
simulations of the interactions of FNs and PGs in the sensitive volume of the NOVCoDA and the subsequent 
use of the LM-MLEM algorithm for image reconstruction from intersections of kinematically constructed FN 
and PG event cones with planes coinciding with the primary proton beam axis. For the FN and PG distribution 
reconstructions where detector resolution effects were taken into account, LM-MLEM algorithm was not used 
as the current implementation does not include any suitable regularization techniques. On the other hand, a 
reconstruction based solely on cone-plane intersections is much faster than the iterative LM-MLEM algorithm.

The sensitivity of the NOVCoDA to detect range shifts at various proton intensities was quantified through 
a controlled erosion and dilation of the outer layers of the patient model. Firstly, the sensitivities were studied 
using the NOVCoDA data sets that did not include detector resolution effects for three different orientations of 
NOVCoDA, i.e. anterior, oblique and lateral with respect to the incident proton beam direction. Using the true 
collision parameters, calculating a simple RL parameter from the resulting FN and PG distributions (and their 
linear sum), as well as a bootstrapping procedure applied to enable statistical analyses of the resulting RL distribu-
tions, show that the NOVCoDA provides the highest sensitivity at the lateral orientations ( θ = 90◦ ) with respect 
to the incident proton beam direction. It is also noteworthy that the sensitivity is generally improved when the PG 
and FN distributions are summed and used simultaneously. In addition, simulations of an example lung cancer 
patient with a baseline shift representing an anatomical change revealed similar tendencies. Secondly, as lateral 
orientations are clearly favored in terms of the range shift detection sensitivities and identification of clinically 
relevant treatment deviations, the sensitivities were quantified, only for the lateral orientation ( θ = 90◦ ), also for 
a more realistic case where the true collision parameters are smeared using experimentally determined energy 
(see the “Methods” section for the parametric description of the energy resolution and the parameter values), 
time ( 500 ps ) and depth-of-interaction ( 11.775mm ) resolutions, incorporating also segmentation effects via re-
sampling of the remaining two collision coordinates from uniform distributions of width 5mm . The resolution 
data are obtained in a series of experimental characterization campaigns of one of the most suitable scintillator 
materials, i.e., OGS, of relevant form factors, performed at the nELBE neutron time-of-flight facilities in Dresden, 
Germany. The details of these campaigns are to be published elsewhere. When detector resolution is accounted 
for, the results of the current study show that the NOVCoDA could feasibly reveal range shifts of around 1mm 
at clinically relevant proton intensities ( 22.30(13)× 107 protons/spot) as FN and PG data were summed to 
yield a composite distribution. Moreover, simulations of an example lung cancer patient with a baseline shift 
resulting in a deviation from the planned treatment showed the feasibility of the NOVCoDA to detect realistic 
treatment deviations at clinically relevant proton intensities ( 5.18(18)× 106 protons/spot) when using linear sum 
of reconstructed FN and PG distributions. In general, the overall results of this study favor the lateral ( θ = 90◦ ) 
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orientations of the NOVCoDA and the summation of FN and PG distributions. It should also be mentioned 
that, in the example anatomical change considered in this work, the information extracted from PG distributions 
seems to be superior to that of FN distributions when it comes to detection of the proton beam range shift caused 
by that specific anatomical change (see Fig. 7d). In this regard, it is important to point out that this will also 
depend on the nature of the deviation that causes a given range shift. In this specific example, the baseline shift 
leads to an anatomical change near the end of the primary beam range where the PG production predominates. 
This, in combination with the fact that the FNs are mostly produced in the forward direction, i.e. in the direc-
tion of the primary beam, might partially explain the poorer performance of spatial information extracted from 
the FN distributions. If changes occurring at shallower depths are the cause of an undesired range shift, then 
the overall spatial information extracted from FN distributions may have improved discriminatory capabilities.

Some limitations of the study at hand must be mentioned. An important limitation was the fact that energy-
dependent depth-of-interaction resolution is not yet accounted for. This will be implemented in future modelling 
work that will accompany experimental investigations of the NOVCoDA in laboratory experiments as well as 
validation efforts in medical proton beamlines. Detailed experimental campaigns are underway where also pulse 
shape discrimination capabilities of relevant scintillator materials such as the OGS are being quantified. The 
results of these experiments will be published elsewhere. Although we have, in this feasibility study, accounted 
for lower-energy detection limits of 100 keV for FNs and 10 keV for PGs, the practical detection limits will, to a 
large extent, depend on the final readout architecture as using photodetectors with intrinsically high gain (gain 
factors of 106–107 ) will allow detection of events with low deposited energies. The detection limits will also be 
affected by the quality of the photodetector-scintillator coupling as well as the overall quality of the surface finish 
of the scintillators. Concerning limitations on image reconstruction, LM-MLEM was only used on noise-free data 
obtained directly from true MC simulated collision parameters. If the LM-MLEM or similar iterative techniques 
are to be applied in conjunction with the collision data that also incorporate the deteriorating detector resolution 
effects, appropriate regularization techniques will need to be carefully considered. Another important aspect is 
the method by which RLs are calculated is likely to have an effect on the final range-monitoring accuracy. There-
fore, a multivariate statistical modelling study has also been initiated to determine the RL calculation method or 
combinations of methods whereby the accuracy can be  improved24.

Despite the above-mentioned limitations, the results of the study have some important implications for 
a future adaptation of the NOVCoDA for range-monitoring purposes. Human tissue is also rich in efficient 
neutron scattering nuclei, and one issue that could be raised is the fact that FNs would scatter and thereby lose 
the information on their points of origin prior to being detected in the NOVCoDA, thereby diminishing the 
capabilities of the NOVCoDA to monitor range shifts based on imaging of incident FNs. The results presented 
in this work show that scatter in the patient is not expected to be an issue as the full three dimensional patient 
geometry and material composition are already accounted for in the MC models. Also, the results seem to imply 
that the background signal in the PG component due to neutron activation in the surroundings or human tissue 
will not have a significant influence on the accuracy as MC simulated PG production included all PG production, 
including those from neutron activation via inelastic fast neutron scatter or thermal neutron capture reactions. 
Another important implication of the results is the fact that strong correlations between range shifts calculated 
from spatial information extracted from reconstructed FN and PG distributions and true range shifts do not 
necessarily guarantee a good response. Although coefficients of determination for all three orientations of the 
NOVCoDA all indicate a strong correlation to the true range shifts (see Fig. 4), the minimum range shift detec-
tion limits are influenced by the orientation of the NOVCoDA imaging system with respect to the incident 
proton beam direction (see Fig. 5), with the lateral orientation ( θ = 90◦ ) being clearly favored over the anterior 
( θ = 0◦ ) and oblique ( θ = 45◦ ) orientations. This can be likely attributed to imaging artifacts that appear for 
the anterior and oblique orientations of the NOVCoDA, but not for the lateral orientation (see supplementary 
Fig. 6). Imaging artifacts of a similar nature, appearing as a blurring artifact, are also encountered in Compton 
imaging systems and are attributed to data incompleteness (projection loss due to the finite detector size)25. 
Thus, for a future clinical application of the NOVCoDA, it would be important to focus research efforts also on 
algorithmic and theoretical improvements in image reconstruction techniques that can minimize the unwanted 
effects of such artifacts. In this regard, fully Bayesian approaches to image reconstruction might be advantageous 
over the more conventional MLEM, and will be considered as part of future work.

The sensitivity of PT to treatment deviations and the presence of such deviations during treatment will 
always be a limiting factor towards the full exploitation of its dosimetric advantages over the more conven-
tional radiotherapy. To this end, online adaptive PT is gaining more traction where dose plans can be adapted 
in each treatment fraction to limit the dose to healthy tissue and ensure that the prescribed dose is given to the 
tumorous  tissue26. The NOVCoDA will provide in-vivo monitoring and verification of the delivered dose (or at 
least the particle beam range in tissue) which is a vital component of such systems providing real-time or near 
real-time information on the dose delivery to decision-support systems. Although a number of state-of-the-art 
range-monitoring systems are now being tested in clinical settings, their relatively large clinical footprint limit 
their applications to certain treatment sites. The NOVCoDA with its reduced clinical footprint (in terms of both 
size and weight; the total scintillator volume considered in this work, i.e. 30× 20× 20 cm3 , corresponds to a 
total sensitive material mass of only about 12 kg .) in relation to these systems, will enable range monitoring in 
different clinical scenarios and for different treatment sites. More importantly, NOVCoDA will, on the contrary 
to the state-of-the-art systems that treat the neutron component as background signal degrading performance, 
enable the use of this radiation species, that is also produced in abundance and is an unavoidable byproduct of 
the treatment, for range-monitoring purposes.

A brief literature search justifies the clinical relevance of the NOVCoDA and the multi-particle imaging con-
cept outlined in this work; Polf et al.19 states that range monitoring systems intended for clinical applications in 
standard PT must provide a good performance for single spots of 107 to 108 protons/spot. The results presented in 



11

Vol.:(0123456789)

Scientific Reports |         (2023) 13:6709  | https://doi.org/10.1038/s41598-023-33777-w

www.nature.com/scientificreports/

this work, especially those that also take into account detector resolution effects, clearly indicate that the NOV-
CoDA has the potential to provide range shift detection capabilities at the expected levels for clinically relevant 
proton beam intensities, the caveat being a seeming dependency on the orientation of the NOVCoDA-imager 
with respect to the incident beam direction. Also, in light of previous results reported in other simulation studies, 
such as the one by Smeets et al.8, where range shift detection sensitivities of 1mm have been achieved down to 
intensities of 5× 108 protons/spot, it can be stated that the results of this work show that the NOVCoDA could 
be a feasible approach to range monitoring in PT.

Finally, although the focus of this manuscript has been on proton therapy scenarios, it is a physics fact that 
FNs and PGs are also produced abundantly in other PT modalities such as He- and C-ion  therapy22,27,28 where 
the same clinical challenges related to range uncertainties are also present. Therefore, it is expected that the use 
cases of the NOVCoDA can also be extended to range-monitoring applications within these therapy modalities 
to further reduce treatment toxicities.

Methods
Image reconstruction from FN and PG cones. The image reconstruction relies on the kinematic recon-
struction of FN and PG event cones that describe the possible incidence directions of individual FNs and PGs, 
confined to the surface of the event cones. The kinematic reconstruction of FN and PG cones in the NOVCoDA 
relies, in turn, on the detection of individual FN and PG collisions in the sensitive volume of the NOVCoDA as 
illustrated in Fig. 1D.

For FNs, the non-relativistic kinematic reconstruction of event cones relies on two successive elastic scatters 
on hydrogen nuclei, i.e. (n,p) scatters. In the first scatter, the incident neutron transfers part of its kinetic energy 
to the recoiling proton. The transferred energy depends on the scattering angle. The scattered neutron will have 
its energy reduced. The scattered neutron then needs to undergo another (n,p) scatter in the sensitive volume 
of the NOVCoDA. The second (n,p) collision is used to determine the FN time-of-flight, τ , between the first and 
second scatters. The energy of the scattered neutron can then be calculated as:

where E′

n is the kinetic energy of the scattered neutron, mn is the mass of neutron, τ is the time-of-flight, and d 
is the distance between the first and second collisions sites (whose positions are experimentally determined by 
comparing the difference in signal strength and/or arrival time in the two ends of each bar struck within the 
NOVCoDA). Then, a best estimate of the incident FN energy can be calculated as En = E

′

n + Ep where Ep is the 
kinetic energy of the recoiling proton in the first (n,p) scatter (experimentally determined from scintillator light 
response). Once the energy of the incident FN is estimated, the polar scattering angle, θ , in the laboratory-frame 
can be estimated as:

The azimuthal angle, φ , remains unresolved, thus φ : [0,2π ]. This leads to formation of an event cone with its 
apex at the first (n,p) scatter coordinates in IR3 and direction along the vector joining the first and second (n,p) 
scatter coordinates. In this work, the use of non-relativistic collision kinematics is justified as β = v/c < 0.1 
on average (for scattered neutrons), however, for higher energy neutrons, relativistic versions of the kinematic 
equations should be used.

For PGs, the corresponding reconstruction of event cones relies on triple coincident collisions, mostly in the 
form of Compton scatter, in the sensitive volume of the NOVCoDA. This is because the incident PGs will typically 
have high energies and because the NOVCoDA consists of low density, low atomic number materials, mean-
ing that photoelectric absorption is less likely to occur. Using Compton collision kinematics, one can arrive at:

where Eγ is the energy of the incident PG, me is the electron rest mass, c is the speed of light, θ2 is the scatter-
ing angle in the second collision, and �E1 and �E2 are the energies deposited in the first and second collisions, 
respectively. Once the energy of the incident PG is known, the scattering angle θ1 (in the first collision) can be 
calculated from the Compton scatter kinematics as:

where E′

γ is the energy of the scattered PG following the first scatter event in the NOVCoDA. The azimuthal 
angle remains, as in the case of FNs, unresolved with these measurements and therefore, φ : [0,2π ]. The apex of 
the PG cone is then located at the spatial coordinates of the first Compton scatter event in IR3 . The PG cone then 
has a direction along the vector joining the first and second collision sites.

For reconstructing images of PG and FN distributions in the patient, each event cone was discretized into 
n (n = 1000 in this work) equi-spaced rays (see Fig. 1D). Each ray was then traced onto a plane containing the 
proton beam. We then find geometric ray-plane intersections, i.e. points in IR2 . Next, we find the pixel in an 
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N × N image that contains the current point and increment the corresponding pixel counts by 1. It is important 
to note that pixel counts can be incremented only once by a given cone, meaning multiple rays in a given pixel 
lead to an increment by only 1. Once all kinematically reconstructed event cones are processed in this way, an 
iterative List-Mode Maximum Likelihood Expectation Maximization (LM-MLEM)  algorithm29 was executed, 
for a pre-determined number of iterations, to obtain the final reconstructed PG and FN distributions in IR2 . At 
this stage, no smoothing penalties were included in the implementation. The update equation for the LM-MLEM 
algorithm is given as:

where the first sum is over events, i, for a given pixel j; the second sum is over pixels, j′ , for a given event i; �n+1
j  

is the jth pixel value in iteration n+ 1 ; �nj  is the value of the jth pixel in iteration n; sj is the sensitivity of the jth 
pixel; and tij are the elements of the system matrix, which is a large sparse matrix (in LM-MLEM, each event, i, 
represents a single event cone which intersects only a small fraction of the N × N image pixels) constructed by 
event-by-event processing of the event cones as described above.

As a means of regularization, the LM-MLEM execution was stopped at 100 iterations. This ensured conver-
gence of the average pixel densities without introducing noise pick-up and subsequent divergence. For simplicity, 
the sensitivities of each pixel in the image space was set to 1.0, which is a reasonable  approximation29, although 
it does not account for self-attenuation or non-uniform detection efficiencies.

Furthermore, the true Monte Carlo (MC) collision data are smeared using realistic resolution characteristics 
of organic glass scintillator (OGS) samples. The true detection time of each event is smeared using a coincident 
time resolution (FWHM) of 500 ps , the position of each event is smeared using depth of interaction resolution of 
11.775mm , and re-sampled from a uniform distribution with a width of 5mm to account for segmentation effects 
assuming a segment size of 10 × 10mm2 , and the energy deposited in each event is smeared using a parametric 
description of the energy resolution given as:

where α = 0.0497± 0.0031 , β = 0.0000± 8.4221 MeVee1/2 and γ = 0.0349± 0.0011 MeVee2 . These parameters 
have been determined through a curve fit to a limited number of resolution values measured experimentally for 
an OGS sample of 10 × 10 × 100mm3 . This is also the major reason for the large uncertainties in especially the 
β parameter. The details of the experimental campaigns are to be published elsewhere. For PGs, the calculated 
resolution values are used as is whereas for FNs, the values are scaled by a factor of two to partially account for 
the light quenching effects. Also, prior to smearing the true MC data, a particle-specific deposited energy cut is 
applied, i.e., 10 keV for PG induced events and 100 keV for FN induced events. The data sets with the deposited 
energy cuts have also been used to estimate the FN and PG detection efficiencies. It should be further pointed 
out that, for the data sets that also account for detector resolution effects, the image reconstruction is only per-
formed at the level of geometric ray-plane intersections due to the fact that our implementation of the LM-MLEM 
algorithm does not include any suitable numerical regularization techniques.

Range landmark and range shift determination. We determine so-called range landmarks (RLs) by 
taking one-dimensional projections of both the reconstructed and Monte Carlo (MC) ground truth distribu-
tions of PGs and FNs as well as projections of the summed distributions (see Fig. 1E). The projection is along the 
depth direction, i.e. along the direction of the primary proton beam. For ground truth distributions, the depth 
coordinates of the ensemble of PGs and FNs are binned using 1mm bin widths. The reconstructed data are read-
ily binned into 2mm bins prior to execution of the LM-MLEM algorithm, and, thus, no additional binning is 
needed. The weighted average of the binned data are then calculated as follows: x =

∑n
i=1 wixi

∑n
i=1 wi

,wi =
xi

∑n
i=1 xi

 
where xi are the ith bin counts and wi are the weights of the ith bin. The weights are normalized such that 
∑n

i=1 wi = 1 . The RL for each distribution was then set equal to the weighted average of the binned data. This 
method is used in conjunction with a bootstrapping approach to determine the average RL, RL , values for each 
case.

To determine RL and the statistical uncertainties associated with each RL calculation, we employed a boot-
strapping approach with  replacement30. The sub-sampling bootstrapping algorithm, as implemented in this 
work, is described as follows: 

1. Determine bootstrap sample size, N, from the ratio of proton intensities. If σRL  is to be determined at a 
proton intensity of 108 , then the sample size, N, is calculated as: N =

Ntotal

Nhistories/10
8  where Ntotal is the total 

number of valid events in a given MC run and Nhistories is the total number of simulated protons.
2. Depending on whether the dataset to be analyzed is the MC ground truth distributions or the reconstructed 

distributions, the following steps were implemented: 

1. For the ground truth distributions: From the entire data set, randomly sample coordinate values to fill an 
array of size N with replacement, meaning that the same data points from the main data set can appear 
multiple times in the sampled array.

2. For the reconstructed distributions: Reconstruct the FN and PG distributions with LM-MLEM for the 
entire dataset once and construct a one-dimensional profile by taking a slice through the reconstructed 
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2D images that coincides with the proton beam axis. Re-scale the bin values as described in step 1. Re-
sample each bin value from a Poisson distribution with a mean, µ , set to the re-scaled and re-sampled 
bin value. Repeat this for each bin in the one-dimensional histogram.

3. Calculate the RL for the data set sampled in step 2 by calculating the weighted average of the one-dimensional 
histogram.

4. Repeat steps 2 and 3 for a fixed number of iterations to generate a distribution of calculated RL values. In 
this work, we set the number of bootstrap iterations to 104 to minimize the statistical variation in the RL 
uncertainty estimates. This step also represents the inner loop of the algorithm.

5. Go back to step 1, and re-determine the bootstrap sample size, N, for a different proton intensity and repeat 
steps 2, 3 and 4 to get the RL uncertainty at varying proton intensities.

It is important to point out that the method described herein predicts that RLs, in line with the Central Limit 
Theorem, follow a Gaussian distribution, N

(

RL, σ 2
RL

)

 . Thus, the RL uncertainty is taken as the standard devia-
tion of the resulting normal distributions.

The range shift determination relies on the calculation of RLs as explained above. The calculated RL show a 
linear dependence on the true range of the proton beam. Therefore, a shift in the true range of the proton beam 
will result in a corresponding shift in the position of the RL . The correlation between the shifts observed in 
RL , i.e. �RL , and actual range shifts as implemented in the MC models was quantified using the coefficient of 
determination, R2.

Range shift limit determination. A probabilistic classification of bootstrapped RL values was performed 
through a binary Gaussian Naive Bayes classifier (GNB)31. The implementation was done using python’s scikit-
learn  library32. The calculated RL values for a given particle species or their combination were labelled as belong-
ing to a class corresponding to “no range shift” or “range shift” as the true labels of each RL value. The boot-
strapped “no range shift” RL values were obtained using the original dataset without any dilation or erosion, and 
the corresponding “range shift” RL values were obtained using the dilated and eroded datasets at different proton 
intensities. The labelled RL values were then split into a training (80%) and a test (20%) set, chosen randomly. 
To avoid potential bias due to unbalanced datasets, the training of the classifier is done individually in each 
case. This is also supported by the fact that we are interested in determining the classification performance with 
respect to the original dataset at different proton intensities. As we only have one feature per class, the likelihood 
of each RL value to belong to one of the two classes is given as:

Then, the MAP (maximum a posteriori) estimate of the posterior probability and the most likely class (“no 
range shift” versus “range shift”) to which a new observation of RL values can be assigned is given as:

The NOVCoDA’s range shift detection limit is then determined based on the accuracy of the binary GNB. 
The training and test sets, both of which contain bootstrapped RL values, are used to train the classifier for dif-
ferent cases accounting for FN and PG particle species individually and their combination at different proton 
beam intensities ranging from 106 to 108 protons. As such, the statistical uncertainties in the calculated RL values 
are implicitly accounted for. For each range shift case, the GNB classifier was re-trained and re-tested on the 
same data set for a preset number of iterations ( n = 1000 ), with a randomized selection of training and test 
sets for each trial. This allowed for calculations of an average Area Under the Receiver Operating Characteristic 
Curve ( AUROC)33. The detection limit in terms of the required proton intensity was then decided based on a 
threshold of AUROC ≥ 0.9 . AUROC values were linearly interpolated to obtain a more accurate estimation of 
the required proton intensities. Repeated evaluations of AUROC as described here also allowed estimations of 
statistical uncertainties of the AUROC . These were then used to estimate the corresponding uncertainties in the 
range shift detection limits in terms of the required proton intensities.

Monte Carlo simulation environment. The public patient dataset LCTSC-Test-S1-203 from “Lung CT 
Segmentation Challenge”34,35 was retrieved from the Cancer Imaging  Archive36. The dataset contains hundreds 
of cancer patients; however, a single patient was used and modified for the purposes of this study. A central spot 
in a 3 cm tumor in the left lung was chosen as the target point for a proton pencil beam.

Twenty-one range-shifted scenarios were made from this single scan using the Medical Interactive Creative 
Environment (MICE) Toolkit v 1.1.3 (Nonpi Medical, Umeå, Sweden): The patient body was threshold-masked, 
and subsequently the mask was eroded/dilated in 1mm steps up to ±5mm , depending on the direction of the 
range shift. The eroded area was substituted with air, and the additional area from the mask dilation was filled 
with water. See supplementary materials for an animation of the erosion/dilation processing of the patient model. 
For the intermediary 0.5mm steps, due to the 1mm voxel size, the proton beam energy was reduced by 405 keV.

The model simulations were performed using Geant4 10.537 together with GATE v. 8.238, configured with the 
QGSP_BIC_EMY physics building list as suggested by Wrońska et al.39 (without the high-precision transport of 
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neutrons below 20MeV ). To reduce the simulation time, the production threshold was set to 1 cm for protons 
and gamma rays, and to 1m for electrons and positrons. The source code of GATE was modified to include the 
target element of inelastic interactions in the CT-scan in the ROOT output, thus facilitating subsequent spectral 
analysis.

The simulations were performed in two steps. First, an 85MeV posterior-anterior proton beam with 4.7mm 
FWHM and 2.5mrad divergence was directed towards the center of the tumor. During the irradiation all gener-
ated neutrons and prompt gamma rays were stored in phase-space files. Second, the phase-space files were used as 
beam sources for the detector simulations: the output was the source position and direction of the source particles 
hitting the detector, as well as information about interactions inside the detector. Finally, only the phase-space 
information of secondaries interacting in the NOVCoDA was kept.

An example of treatment deviations caused by anatomical changes. A clinically relevant case 
with locally advanced non-small-cell lung cancer patient from Haukeland University Hospital (approved by the 
regional committee for medical and health research ethics in Western Norway, protocol code 2019/749) was 
studied. Informed written consent was obtained from the patient and research was performed in accordance 
with the Norwegian Health Research Act and the Declaration of Helsinki. A 10-phase 4DCT was aquired for 
radiotherapy planning and during the first radiotherapy treatment week for this patient. Imaging was performed 
on a Big Bore CT scanner (Philips Healthcare, Best, The Netherlands), using a Posirest-2 support device (Civco 
Radiotherapy, Coralville, USA) for fixation in the supine position with arms resting above the head. The breath-
ing curve for the 4DCT was acquired using the Philips Bellows device. For the treatment simulations we used 
the average intensity projections of the 4DCTs generated in Eclipse (Varian Medical Systems, Palo Alto, USA).

A central point in the delineated gross tumor volume (GTV) was chosen as the target, and the two time points 
were registered to that point accordingly. A single pencil beam with sufficient energy to stop in the center of the 
GTV, i.e. 75MeV , was simulated in GATE.

The ability to separate the FN/PG production using the RL analysis analogously to the range-shift study was 
then evaluated.

It should be pointed out that for both the clinical example described here and the data set from the “Lung CT 
Segmentation Challenge”, the gantry angle was at 180◦ such that the proton beam is going through the patient 
couch. This choice of gantry angle is indeed encountered in clinical cases as also shown in Yan et al.40.

Data availability
The CT datasets, the Monte Carlo simulation scripts and the raw Monte Carlo generated data files used in this 
work are available from the corresponding authors upon reasonable request. The CT data of the clinical case are 
not publicly available due to privacy reasons as they are part of an ongoing study.

Code availability
All of the simulation, analysis and reconstruction scripts used in this work are available from the corresponding 
authors upon reasonable request.

Received: 8 November 2022; Accepted: 18 April 2023

References
 1. Jermann, M. Particle Therapy Patient Statistics (per end of 2021) (PTCOG, 2021). https:// ptcog. ch.
 2. Paganetti, H. Range uncertainties in proton therapy and the role of monte carlo simulations. Phys. Med. Biol. 57, R99–R117 (2012).
 3. van de Water, S. et al. The price of robustness; impact of worst-case optimization on organ-at-risk dose and complication prob-

ability in intensity-modulated proton therapy for oropharyngeal cancer patients. Radiother. Oncol. 120, 56–62 (2016).
 4. Tattenberg, S., Madden, T. M., Bortfeld, T., Parodi, K. & Verburg, J. Range uncertainty reductions in proton therapy may lead to 

the feasibility of novel beam arrangements which improve organ-at-risk sparing. Med. Phys. 49, 4693–4704 (2022).
 5. Tattenberg, S. et al. Proton range uncertainty reduction benefits for skull base tumors in terms of normal tissue complication 

probability (NTCP) and healthy tissue doses. Med. Phys. 48, 5356–5366 (2021).
 6. Richter, C. et al. First clinical application of a prompt gamma based in vivo proton range verification system. Radiother. Oncol. 

118, 232–237 (2016).
 7. Berthold, J. et al. First-in-human validation of CT-based proton range prediction using prompt Gamma imaging in prostate cancer 

treatments. Int. J. Radiat. Oncol. 111, 1033–1043 (2021).
 8. Smeets, J. et al. Prompt gamma imaging with a slit camera for real-time range control in proton therapy. Phys. Med. Biol. 57, 

3371–3405 (2012).
 9. Krimmer, J., Dauvergne, D., Létang, J. & Testa, E. Prompt-gamma monitoring in hadrontherapy: A review. Nucl. Instr. Meth. A 

878(58–73), 00060 (2018).
 10. Peterson, S. W., Robertson, D. & Polf, J. Optimizing a three-stage Compton camera for measuring prompt gamma rays emitted 

during proton radiotherapy. Phys. Med. Biol. 55, 6841–6856 (2010).
 11. Hueso-González, F. et al. Compton camera and prompt gamma ray timing: Two methods for in vivo range assessment in proton 

therapy. Front. Oncol. 6, 56. https:// doi. org/ 10. 3389/ fonc. 2016. 00080/ abstr act (2016).
 12. Hueso-González, F. et al. First test of the prompt gamma ray timing method with heterogeneous targets at a clinical proton therapy 

facility. Phys. Med. Biol. 60, 6247–6272 (2015).
 13. Hueso-González, F., Rabe, M., Ruggieri, T. A., Bortfeld, T. & Verburg, J. M. A full-scale clinical prototype for proton range verifica-

tion using prompt gamma-ray spectroscopy. Phys. Med. Biol. 63(185019), 00000 (2018).
 14. Marafini, M. et al. MONDO: A neutron tracker for particle therapy secondary emission characterisation. Phys. Med. Biol. 62, 

3299–3312 (2017).
 15. Ytre-Hauge, K. S., Skjerdal, K., Mattingly, J. & Meric, I. A Monte Carlo feasibility study for neutron based real-time range verifica-

tion in proton therapy. Sci. Rep. 9, 2011 (2019).
 16. Lerendegui-Marco, J. et al. Simultaneous neutron and gamma imaging system for real time range and dose monitoring in hadron 

therapy and nuclear security applications. EPJ Web Conf. 261, 58. https:// doi. org/ 10. 1051/ epjco nf/ 20222 61050 01 (2022).

https://ptcog.ch
https://doi.org/10.3389/fonc.2016.00080/abstract
https://doi.org/10.1051/epjconf/202226105001


15

Vol.:(0123456789)

Scientific Reports |         (2023) 13:6709  | https://doi.org/10.1038/s41598-023-33777-w

www.nature.com/scientificreports/

 17. Pausch, G. et al. Detection systems for range monitoring in proton therapy: Needs and challenges. Nucl. Instr. Meth. A 954, 161227 
(2020).

 18. Parodi, K. & Polf, J. C. In vivo range verification in particle therapy. Med. Phys. 45, e1036–e1050 (2018).
 19. Polf, J. C. et al. Applications of machine learning to improve the clinical viability of compton camera based in vivo range verifica-

tion in proton radiotherapy. Front. Phys. 10, 284 (2022).
 20. Brown, J. A. et al. Proton light yield in organic scintillators using a double time-of-flight technique. J. Appl. Phys. 124, 045101 

(2018).
 21. Giha, N. P. et al. Organic glass scintillator bars with dual-ended readout. Nucl. Instr. Meth. A 1014, 165676 (2021).
 22. Zhou, J. et al. Angular distribution of neutron production by proton and carbon-ion therapeutic beams. Phys. Med. Biol. 65, 155002 

(2020).
 23. Xie, Y. et al. Prompt gamma imaging for in vivo range verification of pencil beam scanning proton therapy. Int. J. Radiat. Oncol. 

99, 210–218 (2017).
 24. Schellhammer, S. M., Wiedkamp, J., Löck, S. & Kögler, T. Multivariate statistical modelling to improve particle treatment verifica-

tion: Implications for prompt gamma-ray timing. Front. Phys. 10, 932950 (2022).
 25. Maxim, V. Enhancement of Compton camera images reconstructed by inversion of a conical Radon transform. Inverse Problems 

35, 014001 (2019).
 26. Albertini, F., Matter, M., Nenoff, L., Zhang, Y. & Lomax, A. Online daily adaptive proton therapy. Br. J. Radiol. 93, 20190594 (2020).
 27. Thariat, J. et al. Imaging issues specific to hadrontherapy (proton, carbon, helium therapy and other charged particles) for radio-

therapy planning, setup, dose monitoring and tissue response assessment. Cancer Radiother. 24, 429–436 (2020).
 28. Toppi, M. et al. Monitoring carbon ion beams transverse position detecting charged secondary fragments: Results from patient 

treatment performed at CNAO. Front. Oncol. 11, 601784 (2021).
 29. Wilderman, S., Clinthorne, N., Fessler, J. & Rogers, W. List-mode maximum likelihood reconstruction of Compton scatter camera 

images in nuclear medicine. In 1998 IEEE Nuclear Science Symposium and Medical Imaging Conference, vol. 3 1716–1720 (IEEE, 
1998). http:// ieeex plore. ieee. org/ docum ent/ 773871/.

 30. Efron, B. Bootstrap methods: Another look at the jackknife. Ann. Stat. 7(1–26), 17341 (1979).
 31. Domingos, P. & Pazzani, M. On the optimality of the simple bayesian classifier under zero-one loss. Mach. Learn. 29, 103–130 

(1997).
 32. Pedregosa, F. et al. Scikit-learn: Machine learning in Python. J. Mach. Learn. Res. 12, 2825–2830 (2011).
 33. Fawcett, T. An introduction to ROC analysis. Pattern Recogn. Lett. 27, 861–874 (2006).
 34. Yang, J. et al. Data from lung CT segmentation challenge.  The Cancer Imaging Archive. https:// doi. org/ 10. 7937/ K9/ TCIA. 2017. 

3r3fv z08 (2017).
 35. Yang, J. et al. Autosegmentation for thoracic radiation treatment planning: A grand challenge at AAPM 2017. Med. Phys. 45, 

4568–4581 (2018).
 36. Clark, K. et al. The cancer imaging archive (TCIA): Maintaining and operating a public information repository. J. Digit. Imaging 

26, 1045–1057 (2013).
 37. Allison, J. et al. Recent developments in Geant4. Phys. Rev. C 835, 186–225 (2016).
 38. Jan, S. et al. Gate v6: A major enhancement of the gate simulation platform enabling modelling of ct and radiotherapy. Phys. Med. 

Biol. 56, 881–901 (2011).
 39. Wrońska, A. et al. Prompt-gamma emission in GEANT4 revisited and confronted with experiment. Phys. Med. 88, 250–261 (2021).
 40. Yan, S. et al. Reassessment of the necessity of the proton gantry: Analysis of beam orientations from 4332 treatments at the Mas-

sachusetts General Hospital proton center over the past 10 years. Int. J. Radiat. Oncol. Biol. Phys. 95, 224–233 (2016).

Acknowledgements
IM, HNR, KS, EA and LMS acknowledge financial support from the Research Council of Norway under the 
NANO2021 program (Grant no.: 301459). LHB and HESP acknowledge financial support from the Trond Mohn 
Foundation (Grant no.: BFS2017TMT07). KSYH acknowledges financial support from the Research Council of 
Norway under the Young Research Talents program (Grant no.: 326218).

Author contributions
I.M. and T.K. conceptualized the work. I.M. coordinated the work. I.M. performed the image reconstruction, 
the bootstrap procedure, range landmark calculations and the Gaussian Naive Bayes classification. H.E.S.P. 
performed the Monte Carlo radiation transport calculations. H.E.S.P. performed the processing of the CT-scans 
of patient models. L.B.H. provided the example clinical patient data and designed the study of controlled range 
shifts. H.N.R., L.M.S., H.E.S.P. and L.B.H. designed and prepared all of the figures in the main manuscript as 
well as the supplementary materials. H.N.R. implemented the curve fitting procedures. J.A.T. provided the 
experimental detector resolution data. G.P. provided feedback and guidance on technical aspects of double and 
triple coincidence imaging systems. S.M.S. provided feedback and guidance on the use of clinical gantry angles. 
I.M. and H.E.S.P. wrote the manuscript with continuous feedback from all authors. All authors reviewed the 
manuscript and agreed with its contents. H.N.R. and W.R.B.L. proofread the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 023- 33777-w.

Correspondence and requests for materials should be addressed to I.M. or T.K.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

http://ieeexplore.ieee.org/document/773871/
https://doi.org/10.7937/K9/TCIA.2017.3r3fvz08
https://doi.org/10.7937/K9/TCIA.2017.3r3fvz08
https://doi.org/10.1038/s41598-023-33777-w
https://doi.org/10.1038/s41598-023-33777-w
www.nature.com/reprints


16

Vol:.(1234567890)

Scientific Reports |         (2023) 13:6709  | https://doi.org/10.1038/s41598-023-33777-w

www.nature.com/scientificreports/

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2023

 

The NOVO collaboration

Ilker Meric1*, Enver Alagoz1, Liv B. Hysing2,3, Toni Kögler4,5*, Danny Lathouwers6, 
William R. B. Lionheart7, John Mattingly8, Jasmina Obhodas9, Guntram Pausch10, 
Helge E. S. Pettersen2, Hunter N. Ratliff1, Marta Rovituso11, Sonja M. Schellhammer4,5, 
Lena M. Setterdahl1, Kyrre Skjerdal1, Edmond Sterpin12, Davorin Sudac9, Joseph A. Turko4,5 & 
Kristian S. Ytre‑Hauge3 & 

http://creativecommons.org/licenses/by/4.0/

	A hybrid multi-particle approach to range assessment-based treatment verification in particle therapy
	Results
	FN and PG production yields and their dependence on introduced range shifts. 
	Minimum detectable range shifts of the system. 
	An example of a treatment deviation caused by anatomical changes. 

	Discussion
	Methods
	Image reconstruction from FN and PG cones. 
	Range landmark and range shift determination. 
	Range shift limit determination. 
	Monte Carlo simulation environment. 
	An example of treatment deviations caused by anatomical changes. 

	References
	Acknowledgements


