
1

Vol.:(0123456789)

Scientific Reports |         (2023) 13:5491  | https://doi.org/10.1038/s41598-023-31564-1

www.nature.com/scientificreports

Application of a CNN to the Boda 
Claystone Formation for high‑level 
radioactive waste disposal
Virág Lovász 1, Amadé Halász 2, Péter Molnár 3, Róbert Karsa 4 & Ákos Halmai 2*

Nations relying on nuclear power generation face great responsibilities when designing their firmly 
secured final repositories. In Hungary, the potential host rock [the Boda Claystone Formation (BCF)] of 
the deep geological repository is under extensive examination. To promote a deeper comprehension 
of potential radioactive isotope transport and ultimately synthesis for site evaluation purposes, we 
have efficiently tailored geospatial image processing using a convolutional neural network (CNN). 
We customized the CNN according to the intricate nature of the fracture geometries in the BCF, 
enabling the recognition process to be particularly sensitive to details and to interpret them in the 
correct tectonic context. Furthermore, we set the highest processing scale standards to measure the 
performance of our model, and the testing circumstances intentionally involved various technological 
and geological hindrances. Our presented model reached ~ 0.85 precision, ~ 0.89 recall, an ~ 0.87 
F1 score, and a ~ 2° mean error regarding dip value extraction. With the combination of a CNN and 
geospatial methodology, we present the description, performance, and limits of a fully automated 
workflow for extracting BCF fractures and their dipping data from scanned cores.

Relevance of the research topic.  Operating a nuclear power plant raises concerns about its dangerous 
byproduct: high-level, long-lived radioactive waste. Any kind of radioactive waste must be treated with great 
caution to safeguard both nature and human habitats1,2. The national responsibilities and challenges faced by the 
involved countries are particularly significant regarding the final repositories2,3.

As solutions for storing high-level radioactive material in the long term, deep geological repositories (DGRs) 
are highly supported by expertise2,4–6. To devise a DGR, the primary requirement is an available, suitable rock 
that can enable permanently stable isolation when supplemented with additional, engineered barriers2. The 
International Atomic Energy Agency (IAE) recommends executing the designation process in multiple stages 
to ensure its safe implementation in all respects2.

In Hungary, geological formations were specifically inspected as targets for the implementation of a DGR. 
The outcome pointed to the Boda Claystone Formation (at the base of the Mecsek Mountains) as a DGR option 
within the country7,8. Several boreholes have been deepened in the relevant expanse by the PURAM to collect 
BCF core samples and to put a diverse range of geological investigations into operation7,9. Following the IAE 
recommendation2, the implementation of an underground facility is among the long-term intents of the PURAM 
project7 to promote straight, on-the-spot investigation of the BCF2,7. To date, the Public Limited Company for 
Radioactive Waste Management (PURAM) has been running its large-scale planning program for decades, 
focusing on the yet-to-be-finalized function of the BCF7–11.

According to current knowledge, the spatial extent of the BCF is close to 150 km27,10,11. This formation with 
a Permian, playa lake origin has a vertical extent of more than 800 m in thickness7,10,11. In general, the Boda 
Claystone is characterized by a grain size that is fining upward, consisting of reddish brown sandstone, siltstone, 
clayey siltstone, mudstone, and dolomite10,12.

The scientific literature extensively describes the low porosity and low permeability of this rock11,13,14. However, 
the presence of tectonic fractures somewhat modulates the latter11. The mineral and chemical composition of 
the BCF are excellent fluid flow inhibitors because the presence of swelling clay minerals results in the fractures 
possessing a natural self-sealing capability14,15. Nevertheless, fractures and inhomogeneities can still pose 
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risks when transporting radioactive materials14,16,17. Fracture investigations promote the understanding of the 
hypothetical transport of radioactive isotopes, which is a pivotal issue in DGR safety7,13,18,19.

Furthermore, a comprehensive survey of all geological forces and influences is greatly needed to ensure safety 
in all regards20. Accordingly, several scientific articles regarding the investigation of BCF fractures and their 
fracture system have emerged, and this topic remains particularly important for the researchers involved11,17,21. 
Tectonic fractures in the BCF may occur in open or closed forms, which can be filled to varying degrees 
depending on additional processes21,22. In either case, they are meaningful sources of geological and geodynamical 
information not only on fluid flow but also on stability, structural development, tectonic prediction, and various 
relevant processes14,16,18,23. In these studies, dip, orientation, distribution, and fracture density have been among 
the extensively analyzed phenomena19,21.

Tóth et al. (2022a, 2022b) investigated the fracture network of the formation and carried out hydrogeological 
fracture modeling13,19. Fractures with or without any degree of filling were included in these investigations alike19. 
Furthermore, the dip, distribution, density, and formation of fractures are closely linked to paleotectonic stress 
fields, allowing us to reconstruct past movements24,25. Hrabovszki et al. (2017) investigated the BCF based on 
individual fracture geometries and dip angles, providing new information for reconstructing the structural 
evolution of the formation. Data on the densities, distributions, dip angles, and directions of individual fractures 
are essential for understanding these systems14. Accordingly, these studies supply great value for comprehensive 
site evaluations7,13,18. Although it is time- and labor-extensive, the registration of each individual fracture is a 
fundamental preliminary step for preparing these studies18,22. Among other geological phenomena, fractures, their 
dips and their depth values must be registered by the PURAM22. Substitutional solutions assisted with artificial 
intelligence can ease the fracture extraction process for the outlined investigations and documentation18,26.

Detection is challenging due to the presence of various shapes, the continuity of the individual BCF fractures, 
and their occasionally diverse intersections14,27–29. Simplified drafts and nomenclature for the most elementary 
fractures occurring in the BCF are shown in Fig. 1.

Both the individual and relational characteristics are diverse; e.g., single fractures are present19, but these 
fractures can intersect one another as well. Moreover, individual fractures can exist in multiple parts14,27–29. 
Consequently, their corresponding vector-based forms in a geographical information system (GIS) database 
can include multipart polygons with intersections31,32.

BCF cores are scanned with the special method of the ImaGeo system21,33. Figure 2 shows the extended 
mantle of a scanned core, which explains why we see the individual fractures as sine curves. These sine-like 
lines represent natural fractures21,33. The white, almost parallel lines are rubber bands that hold the core together 
during the scanning process33.

The barely visible or even technological fractures make both recognition and correct differentiation 
difficult14,22,34.

Detection alone is not sufficient; this process should be done in a way that is authentic to the geologic 
interpretation. Each extracted fracture reflects the given tectonic process only if the model correctly recognizes 
the connected parts (e.g., in the case of a multipart fracture) or, where appropriate, separates the fractures from 
each other (in the case of intersection/tectonic subprocess) and if delineation is accurately performed on the 
sample22,35. These concerns are essential during manual documentation, but due to prioritization, certain details 
may also be omitted22,35. However, an automated model can be expected to eliminate this limitation and increase 
the level of detail in the produced documentation.

Deep learning can enrich geospatial strategies, exploiting the potential of semantic segmentation, instance 
segmentation, and object detection36. Since tectonic fractures can be subtle in terms of detection and their 
complexity and nuances are often not comparable to linear processes, artificial intelligence and neural networks 
are more suited for this task18. Convolutional neural networks (CNNs) have proven to be competent for handling 
diverse sets of geology-related image processing tasks, e.g., lithology classification, oil spill recognition37,38, or 
fault and horizon detection through seismic data39. The objective of our research was to test the feasibility of a 
CNN to recognize BCF fractures on scanned core samples to automate both their detection and dip calculation 
in a geospatial database.

Figure 1.   Typical fracture phenomena in the BCF. These are based on29 and30 and PURAM-owned scanned 
cores.
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Objectives.  Based on the necessities outlined in section “Relevance of the research topic”, there is a demand 
to utilize a CNN in a way that makes it perform efficiently on scanned BCF core samples, automating both the 
detection of fractures and the extraction of their dip values. We describe an applied methodology for this task, 
examining its possibilities and limits in detail. In this study, we aimed for the CNN to address predominantly 
unfilled fractures. To simplify the rest of the manuscript, we refer to them as “open fractures”. We organized the 
current study around these two goals.

Since BCF cores are scanned by the ImaGeo system, the cores can be examined by image processing 
techniques21,33. Recently, CNNs have proven to be promising tools for the recognition of geological phenomena39. 
Our goal was to construct a perceptive CNN model capable of recognizing open BCF fractures in scanned core 
samples.

We examined the performance of Mask R‑CNN models40 with varying parameters to solve this task. To 
assess performance, we needed to measure sensitivity (recall) and precision as well as the balance between these 
two metrics in the F1 score41. Given the purpose of the application, we needed to quantify the error statistics of 
CNN-derived dip dataset performance. Our assessment covered these details, providing insight into the model 
performance in terms of impeding factors such as dense fracture zones19 or technological fractures14,22,34. We 
found this kind of detailed inspection necessary to present the results in a realistic way.

Figure 2.   Undulating and planar-type fractures. Based on PURAM data.
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Material and methods
CNN.  Our study relied on CNN technology, the driving process behind the recently proposed object detection 
(OD) models42. The architecture of a CNN contains complementary parts compared to a plain neural network, 
as a CNN is designed to perform preliminary feature extraction, transform this information, and pass it on as a 
compatible input for the network43,44. In essence, the input neuron layer accommodates dimensionally reduced 
“feature maps” created by the convolutional and pooling layers in those preliminary parts of the architecture45. 
This structure is behind both the acquisition of required knowledge and the actual execution of the detection 
process43,46.

Object detection with Mask R‑CNN.  OD essentially marks the location of each recognized object 
with its own bounding box, providing us with identification and enclosing geometries40 that are necessary for 
dip retrieval. Several models and their subversions exist for OD, and they can be divided into the two main 
categories of “one-stage” (e.g., YOLO and the single-shot detector) or “two-stage detectors” (e.g., R‑CNN, Faster 
R‑CNN, Mask R‑CNN) in a simplified manner47. “Region proposals” were initiatives of Ren et al. (2017), who 
described them together with their newly presented Faster R‑CNN model. Their use enables effective detection 
in cases where the presence of objects has been previously perceived and indicated48. Utilizing this step, “two-
stage detectors” are considered more refined methods regarding the spatial accuracy of delineation, while their 
drawback concerns the intricacy of favorably optimizing the components47.

Among them, Mask R‑CNN is a well-established choice in terms of the BCF fracture problem because of its 
“multitask training” and the associated benefits compared to, e.g., Faster R‑CNN40.

OD enables us to extract the dip angles without the need for object masks, but Mask R‑CNN is even beneficial 
for the solely needed bounding boxes due to the way it performs three types of loss calculations during error 
backpropagation40,49. Since bounding boxes were the basis for our dip automation strategy, this is an important 
aspect that eventually led us to utilize Mask R‑CNN. In the literature, Mask R‑CNN has also been applied to 
problems such as pavement crack detection50.

The preliminary tests we conducted before choosing Mask R‑CNN are summarized in Lovász et al.26.

Preparation of training samples and data for evaluation.  Our base material for both training and 
model testing included scanned BCF core samples. They were collected from.

•	 Ibafa–4 (Ib–4; 214.39 m for training, 11.13 + 1.60 m for evaluation),
•	 Bakonya–5 (Bak–5; 30.00 m for training, not used for evaluation),
•	 Boda–6 (Bo–6; not used for training, 18.43 m for evaluation).

All datasets described in the article are owned by the PURAM and were provided to us for research purposes. 
Originally, the scanned borehole imagery was stored as separate image files, where the depth was indicated by 
the file name only. To make the training procedure easier, all individual images were organized into a single 
image mosaic in ArcGIS Pro (ver.: 2.8.4; Environmental System Research Inc., Redlands, CA, USA), with 
the supplementary use of PURAM core scanning logs, core documentation, and Python scripts to automate 
the correction process. After this step, we were able to handle the images of a particular borehole as a single, 
continuous raster, alleviating the data management issue and the training procedure.

To train our Mask R‑CNN model, we selected two mosaics made from the scanned images of Ib–4 and Bak–5. 
On these mosaics, we digitized 367 open fractures according to their precise segmentations. In our research, we 
utilized Mask R‑CNN for OD because this model is not only applicable for instance segmentation but also for 
finer object delineation after learning on segmented data40. We utilized ArcGIS Pro to digitize detailed fracture 
geometries as single- or multipart polygons. The sampling distance of the original Ib–4 and Bak–5 mosaics was 
0.075 mm29,33. With this resolution, the input imagery contained c. 3 500 pixels around the perimeter of the 
cylindrical core samples22,29,33.

Mask R‑CNN, similar to other CNNs, processes images in tiles. Mask R‑CNN effectively adapts to its original 
ResNet backbone tile size, which is 224 × 224 pixels40,51. Therefore, we had two choices: either use the original 
resolution and cut the training images from into 224 × 224 tiles (1) or resample the whole raster mosaic to fit 
this 224 × 224 tile size (2).

1.	 In the first case, we could preserve and maintain the fine details that were visible on the core sample, but the 
CNN would not be able to see the fractures in their geological context. Without this informative context, as 
Yamashita et al. (2018) wrote, deficient feature extraction would take place due to this incorrect CNN point 
of view and would likely be degraded to the plainer level of feature extraction. Finding informative contexts 
for CNNs is crucial52.

	   Hence, sticking to the first case is disadvantageous even for the simplest fractures and prohibits 
distinguishing features with technological origins from tectonic processes. Most commonly, the fractures 
cross the whole core diagonally, so they are split into several individual tiles with no supplementary 
information for the training procedure. This information, however, is essential for each fracture, as their 
automated extraction requirement applies to their entire arc.

	   For fractures with multipart arcs/coexistence between the main process and subprocesses22,35 or with any 
complexity at all regarding relations and continuity, this information is indispensable. Consequently, the 
CNN output would fail the fundamental goal if the 224 × 224 training chips were cut multiple times from 
the original mosaic resolution.
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2.	 In the second case–after resampling–the whole result of a geological process is visible on a single tile in its 
context. Training in this manner may enable Mask R‑CNN to recognize fractures in their contexts. In this 
case, the sampling distance degrades to 0.96 mm.

	   Based on these considerations, we chose the second option even if we lost some details of the scanned 
core.

We used a 112 × 112-pixel stride to make the recognition process less dependent on the positions of fractures 
in the exported tiles53.

GIS mosaics and resampled images are not suitable for common deep learning tools, so we had to export them 
as R‑CNN masks, which are the native inputs of the Mask R‑CNN training procedure54. The export operation 
was performed by the ArcGIS “Export Training Samples for Deep Learning” geoprocessing tool. The output was 
based on the digitized polygons and on the resampled raster mosaic.

Training.  In terms of deep learning, this amount of data (367 samples) is rather limited yet can effectively 
be used through “transfer learning” with the available backbone architectures55. Among the many groups of 
available feature extractor bases, “residual neural networks” (the ResNet family, introduced by He et al.) have 
enhanced the utilized training strategies with their “shortcut connections” as they banished the “vanishing 
gradient” problem that often occurs during backpropagation51.

The utilized ResNet‑18, ResNet‑34, ResNet‑50, ResNet‑101, and ResNet‑152 are deep residual network 
subversions with an increasing number of hidden layers51.

We carried out tests with all these variants. Backbone comparisons are frequent in deep learning studies56,57. 
Criticism regarding networks that are too deep, or regarding the consideration of depth as a sole aspect of 
performance has appeared in the work of57,74. The relationship between the network depth and performance 
may vary e.g., by the tackled task56,57,74. More depth often, but not decisively seems practical for tasks with higher 
complicacy57,74.

To train, apply and evaluate the models, we used ArcGIS Pro’s deep learning framework (arcgis.learn module, 
version 1.8.5,54). Technically, this framework is a collection of convenience functions built on top of the standard 
open-source FastAI, PyTorch, and TensorFlow packages and their partially overlapping dependencies58.

To train the models, we used the “Train Deep Learning Model” geoprocessing tool. For each training session, 
a maximum of 20 epochs were allowed with the “early stopping” function of the tool enabled, and the batch size 
was 459. This size was necessary due to hardware limitations60.

There is a scientific approach in which a system trained in subtle batches is presumably less prone to overfitting 
due to the presence of noise in such a small training batch61. Each model was consistently set to the default batch 
size of 4. Each model structure was “unfrozen” to enable automatic parameter adjustment on every layer54.

During training, the chosen optimizer algorithms minimize the loss function (the degree of error) by varying 
certain model hyperparameters, depending on the approach62. The hyperparameters of the network (e.g., learning 
rate) are subtle but potentially vital details in the ultimate learning process63.

ArcGIS Pro’s “Train Deep Learning Model” geoprocessing tool does not offer optimizer selection on its user 
interface, but this function was identified in the underlying packages54,58 that the training tool calls an exact 
open-source FastAI code, which has adaptive moment estimation (‘Adam’;64) as its default65,66. Adam is one of 
the so-called “adaptive optimizers”, achieving finer networks by specializing a particular learning rate for each 
parameter64.

Adam recently became popular overall in artificial neural network (ANN) applications, but it is not guaranteed 
to excel in all tasks without exception. In several cases, its generalization ability was found to be weaker than 
that of nonadaptive stochastic gradient methods, such as stochastic gradient descent (SGD) with momentum67.

To conduct an experimental validation, we carried out several training tests with the use of ArcGIS Pro’s 
default Adam optimizer, and we also modified the optimizer on the script interface to SGD combined with 
momentum within the best-performing model variations. The latter was done through a Python script using 
the arcgis.learn library54.

Finally, we trained 5 + 1 models. First, we made five models based on ResNet‑18, ResNet‑34 ResNet‑50, 
ResNet‑101, and ResNet‑152 with the Adam optimizer; the model with the most appropriate backbone was 
selected, but its optimizer was changed to SGD combined with momentum.

Two models (ResNet‑18 and ResNet‑34) were later rejected due to their poor performance.

Detection.  When each model was fully trained to estimate its capabilities and quality, we ran the “Detect 
Object Using Deep Learning” geoprocessing tool on our evaluation datasets with a detection tile size of 224 × 224 
pixels. To match ResNet’s default tile size, the test datasets were also downsampled and cut into tiles with sizes 
of 224 × 224 pixels, allowing each deep learning model to extract open fractures along the circumference of the 
cylinder of the given core sample. Mask R‑CNN has the capability to produce detailed polygons as outputs (for 
instance, segmentation results) and to produce bounding boxes and work as an object detector tool40. We chose 
the latter, enabling bounding box generation in the tool to serve our dip calculation purposes. The confidence 
level was 0.554.

Evaluation and selection of core sections.  Validation datasets are primarily subjects of the training 
process, designed to aid the hyperparameter adjustment process within the neural network68, and they are not 
applicable for proper evaluations, which must be carried out independently68–70.

To comply with the independent evaluation paradigm, we digitized evaluation polygons (ground-truth 
polygons) on the evaluation sections of the mosaics of Ib–4 and Bo–6 (prepared as described in point section 
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“Preparation of training samples and data for evaluation”). The ground-truth polygons and the sections separated 
for evaluation were strictly distinguished from the training area and polygons: neither instancewise nor spatial 
overlapping was enabled. For evaluation, we digitized 156 fractures altogether from Ib–4 and Bo–6. Subsequently, 
these detailed polygons were generalized to bounding boxes to match the outputs of the evaluation runs.

Core sections selected for model evaluation.  The two evaluation sections from Ib–4 contained 74 (44 and 30) 
fractures, while the Bo–6 section included 82 ground-truth fractures (156 in total).

Among the scanned core materials tested, the best quality came from Ib–4. This enabled us to test a wide 
range of fracture phenomena, as discussed in the section “Introduction”.

To carry out a detailed evaluation and to obtain partial results supporting our model construction, we found 
it important to start evaluating sections from this core mosaic.

The Ib–4 core areas selected for model assessment did not participate in the training process, ensuring that 
our testing ran on data that were strictly unknown to the models. Selecting these areas, we specifically split the 
data into a moderately difficult section (Section 1) and a section with higher complexity (Section 2) for the Ib–4 
mosaic.

•	 Section 1 (11.13 m) represented the vast majority of BCF characteristics. This section predominantly 
consisted of single fractures with slight difficulty due to several hardly noticeable fractures. Only a very few 
minor intersections were present as ground truths. Samples from Section 1 can be seen in Figs. 4 and 5.

•	 Section 2 (1.64 m) represented many multipart and/or intersecting fractures that are challenging to 
comprehend even through a profound visual analysis executed by a trained geologist. It was mostly composed 
of dense fracture zones. It is important to note that this level of critically complex fault interlacement was 
not typical in the training database (since we tried to adjust their proportions to the most common levels for 
the BCF). Samples from Section 2 be seen in Figs. 6 and 7.

We evaluated the model on both parts separately and aggregated them into one section to determine the 
overall performance. The highest-performing Mask R‑CNN model was evaluated on the scanned core of 
the additional Bo–6 borehole. It is relevant to note that the condition of Bo–6’s core material was unusually 
fragmented. In the case of the Ib–4, the scanned core was almost completely coherent in its full extent (as would 
be ideal for any borehole). Consequently, while testing on Ib–4, we did not encounter notable technical hurdles. 
Completing the evaluation on Ib–4 Section 2, we only excluded a very subtle, 8.4-cm section from the original 
1.64-m length that was deemed uncertain for the ground truth due to its geological interpretation difficulty. The 
available Bo–6 scanned core, however, required preselection prior to running our deep learning models on it, 
achieving a circa 18.43-m long raster (spatial extent). A few parts further had to be excluded from the evaluation 
(e.g., Fig. 3.). This was most commonly due to their levels of fragmentation and interruption. The samples in 
which we saw a majority of difficult-to-interpret fractures due to technological reasons were also excluded14,22,34. 
Combined with the abovementioned conditions, these fractures proved very difficult to interpret even visually.

Fracture lines along joint surfaces27 were also not included in our target. They were present in large numbers 
of the scanned core samples of Bo–6 and were excluded from the performance survey because, for the reason 
described above, we did not register them in the ground-truth feature class.

Evaluating metrics for the Mask R‑CNN model results.  Each model composition was evaluated 
on the selected sections through ArcGIS Pro’s “Compute Accuracy for Deep Learning” geoprocessing tool for 
comparing each output to the previously registered ground-truth (bounding box) features. The calculated recall, 
precision, and F1 score values were all vital aspects of our models. The “intersection over union” (IoU) threshold 
was set to the generally accepted level of 0.554,71.

Retrieving dip values and evaluating their validity.  After obtaining the bounding box output of 
the Mask R‑CNN, we could calculate dip values from it. For each box, either the coordinates of all the corner 
points or at least the side ratios needed to match the relevant properties of the ground-truth bounding box. To 
prepare, we first extracted each individual dip value for the ground-truth fractures and model-generated output 
fractures alike via Python scripting (see Supplementary Information 1) relying on the inverse tangent, where 
individual, two-dimensional extents were previously calculated with ArcGIS Pro’s “Add Geometry Attributes” 
geoprocessing tool.

In this task (unlike in the detection task), only fractures with at least half the circumference of the core could 
be considered. In many cases, some parts of fracture lines were filled21,22. In these instances, our model potentially 
would delineate only the open (and within-core) part of a composite fracture and could return misleading dip 
information about the tectonic process. However, if their open part reached half of the sinus wave, the extracted 
dip value would remain authentic. We did not venture to carry out dip automation and evaluation on Bo–6 due 
to the previously described levels of fragmentation and interruption that resulted in both peaks of many fracture 
waves being outside of the available scanned image.

Having obtained the correct dip values, we joined the ground-truth feature class relating to each CNN 
bounding box feature class in a relational database, through which any further comparison or statistical 
calculation could be performed. The coding step could not rely on the assumption that the sequence of joining 
elements (from the output and ground-truth feature class elements) was sorted according to the order of indexing 
(because of the presence of false-positives/false-negatives and the subjective order of digitizing ground truth). 
The related elements of key-value pairs (ground truth and CNN output) were connected by careful manual 
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selection. The ‘dip’ columns of each CNN output feature class were joined to the ground-truth attribute table. 
Error calculations and further statistical analyses of key-value pairs were only considered in cases where the 
comparison satisfied the minimum IoU value (0.5) set during the relevant object detection evaluation. This was 
ensured through ArcGIS’ ArcPy72 (Supplementary Information 2) prior to calculating the error (expressed in 
absolute values) statistics regarding dipping datasets (Table 1).

Results
Object detection results obtained on Ib–4 Section  1.  Based on the testing performed on the 
moderately complex Section 1, all three examined constructions perceived data very sufficiently (Fig. 4) even 
for the finest fractures (Fig.  5). A competition was formed between the shallowest (ResNet‑50) and deepest 
(ResNet‑152) backbones. Although the result obtained with ResNet‑50 was the most precise and most balanced 
result (but clearly deteriorating when optimized with SGD instead of Adam – Table 2), the circa 91% sensitivity 
of ResNet‑152 was remarkable (Table 1).

When inspecting the lower precision and higher recall rate demonstrated by ResNet‑152 (when compared 
to ResNet‑50), we observed that the higher number of false-positives could be attributed to two factors. Since 
the sine waves along the lines of joint surfaces were not related to our goal (nor were they related to our training 
data), they were not registered as elements of the ground-truth feature class. However, our model (exhibiting 
high sensitivity) with ResNet‑152 recognized two of these locations (thus registering them as false-positives). 
However, this marginal quantity barely contributed to the lower precision (improving only to ~ 0.7547 when joint 
surface recognition was excluded). More often, this was due to multiple delineations of a fracture (with varying 
bounding box sizes) in several cases.

Results obtained on Ib–4 Section  2.  Applying Mask R‑CNN to Section  2 was more difficult, as the 
main focus was on fracture zones (with fractures characterized by intricate intersections and many subtle 
subprocesses). Accordingly, the achieved performance was less satisfactory (Table 3). While ResNet‑152 was 

Figure 3.   Examples of core samples excluded from the Bo–6 assessment due to multiple technological 
complications. Note: The image quality was determined by resampling (224 × 224 pixels), as described in the 
study. The samples are based on PURAM data.

Table 1.   Results obtained on Ib–4 Section 1 with the default Adam optimizer. Best values are in bold.

Backbone Optimizer Precision Recall F1 score
ResNet-50 Adam 0.8478 0.8864 0.8667
ResNet-101 Adam 0.6167 0.8409 0.7115

ResNet-152 Adam 0.7273 0.9091 0.8081

Mask R-CNN results (bounding boxes)
Con�dence threshold= 0.5 for Section 1 (Ib–4), IoU 
threshold = 0.5
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found to be highly sensitive in the previous section, quite the opposite occurred in the presence of more intricate 
fracture shapes. However, ResNet‑50 performed well in terms of all three metrics, and at this level, it had the 
highest recall rate. To a certain extent, this model built on ResNet‑50 perceived fractures with any thickness 
level, whether they were single or intersecting. As Fig. 6 demonstrates, common inaccuracy was likely to be 
found in the IoU value, e.g., when the filled gaps of an open fracture were not included in the bounding box. 
This is because our model was trained on a dataset that consisted exclusively of open fractures. Dominantly filled 
fractures can also occur as false-positives, although for some future uses of the model, this will not always be 
accounted for as an error. We can observe the relatively good suitability of ResNet‑50 with respect to all three 
metrics, considering that the features Mask R‑CNN marked here were equivocal (perceived minor subprocesses 
are potentially technological fractures) and visually challenging even to experts with years of geological 

Figure 4.   Examples of detected fractures (with the ResNet‑50 backbone) in Section 1. Note: Image quality 
depends on necessary resampling (224 × 224 pixels), as described in the text. Based on PURAM data.

Figure 5.   Examples of detected fractures that are barely visible to the naked eye (with ResNet‑152) in Section 1. 
Note: Image quality depends on necessary resampling (224 × 224 pixels), as described in the text. Based on 
PURAM data.

Table 2.   Partial results obtained on Ib–4 Section 1 with the optimizer changed to stochastic gradient descent 
(SGD) supplemented with momentum.

Backbone Optimizer Precision Recall F1 score

Mask R-CNN results (bounding boxes)

ResNet-50 SGD with momentum 0.6290 0.8864 0.7358

Confidence threshold= 0.5 for Section 1 (Ib–4), IoU threshold = 0.5
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experience (Fig. 7). This time, optimizing the network with SGD improved the precision but only at the cost of 
recall and resulted in a very low F1 score. (Table 4.)

Object detection results obtained on the combined sections of Ib–4.  The combination of 
Sections 1 and 2 represents a wide range of fracture types and complexity levels, as well as some contributing 
factors that may have resulted from almost inevitable core damage. Through the combination, we wanted to 
ensure that we eliminated bias from the model performance results and that we highlighted many realistic 
impeding factors. The results demonstrated in Table 5 are therefore strongly realistic. On this basis, training and 
applying Mask-RCNN in the way described above is a powerful and reliable solution if utilized with ResNet‑50 
and the Adam optimizer. It can be applied very effectively to BCF fractures with the supplementation of manual 
checking and (if necessary) correction/completion.

Object detection and accuracy measurement on Bo–6.  We ran the previously customized Mask 
R‑CNN model version on the scanned image mosaic of the Bo–6 borehole (Table 6) for evaluation purposes. As 
discussed in 3.1, the performance was strong up to a certain level of fracture complexity (Fig. 8). The specifically 
tailored training and detection method seemed to succeed in recognizing the cohesive arcs of multipart fractures 
(Fig. 9), perceiving hairline fractures and detecting intersecting fractures (Fig. 10) in some places. However, the 
latter task was only partially successful, which is also demonstrated by the numbers of false-positives and false-
negatives, and the model indicators.

Evaluating the dipping dataset derived from Ib–4.  Another goal was ensuring that the generated 
bounding boxes of the CNN’s output represented all tectonic processes in a geologically authentic way so that 
they could be generally used for automated dip calculations. During the manual recording procedure, values 
within 5 degrees of error could genuinely occur due to manual inaccuracy and should be considered within the 
acceptable limit22. For the Mask R‑CNN model supplemented with subtle postprocessing coding, the output 
seemed to outperform those of the abovementioned models by not reaching the median errors of 1.9° for 
Section 1 and 4.6° for Section 2 (Table 7 and Fig. 11). It is important to highlight that Section 1, which represents 
the simpler fracture phenomena predominant in the core, yielded lower errors.

Considering this, the automated dip extraction strategy from Mask R‑CNN fulfilled our expectations.

Table 3.   Results obtained on Ib–4 Section 2 with the default Adam optimizer. Best values are in bold.

Backbone Optimizer Precision Recall F1 score

Mask R-CNN results (bounding boxes)
= 0.5, IoU threshold = 0.5

ResNet-50 Adam 0.5429 0.6333 0.5846

ResNet-101 Adam 0.3939 0.4333 0.4127

ResNet-152 Adam 0.3529 0.4000 0.3750

Confidence threshold

Figure 6.   Examples of the Mask R‑CNN results obtained on Section 2. Note: Image quality depends on 
necessary resampling (224 × 224 pixels), as described in the text. Based on PURAM data.
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Known limitations.  During our research, we made every effort to prevent inconsistencies or misleading 
results/information. Even with these safeguards, conducting applications with the utmost care must also be 
balanced with considering the boundaries/elements of the uncertainties rooted in core processing, borehole 
documentation and geological interpretation. Among the many inherent uncertainties, there can be cases when 

Figure 7.   Example results obtained on Section 2 of Ib–4. Note: (a) Ground truth; (b) Mask R‑CNN. Note: 
Image quality depends on necessary resampling (224 × 224 pixels), as described in the text. Based on PURAM 
data.

Table 4.   Partial results obtained on Ib–4 Section 2 with the optimizer changed to SGD supplemented with 
momentum.

Backbone Optimizer Precision Recall F1 score

Mask R-CNN results (bounding boxes)
= 0.5, IoU thresholdConfidence threshold = 0.5

ResNet-50 SGD with momentum 0.6316 0.4000 0.4898

Table 5.   Results obtained on the combined Sections 1 and 2 of Ib–4 with the default Adam optimizer. Best 
values are in bold.

Backbone Optimizer Precision Recall F1 score

Mask R-CNN results (bounding boxes)

IoU threshold = 0.5

ResNet-50 Adam 0.7160 0.7838 0.7484

ResNet-101 Adam 0.5376 0.6757 0.5988

ResNet-152 Adam 0.5843 0.7027 0.6380

Confidence threshold= 0.5, Section 1 & Section 2 (Ib–4)

Table 6.   Detection results obtained with the use of the Adam optimizer and ResNet‑50 backbone, which were 
ran on Bo–6.

Backbone Optimizer Precision Recall F1 score

Mask R-CNN results (bounding boxes)
= 0.5, on Bo–6 IoU threshold = 0.5

ResNet-50 Adam 0.7059 0.7756 0.7391

Confidence threshold
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the current condition of a visible fracture exhibits forms that are slightly modified from the original geological 
process.

In the numerical evaluation of the model variants presented, any fine detail omitted by Mask R‑CNN 
was attributed as a limitation/deficiency of the model because we insisted on setting the level of expectation 
remarkably higher than PURAM’s guideline for (labor-intensive) manual core documentation.

Our dip calculation in the presented workflow did not cover drilling inclination; in the case of a deviated 
well, the deviation angle of the borehole needs to be subtracted from the calculated dips to obtain the real value.

While the evaluation exhibited (in some respects) unexpectedly high performance, the results referred to 
certain core samples. Beyond what is described in the evaluation, it is unknown to what extent this performance 
achieved by the presented model can be generalized73. The fragmentation of a core strongly influences 
applicability. Moreover, the final model proved only partially successful in terms of the correct extraction and 
separation of intersecting and/or multipart-type fractures, and its performance seemed to be sounder for single 
fractures. Since (as the literature review in the introduction has suggested) data on both open and filled fractures 
alike are expected for comprehensive modeling, it is necessary to train the presented model further to extend its 
capability to handle both types of fractures.

Conclusions
We thoroughly assessed the behavior, possibilities, and limitations of an object detection and GIS processing 
method for different cases of BCF fractures. The ultimate aim of this study was to support data provision. The 
presented geospatial workflow can automatically extract certain basic data that are relevant to stress field-related 

Figure 8.   Examples of detected fractures obtained on Bo–6. Note: Image quality depends on necessary 
resampling (224 × 224 pixels), as described in the text. Based on PURAM data.

Figure 9.   Examples of detected fractures obtained on Bo–6. Note: Image quality depends on necessary 
resampling (224 × 224 pixels), as described in the text. Based on PURAM data.
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Figure 10.   Examples of detected fractures obtained on Bo–6. Note: Image quality depends on necessary 
resampling (224 × 224 pixels), as described in the text. Based on PURAM data.

Table 7.   Evaluation results obtained the CNN-derived dipping dataset of Ib–4.

Mean error [°] Minimum error [°] Maximum error [°] Standard deviation of error [°] Median of error [°]

Section 1 1.8 0.2 5.2 1.2 1.9

Section 2 6.4 0.7 14.3 4.6 4.6

Combined 3.3 0.2 14.3 3.5 2.3
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or hydrogeological studies. With additional transfer learning, the capacity of the model can be expanded to 
provide a more comprehensive dataset for important surveys supporting DGR planning.

Data availability
The authors do not own any of the datasets used in this research. Every dataset is the property of the Public 
Limited Company of Radioactive Waste Management (PURAM). The datasets are restricted and available with 
permission only. Contact titkarsag@rhk.hu at the PURAM to request permission. We request the same if you 
require any of the referenced manuscripts regarding the BCF.
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