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Dependence of column ozone 
on future ODSs and GHGs 
in the variability of 500‑ensemble 
members
Hideharu Akiyoshi 1*, Masanao Kadowaki 2, Yousuke Yamashita 1,3 & Toshiharu Nagatomo 1

State-of-the-art chemistry–climate models (CCMs) have indicated that a future decrease in ozone-
depleting substances (ODSs) combined with an increase in greenhouse gases (GHGs) would increase 
the column ozone amount in most regions except the tropics and Antarctic. However, large Arctic 
ozone losses have occurred at a frequency of approximately once per decade since the 1990s (1997, 
2011 and 2020), despite the ODS concentration peaking in the mid-1990s. To understand this, CCMs 
were used to conduct 24 experiments with ODS and GHG concentrations set based on predicted values 
for future years; each experiment consisted of 500-member ensembles. The 50 ensemble members 
with the lowest column ozone in the mid- and high latitudes of the Northern Hemisphere showed a 
clear ODS dependence associated with low temperatures and a strong westerly zonal mean zonal 
wind. Even with high GHG concentrations, several ensemble members showed extremely low spring 
column ozone in the Arctic when ODS concentration remained above the 1980–1985 level. Hence, 
ODS concentrations should be reduced to avoid large ozone losses in the presence of a stable Arctic 
polar vortex. The average of the lowest 50 members indicates that GHG increase towards the end of 
the twenty-first century will not cause worse Arctic ozone depletion.

From its worst state in the 1990s, the ozone layer has been gradually recovering due to ozone-depleting sub-
stance (ODS)-reducing measures implemented internationally as a consequence of the Montreal Protocol and 
its amendments1,2. Ozone amounts and ozone recovery are affected by ODSs, such as chlorofluorocarbons3–7, 
and by greenhouse gases (GHGs)8–12. Moreover, in the high latitudes of the northern hemisphere (NH), ozone 
amounts in winter and spring are greatly influenced by interannual variations of the atmosphere13,14. Record lows 
in the total ozone during the Arctic spring were observed in 1997, 2011 and 202015,16. A future projection using 
ODS values specified by the World Meteorological Organization (WMO) predicted that by the 2060s, total ozone 
may still episodically drop to 50–100 DU below the corresponding long-term ensemble mean17. A GHG increase 
may cause severe ozone loss in the Arctic in the future18,19. The large interannual variations in ozone amount are 
due to interannual variations in temperature and circulation, and hence are influenced by the large interannual 
variations of planetary waves20,21, which are partly influenced by the Quasi-Biennial Oscillation (QBO), the 
11-year solar cycle and the El Niño Southern Oscillation (ENSO)22–30, but more predominantly by the intrinsic 
variability associated with wave–mean flow interaction31,32. Given the chaotic nature of the atmosphere, as wave 
propagation and dissipation are sensitive to zonal-wind and temperature fields33, a small difference in these fields 
may result in a large difference in the dynamical state of the future atmosphere34. Temperature and atmospheric 
circulation changes influence the ozone layer through chemical reactions and ozone transport, and ozone changes 
in turn influence temperature and circulation through radiation processes in the atmosphere32,35,36. The large 
interannual variations may make it difficult to understand the effects of ODSs and GHGs on long-term ozone 
variations37. In future, GHG concentrations will increase further38–42, while ODS concentrations will decrease 
owing to regulation1,2,43. Therefore, in order to predict the future behaviour of the ozone layer, it is essential to 
understand the dependence of ozone amounts on ODS and GHG concentrations in the context of interannual 
atmospheric variations. For this purpose, we performed 500-member ensemble simulations using chemistry–cli-
mate models (CCMs) constructed on the Model for Interdisciplinary Research on Climate (MIROC) versions 
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3.2 and 5. The CCMs were developed at Japan’s National Institute for Environmental Studies (NIES) and the 
University of Tokyo. The dependences of column ozone, polar cap temperature, and zonal mean zonal wind on 
ODS and GHG concentrations were analysed.

Results
MIROC3.2 CCM.  As stated in the Introduction, there is a need to examine ozone dependence on ODS and 
GHG concentrations in the NH mid- and high latitudes in the context of interannual atmospheric variations. 
However, in this study, interannual variations due to the QBO, 11-year solar cycle and ENSO (see ‘Input Data for 
CCM run’ in the Methods section) were ignored; instead, the focus was on those caused by the intrinsic varia-
tions of the wave–mean flow interaction and the chaotic nature of fluid dynamics. This CCM setup still produced 
large interannual variations (variability among the ensemble members) in ozone and other atmospheric param-
eters in the NH mid- and high latitudes.

Twenty-four experiments were performed using pairings of ODS and GHG levels for selected years (Table 1). 
In addition, an experiment was performed using atmospheric data from the year 2000 (ODS-2000&GHG-2000) 
for comparison. Each experiment is a 510-year timeslice simulation that was run continuously, where each year 
is assumed to be an independent realization, but the first 10 years were excluded from the analysis. The ODS 
concentrations from past years were selected to simulate concentrations predicted to be achieved in the future 
under ODS regulation. For the ODS-1960&GHG-2040 pairing, minimal ozone destruction was predicted due to 
the low halogen concentrations; therefore, to save computing resources, no run was performed for this pairing. 
Instead, we assumed that ODS and GHG dependence for this pairing could be interpolated using the ODS-
1960&GHG-2030 and ODS-1960&GHG-2050 results.

ODS concentration levels were expressed using historical data from the WMO-A1 scenario. ODS concentra-
tions are expected to decrease in the future, having peaked around 1995, due to ODS regulations. In the WMO-
A1 scenario, equivalent effective stratospheric chlorine (EESC) in the polar regions is calculated by adding 65 
times the number of bromine atoms to the number of chlorine atoms44; under this scenario, ODS concentration 
in 1990 corresponded to that in 2006, that in 1985 corresponded to that in 2030, that in 1980 corresponded 
to that in 2044, and that in 1960 corresponded to no year of the current century. GHG (CO2, CH4, and N2O) 
concentration levels were also expressed by year, based on the RCP 6.0 scenario.

Figure 1 shows histograms of the minimum column ozone values between 45° and 90° N from March to May 
for the 24 runs performed using the MIROC3.2 CCM, with the same arrangement of panels as in Table 1. At 
mid- and high latitudes during the NH spring, the distribution of minimum column ozone values was relatively 
narrow for the smallest ODS value (that for 1960 from the WMO-A1 scenario). As the ODS concentration 
increased (from left to right panels), the peak values of the distribution decreased. As can be seen in Fig. 1, the 
peak broadens and flattens, extending towards smaller minimum column ozone values. However, the largest 
minimum column ozone values remained relatively constant.

It is interesting to note that even under high-GHG conditions, several ensemble members exhibited very small 
column ozone minima in the presence of high ODS concentrations, such as the ODS-1995&GHG-2095 pairing 
(top right panel in Fig. 1). This suggests that extensive ozone depletion could occur in future high-GHG atmos-
pheres if ODS concentrations remain high. For instance, Fig. 1 shows that the ensemble members with spring 
column ozone minima less than 200 DU notably increased with ODS concentrations above the 1985 level and 
with all selected GHG concentrations. Note that although the spring column ozone minimum is a good measure 
of the strength of spring ozone depletion in a region over a given time period, it may not comprehensively repre-
sent ozone depletion throughout the region and period, as it is a localized and instantaneous quantity. Thus, we 
also calculated the area from 45° to 90° N wherein the column ozone values were less than 220 DU from March 
to May (Supplementary Fig. S1) and the time-integrated value (Supplementary Fig. S2). The results showed that 
ensemble members with large ozone loss areas appeared when ODS concentrations were above those in 1985, 
which was consistent with the results of the analysis of the spring column ozone minimum. Hence, the spring 
column ozone minimum is an appropriate measure for detecting ensemble members showing extreme ozone 
depletion associated with changes in ODS concentration.

With increasing GHG concentrations (from bottom to top panels in Fig. 1), the peak of the distribution (maxi-
mum bin count) shifted to higher column ozone minima. This can be explained by an increase in ozone transport 

Table 1.   Reference years for the ODS and GHG concentrations used for CCM runs with 500-member 
ensembles. Each ○ indicates a pairing used for a CCM run; — indicates a pairing not used for a run. Years in 
parentheses are the years after 2000 with the same EESC levels as those before 2000 in the top row based on the 
WMO-A1 scenario. The GHG concentration levels for the years in the left column are based on the RCP 6.0 
scenario.

GHG

ODS

1960 (after 2100) 1980 (2044) 1985 (2030) 1990 (2006) 1995

2095 ○ ○ ○ ○ ○

2050 ○ ○ ○ ○ ○

2040 — ○ ○ ○ ○

2030 ○ ○ ○ ○ ○

2000 ○ ○ ○ ○ ○
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to high latitudes due to the strengthening of the meridional circulation when GHGs are more abundant45–50. The 
distribution of ozone loss areas (ozone values less than 220 DU) showed a trend consistent with that of the spring 
column ozone minima, with the area decreasing as GHGs increased (Supplementary Fig. S2).

In the mid- and high latitudes during the Southern Hemisphere (SH) spring, the distributions were much 
narrower than those for the NH spring (Fig. 2). Increasing ODS concentrations (from left to right panels) induced 
a shift in the peak value towards lower column ozone minima and a narrower distribution. The narrowing of 
the column ozone minimum distribution implies less variability in that quantity among the ensemble members. 
The narrowing is considered to be a result from a nearly complete PSC-driven ozone destruction in the lower 
stratosphere, where most of the column ozone exists, at a grid and time indicating the column ozone minimum. 
Thus the column ozone minimum becomes less sensitive to meteorological variability as ODSs increase. The 
narrowing also may be associated with increased stability of the Antarctic polar vortex, with a stronger zonal 
mean zonal wind and with lower temperatures inside the vortex. However, narrowing of the distribution was not 
evident with regard to the area less than 220 DU as ODSs increase (Supplementary Fig. S3).

In contrast to the NH results, an increase in GHG concentration had little impact on the width and ampli-
tude of the distribution of SH column ozone minima (from bottom to top panels in Fig. 2). The ozone loss area 
distribution also showed little dependence on the GHG concentration (Supplementary Fig. S3).
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Figure 1.   Histogram of the spring column ozone minimum values between 45° and 90° N from March to May 
for the 24 MIROC3.2 CCM runs with 500-member ensembles. Results are shown by panels for all runs using 
different ODS and GHG concentrations. The panels are arranged in the same order as in Table 1: the top row 
shows the GHG-2095 experiments, the bottom row the GHG-2000 experiments, the left column the ODS-1960 
experiments, and the right column the ODS-1995 experiments. The spring column ozone minimum values 
are depicted on the horizontal axis at intervals of 20 DU. The size of each bin for the column ozone minima 
on the horizontal axis is 2 DU, with the bin of the smallest value at 90–92 DU and that of the largest value at 
308–310 DU. The bin count (between 0 and 100) is indicated on the vertical axis. Column ozone values (average 
with standard deviation, maximum and minimum) for the 500-member ensembles of each experiment are 
represented in the upper parts of the panels.
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The NH mid- and high-latitude histograms (Fig. 1) suggest that the ODS and GHG dependence of the spring 
column ozone minimum differed between the 500-member ensemble mean and the means of the members with 
the most extreme column ozone values. Figure 3 shows the dependence on ODS and GHG concentrations of the 
ensemble-mean spring column ozone minima at mid- and high latitudes of both hemispheres, as predicted by 
the MIROC3.2 CCM. The 500-member ensemble mean is represented in the middle panels, the mean of the 50 
members with the largest column ozone minimum (upper 50) is shown in the left panels, and the mean of the 
50 members with the smallest column ozone minimum (lower 50) is shown in the right panels. The upper and 
lower 50 members represent extreme cases and statistically once-in-a-decade events, respectively. This grouping 
is based on the fact that Arctic springs with extremely low total ozone and chemical ozone losses tend to occur 
approximately once a decade (1997, 2011 and 2020)15,16,51–59.

In the NH mid- and high latitudes (upper panels), the mean spring column ozone minimum of the 500-mem-
ber ensemble depended on both GHG levels (expressed on the vertical axis as CO2 concentrations) and ODS 
concentrations (expressed on the horizontal axis as EESC at 45°–90° N/S and 50 hPa during spring). The column 
ozone minima decreased as the ODS concentration increased, but increased with increasing GHG concentra-
tions. For the upper 50 members, a very small dependence on ODS and GHG concentrations was evident. The 
average for the lower 50 members indicated clear ODS dependence.
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Figure 2.   Histogram of the spring column ozone minimum values between 45° and 90° S from September to 
November for the 24 MIROC3.2 CCM runs with 500-member ensembles. Results are shown by panels for all 
runs using different ODS and GHG concentrations. The panels are arranged in the same order as in Table 1: the 
top row shows the GHG-2095 experiments, the bottom row the GHG-2000 experiments, the left column the 
ODS-1960 experiments, and the right column the ODS-1995 experiments. The spring column ozone minimum 
values are depicted on the horizontal axis at intervals of 20 DU. The bin size for the column ozone minima on 
the horizontal axis is 2 DU, with the bin of the smallest value at 30–32 DU and the largest at 248–250 DU. The 
bin count (between 0 and 100) is indicated on the vertical axis. Column ozone values (average with standard 
deviation, maximum and minimum) for the 500-member ensembles of each experiment are represented in the 
upper parts of the panels.
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The difference between the means of the upper 50 and lower 50 members in the NH was likely caused by 
the large interannual variability of the Arctic polar vortex among the ensemble members. In the NH, catalytic 
destruction of ozone by ODSs appeared to occur at a significant level for ensemble members with a stable, colder 
polar vortex, whereas it did not develop under an unstable polar vortex. To confirm this, we examined the ODS 
and GHG dependence of the March values for the Arctic polar cap temperature at 63–90° N and 50 hPa and for 
the zonal mean zonal wind (polar night jet) at 60–70° N and 50 hPa, as shown in Fig. 4. The lower 50 ensemble 
members showed a clear ODS dependence. With increasing ODS concentrations, the anomalies became larger 
for both the polar cap temperature (colder) and polar night jet (stronger). This implies that for the lower 50 
members, the Arctic polar vortex became stronger when the ODS concentration increased. The 500-member 
ensemble showed weak ODS dependence for the polar cap temperature and the polar night jet. For the upper 50 
members, the polar cap temperature and polar night jet strength showed an ODS dependence trend opposite to 
that for the lower 50. For all three sets of members, the polar cap temperature increased and the polar night jet 
strength decreased with increasing GHG concentration.

However, the aforementioned results regarding ODS and GHG dependence of the polar night jet and polar 
cap temperature apply only to the lower stratosphere in the given latitudes, thus providing only a partial picture 
of the ODS and GHG dependence over the entire meridional section. The future decrease in ODS from the 
1995 level to the 1960 level increases the polar cap temperature not only at 50 hPa but also in the entire polar 
stratosphere, as well as weakening the polar night jet in the stratosphere and mesosphere. The GHG increase 
from the 2000 level to the 2095 level also weakens the polar night jet by a smaller magnitude, but the temperature 
increase in the polar region was limited to the lower stratosphere (see Supplementary Figs. S4 and S6). Both the 
decreasing ODS and increasing GHG were associated with statistically significant differences (significance level 
95% or more) among the lower 50 members with regard to polar cap temperature (63–90° N, 50 hPa) and polar 
night jet strength (60–70° N, 50 hPa) for March.

In the SH mid- and high latitudes, the column ozone minimum depended only on the ODS concentration 
for the means of the upper 50 members, the 500-member ensemble or the lower 50 members, as indicated by the 

Figure 3.   MIROC3.2 CCM results for the lower 50 ensemble members, full 500 members and upper 50 
members regarding dependence of spring column ozone minimum values in the mid- and high latitudes on 
ODS and GHG concentrations. The upper panels show results for the area between 45° and 90° N from March 
to May (NH spring), and the lower panels show results for the area between 45° and 90° S from September to 
November (SH spring). Column ozone minimum values are averaged over the 50 ensemble members with the 
largest column ozone minima (upper 50, left), the full ensemble (500 members, middle) and the 50 members 
with the smallest column ozone minima (lower 50, right). The horizontal axis shows the mean spring EESC 
concentrations of the ODSs in ppbv for the NH (45–90° N, 50 hPa, March–May) and SH (45–90° S, 50 hPa, 
September–November). The vertical axis denotes the CO2 concentration in ppmv. Black circles denote the EESC 
and CO2 concentrations used in the 24 CCM runs. Colour levels represent column ozone minimum values in 
DU. The column ozone minimum values obtained from the 24 runs are interpolated and extrapolated in the 
(EESC, CO2) space. Most of the extrapolated regions are masked with black.
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almost vertical contours in the lower panels of Fig. 3. No obvious GHG dependence was observed for all three 
sets of members; similarly, the polar cap temperature and polar night jet strength in the lower stratosphere were 
ODS-dependent and almost GHG-independent for all three sets of members (Fig. 5). The difference in ODS and 
GHG dependence between the NH and SH was linked to the difference in stability between the polar vortices 
in each hemisphere, which results in a difference in wave activity. The Antarctic polar vortex is more stable and 
tighter than the Arctic polar vortex, and the transport of chemical constituents and heat is less effective in the 
Antarctic than in the Arctic. Thus, ozone in the Antarctic is more vulnerable to chemical destruction resulting 
from ODS increases.

MIROC5 CCM.  The results of the MIROC5 CCM were essentially similar to those of MIROC3.2 with regard 
to the ODS and GHG dependence of the spring column ozone minimum at mid- and high latitudes. How-
ever, there were several differences, including that MIROC5 consistently produced narrower distributions of the 
spring column ozone minimum in the NH than MIROC3.2, except for the four ODS-1960 pairings (see Supple-
mentary Fig. S8). This is because spring total ozone in the Arctic was higher with MIROC5 than with MIROC3.2 
(Supplementary Fig. S13). Furthermore, unlike with MIROC3.2, larger ODS amounts in the SH did not lead to 
narrower distributions with MIROC5 (Supplementary Fig. S9). Column ozone minima in both the NH and SH 
showed weaker ODS dependence with MIROC5 compared with MIROC3.2 (Supplementary Fig. S10). GHG 
dependence in the NH was weaker with MIROC5 than with MIROC3.2. In the SH, GHG dependence of total 
ozone was barely evident for both MIROC5 and MIROC3.2.

With regard to the ODS dependence of the Arctic polar cap temperature (63–90° N, 50 hPa) and zonal mean 
zonal wind (westerly, 60–70° N, 50 hPa) in March, results for the lower 50 ensemble members were similar to 
those of MIROC3.2. The higher the ODS concentration, the lower the polar cap temperature and the stronger 
the polar night jet. The upper 50 members did not show consistent ODS dependence between the two models 
(see Fig. 4 and Supplementary Fig. S11).

For the lower 50 ensemble members, the GHG dependence of polar cap temperature in the NH spring was 
weaker than that predicted by MIROC3.2, and that of polar night jet strength was almost the same as, or slightly 
weaker than, that predicted by MIROC3.2 (right panels in Fig. 4 and Supplementary Fig. S11), indicating that 
increased GHG led to a slightly weaker polar night jet and nearly unchanged polar cap temperature. This was 
also evident from the meridional distribution of the changes in zonal mean zonal wind (westerly) and zonal 
mean temperature associated with the GHG increase between 2000 and 2095 (middle panels of Supplementary 

Figure 4.   MIROC3.2 CCM results for the lower 50 ensemble members, full 500 members and upper 50 
members regarding dependence of the polar cap temperature and polar night jet strength in the mid- and high 
latitudes of the NH (50 hPa, March) on ODS and GHG concentrations. The polar cap temperatures and polar 
night jet strength were calculated using the March mean values for daily temperature (63–90° N, 50 hPa) and 
daily zonal mean zonal wind speed (60–70° N, 50 hPa). Colour levels represent the temperature (in K) and zonal 
mean zonal wind speed (in m/s). The values of all experiments are interpolated and extrapolated in the (EESC, 
CO2) space. Most of the extrapolated regions are masked with black.
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Figs. S4 and S6). According to MIROC5, the GHG-associated differences among the lower 50 members with 
regard to Arctic temperature and wind at 50 hPa fell below the statistical significance level of 95%. The upper 50 
members did not show consistent GHG dependence between the two models.

For the SH spring, MIROC5 indicated weaker ODS dependence for polar cap temperature and polar night 
jet strength than MIROC3.2 (Fig. 5 and Supplementary Fig. S12). GHG dependence of temperature and wind 
was not evident in the SH, except for polar night jet strength among the 500-member ensemble and the lower 
50 (see Supplementary Fig. S12).

Discussion
The results of the 500-member ensemble simulations using the MIROC3.2 and MIROC5 CCMs showed some 
common features regarding the ODS and GHG dependence of the spring column ozone minimum. The lower 
50 ensemble members showed a clear ODS dependence. This implies that given the large interannual variations 
in ozone amounts in the NH mid- and high latitudes, severe Arctic ozone depletion could occur in a future year 
with a stable polar vortex if ODS concentrations remain high, even accounting for future increases in GHG 
concentration. In addition, both models found that an increase in GHG was associated with a small increase 
in the mean column ozone minimum for the upper 50 members, the lower 50 members and the 500-member 
ensemble in the NH.

According to the MIROC3.2 run using ODS and GHG values for the year 2000, the zonal mean column ozone 
values for the Arctic winter/spring had a minimum around March (Supplementary Fig. S13). This was due to 
the smaller magnitude of downward motion at high latitudes in winter/spring in MIROC3.2 than in MIROC5 
(Supplementary Fig. S14). This implies that the Arctic polar vortex is more stable in the MIROC3.2 CCM than 
in the MIROC5 CCM, which leads to slightly different impacts on the ODS- and GHG-dependent variations 
in the spring column ozone minima. It is not easy to conclude whether the 500-member ensemble mean result 
from MIROC3.2 regarding the March minimum around 80–90° N is realistic in comparison with the 8-year 
average of Total Ozone Mapping Spectrometer (TOMS) observations, as TOMS observations were not available 
for polar winter. The MIROC3.2 results for ODS and GHG dependence may indicate possible conditions in the 
case of an Arctic polar vortex that is slightly more stable than the current polar vortex.

The fact that climate change has some effect on the Arctic severe ozone loss, in addition to the increased 
halogen loading in the atmosphere, has been discussed18,19,60,61. In terms of the effect of future global warming on 
an extreme ozone-destruction event in the Arctic, the lower 50 ensemble members from MIROC3.2 CCM and 
MIROC5 CCM indicate an increase in the column minimum ozone and temperature as GHG concentrations 

Figure 5.   MIROC3.2 CCM results for the lower 50 ensemble members, full 500 members and upper 50 
members regarding dependence of the polar cap temperature and polar night jet strength in the mid- and high 
latitudes of the SH (50 hPa, October) on ODS and GHG concentrations. The polar cap temperatures and polar 
night jet strength were calculated using the October mean values for daily temperature (63–90° S, 50 hPa) and 
daily zonal mean zonal wind speed (55–65° S, 50 hPa).
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increase towards the end of the twenty-first century. This ozone and temperature dependence in the NH mid-and 
high latitude lower stratosphere on GHGs is different from the dependence reported by the local maxima of PSC 
formation potential (PFPLM) based on CMIP6 GCM output19, which shows a higher PFPLM (lower temperature) 
towards the end of the twenty-first century in SSP5-8.5 and SSP3-7.0 scenarios, but similar to the result from 
the EMAC CCM on the point that cold winters do not increase towards the end of the twenty-first century61. 
The EMAC CCM result also shows that the temperature change is different between early winter and late win-
ter/early spring. Thus, the dependences of ozone amount and temperature on GHG concentration in the NH 
mid- and high latitude lower stratosphere in the future are highly uncertain and model dependent, because the 
lower stratosphere is located near the boundary of radiative warming in the troposphere and radiative cooling 
in the stratosphere as GHGs increase, and because dynamical heating due to enhancement of the meridional 
circulation could occur in the mid- and high latitude lower stratosphere. The GHG response is a combined effect 
of these processes and, hence, complex. These processes include many model-dependent factors for simulation, 
such as the horizontal and vertical resolutions, the radiation parameters, and the gravity wave parameterization. 
The difference in GHG scenarios between our CCM (RCP-6.0) and other studies may cause some differences in 
the results. Furthermore, the temperature dependence in Fig. 4 is for a single pressure level (50 hPa) and month 
(March). The definition of PFPLM includes temperatures at different levels in the lower stratosphere and other 
winter/early spring months.

If we consider only the lowest column ozone minimum among 500-member ensembles, some experiments 
show lower values in the GHG-2095 experiments than in the GHG-2000 experiments, which implies that a 
worse ozone-destruction event could occur in the future atmosphere with higher GHG concentrations (ODS-
1995 experiments from MIROC3.2, and ODS-1985 and ODS-1995 experiments from MIROC5; see Fig. 1 and 
Supplementary Fig. S8). However, these are very rare cases (one or a few in 500 ensemble members) and ODS 
concentrations at the end of the twenty-first century will not be so high under future ODS regulations.

In conclusion, the average of the 50 ensemble members with the lowest column ozone in the mid- and high 
latitudes of the Northern Hemisphere from the two CCMs suggests that ODS concentrations should be reduced 
to avoid large ozone losses not only in the Antarctic but also in the mid- and high latitudes of the NH in the case 
of a stable Arctic polar vortex. It is unlikely on a once-in-a decade basis that GHG increase towards the end of 
the twenty-first century will cause a worse Arctic ozone-depletion event.

Methods
The multi-ensemble simulations were initiated by setting the ODS and GHG surface concentrations to glob-
ally uniform, temporally constant values. A continuous 510-year calculation was then performed at these fixed 
ODS and GHG levels; for example, one of the runs consisted of a 510-year continuous calculation using ODS 
concentrations for 1995 under the WMO-A1 scenario and GHG concentrations for 2000 under the RCP 6.0 
scenario. This run is presented in the bottom right corner of Table 1. The first 10 years were excluded from the 
analysis as preliminary outputs obtained before the ozone amount in the CCM reached a steady seasonal cycle 
at the specified ODS and GHG concentrations. The last 500 years were analysed as an ensemble of 500 members.

The MIROC3.2 and MIROC5 CCMs are based on versions 3.2 and 5 of the MIROC atmospheric gen-
eral circulation model (AGCM), respectively, incorporating a common stratospheric chemistry module that 
was developed at NIES and the University of Tokyo. MIROC (Model for Interdisciplinary Research on Cli-
mate) was developed by the University of Tokyo, NIES and the Japan Agency for Marine-Earth Science and 
Technology62–64. The spatial resolution of the CCMs is a T42 spectral truncation (2.8° by 2.8°) in the horizontal 
direction, and the models have 34 vertical levels of hybrid sigma–pressure vertical coordinates from the surface 
to 0.01 hPa (approximately 80 km). The MIROC3.2 CCM performs simulations as recommended by the inter-
national Chemistry-Climate Model Initiative (CCMI) and its predecessor, Chemistry-Climate Model Validation 
2 (CCMVal2) in order to project the future ozone layer and analyse the relationship between ozone changes and 
climate change. The MIROC5 CCM is a newly developed CCM intended to be coupled with an ocean model 
to study interactions between atmospheric composition and climate. However, in this study, as the MIROC3.2 
CCM was not coupled with an ocean model, the MIROC5 CCM was also not coupled so as not to interfere with 
comparison of the results. Sea surface temperature (SST) and sea ice distributions were derived from external 
data, as described in the next section.

The MIROC3.2 and MIROC5 CCMs use a common stratospheric chemistry module with 42 photolysis reac-
tions, 142 gas-phase chemical reactions and 13 heterogeneous reactions for multiple aerosol types65,66. Three 
types of polar stratospheric clouds (PSCs) were incorporated: a H2SO4-HNO3-H2O supercooled ternary solution 
(STS), nitric acid trihydrate (NAT) and ice (ICE). The reaction probabilities for STS were calculated using the 
scheme used for Arctic ozone loss simulation67, and those for NAT and ICE were obtained from JPL-201068. 
These PSCs were assumed to have a single radius without size distribution. In this study, particle number density 
was assumed to be 10 particles/cm3 for STS, 1 particle/cm3 for NAT and 0.01 particles/cm3 for ICE. The value 
of the particle number density for STS was based on stratospheric aerosol observations69 and was derived as a 
number density parameter of the log-normal distribution (σ = 1.8). Those for NAT and ICE were based on the 
parameters used for the simulations70,71. Assuming a spherical configuration, PSC radius was calculated from 
the particle number density and condensation volume, with the latter calculated from the saturation vapour 
pressures of H2SO4, HNO3 and H2O. Then, the sedimentation velocities of the PSCs were calculated based on 
the radius as a function of pressure and temperature, using the Stokes terminal settling velocity with the Cun-
ningham correction factor.

The photolysis rates of the chemical constituents were calculated online from the radiation flux in the CCMs, 
with 32 spectral bins for each CCM. The radiation fluxes and ozone concentrations in the models were consistent 
with each other, indicating an interaction between these parameters.
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Input data for CCM runs.  The CCM calculations were based on yearly data on ODS and GHG concentra-
tions at the surface. The ODSs included in the CCM were CFC-11, CFC-12, CFC-113, HCFC-22, CCl4, CH3Cl, 
CH3CCl3, Halon-1301, Halon-1211 and CH3Br; their surface concentrations were obtained from the WMO A-1 
scenario. CHBr3 and CH2Br2 were also included for consistency with observations of the bromine budget in the 
stratosphere, giving approximately 21 pptv of Bry in the stratosphere around 2000. The GHGs included in the 
CCM were CO2, CH4 and N2O, and their surface concentrations were taken from the RCP 6.0 scenario. The CO2 
concentration was assumed to be uniform not only at the surface but also throughout the model atmosphere, 
with the same mixing ratio as that at the surface. The surface concentrations of the other ODSs and GHGs 
were assumed to be horizontally uniform, as they were assumed to be transported to the troposphere, strato-
sphere, and mesosphere of the model, and degraded by photochemical reactions and reactions with free radicals. 
Assuming a horizontally uniform concentration of the ODSs and GHGs at the surface should not produce any 
serious errors in examining long-term, planetary-scale changes in ozone amount, as approximately 90% of col-
umn ozone exists in the stratosphere, and the actual ODS and GHG distributions at the surface are levelled out 
at the upper troposphere/lower stratosphere because of the large-scale transport and photochemical reactions 
in the troposphere.

The CCMs used monthly data for SST and sea ice from the Coupled Model Intercomparison Project Phase 
5 (CMIP-5) simulations performed with the MIROC5 coupled atmosphere–ocean general circulation model. 
The monthly SST and sea ice data were averaged over 10 years. For example, the data average for 1995–2004 
was used for the five GHG-2000 experiments (ODS-1960, 1980, 1985, 1990 and 1995), and the data average for 
2025–2034 was used for the five GHG-2030 experiments. Therefore, the ENSO signals in the 10-year averaged 
data were removed. The solar flux data were based on the data for CCMI Phase 1 simulations, which were sup-
plied by WCRP/SPARC SOLARIS-HEPPA72; however, in this study, the data average for 1960–2000 was used. 
Hence, the effects of interannual solar flux variations, such as the 11-year solar cycle, were removed. Furthermore, 
the MIROC3.2 and MIROC5 CCMs do not generate QBO internally. Thus, the simulations in this study did not 
include the effects of ENSO, solar flux and QBO.

Output data from CCM runs.  The CCMs output two-dimensional data (longitude/latitude) for column 
ozone and three-dimensional data for the ozone mixing ratio, temperature, zonal wind, meridional wind, air 
density and some other meteorological quantities and chemical constituents. In this study, we examined only the 
column ozone, temperature, zonal wind, total reactive chlorine concentration (Cly) and total reactive bromine 
concentration (Bry).

Analysis of the spring column ozone minimum.  The spring column ozone minimum in the NH mid- 
and high latitudes was determined by searching for the minimum value for each ensemble member in the region 
between 45° and 90° N from March to May. The amount of column ozone in the Arctic polar vortex is often low 
because of the catalytic destruction of ozone during these months. As the Arctic polar vortex shows large tempo-
ral and spatial variability, the region for analysis included not only the polar regions, but also the northern part 
of the mid-latitudes. In the SH, the spring minimum values for each ensemble member were determined in the 
region between 45° and 90° S from September to November, corresponding to the ozone hole months. A histo-
gram of the spring ozone minimums of the 500-member ensembles was created for each experiment (Table 1). 
The horizontal axes of Figs. 3 and 4 represent average EESC at 50 hPa for the NH (45–90° N, March–May) and 
SH (45–90° S, September–November). The EESC was calculated by adding 65 times the reactive bromine con-
centration to the concentration of reactive chlorine.

Analysis of the area with column ozone of less than 220 DU.  Because the column ozone bias of the 
MIROC3.2-CCM and MIROC5-CCM, based on TOMS observations, is not large globally (see Supplementary 
Fig. S13), we used a threshold of 220 DU, the ozone value indicating an ozone hole, to determine the ozone loss 
area for both models. The grids that indicated column ozone amounts of less than 220 DU were taken from daily 
column ozone data for the area between 45° and 90° N from March to May and the area between 45° and 90° 
S from September to November, and the daily values of the areas of the low-ozone grids were integrated with 
respect to the day for the three months of spring. Then, the ensemble distribution of the values was calculated, 
with units of 108 km2·day (see Supplementary Figs. S2 and S3).

Polar cap temperature and zonal mean zonal wind at 50 hPa.  The Arctic polar cap temperature 
and zonal mean zonal wind at 50 hPa (Fig. 4) were calculated by averaging the daily temperature data in the polar 
cap region (63–90° N; model grids of 9 points on latitude by 128 points on longitude) and the daily zonal wind 
data in the zonal wind maximum region (60–70° N; grids of 5 points on latitude by 128 points on longitude), 
respectively, during March. Similarly, the Antarctic polar cap temperature and zonal mean zonal wind at 50 hPa 
(Fig. 5) were calculated by averaging the daily temperature data in the polar cap region (63°–90° S; model grids 
of 9 points on latitude by 128 points on longitude) and the daily zonal wind data in the zonal wind maximum 
region (55–65° S; grids of 5 points on latitude by 128 points on longitude), respectively, during October.

Data availability
The model output used in this study are available from https://​doi.​org/​10.​17595/​20221​109.​001.

Received: 18 November 2022; Accepted: 4 January 2023

https://doi.org/10.17595/20221109.001


10

Vol:.(1234567890)

Scientific Reports |          (2023) 13:320  | https://doi.org/10.1038/s41598-023-27635-y

www.nature.com/scientificreports/

References
	 1.	 WMO (World Meteorological Organization). Scientific assessment of ozone depletion: 2018. Global Ozone Research and Monitoring 

Project—Report 58, 588 (Geneva, Switzerland, 2018).
	 2.	 WMO (World Meteorological Organization). Scientific assessment of ozone depletion: 2014. Global Ozone Research and Monitoring 

Project—Report 55, 416 (Geneva, Switzerland, 2014).
	 3.	 Molina, M. J. & Rowland, F. S. Stratospheric sink for chlorofluoromethanes: Chlorine atom-catalysed destruction of ozone. Nature 

249, 810–812. https://​doi.​org/​10.​1038/​24981​0a0 (1974).
	 4.	 Farman, J. C., Gardiner, B. G. & Shanklin, J. D. Large losses of total ozone in Antarctica reveal seasonal ClOx/NOx interaction. 

Nature 315, 207–210. https://​doi.​org/​10.​1038/​31520​7a0 (1985).
	 5.	 Crutzen, P. J. & Arnold, F. Nitric acid cloud formation in the cold Antarctic stratosphere: A major cause for the springtime ‘ozone 

hole’. Nature 324, 651–655. https://​doi.​org/​10.​1038/​32465​1a0 (1986).
	 6.	 Anderson, J. G., Brune, W. H. & Proffitt, M. H. Ozone destruction by chlorine radicals within the Antarctic vortex: The spatial 

and temporal evolution of ClO-O3 anticorrelation based on in situ ER-2 data. J. Geophys. Res. 94, 11465–11479. https://​doi.​org/​
10.​1029/​JD094​iD09p​11465 (1989).

	 7.	 Webster, C. R. et al. Chlorine chemistry on polar stratospheric cloud particles in the Arctic winter. Science 261, 1130–1134. https://​
doi.​org/​10.​1126/​scien​ce.​261.​5125.​1130 (1993).

	 8.	 Dhomse, S. S. et al. Estimates of ozone return dates from chemistry-climate model initiative simulations. Atmos. Chem. Phys. 18, 
8409–8438. https://​doi.​org/​10.​5194/​acp-​18-​8409-​2018 (2018).

	 9.	 Morgenstern, O. et al. Ozone sensitivity to varying greenhouse gases and ozone-depleting substances in CCMI-1 simulations. 
Atmos. Chem. Phys. 18, 1091–1114. https://​doi.​org/​10.​5194/​acp-​18-​1091-​2018 (2018).

	10.	 Eyring, V. et al. Multi-model assessment of stratospheric ozone return dates and ozone recovery in CCMVal-2 models. Atmos. 
Chem. Phys. 10, 9451–9472. https://​doi.​org/​10.​5194/​acp-​10-​9451-​2010 (2010).

	11.	 Eyring, V. et al. Sensitivity of 21st century stratospheric ozone to greenhouse gas scenarios. Geophys. Res. Lett. 37, 1. https://​doi.​
org/​10.​1029/​2010G​L0444​43 (2010).

	12.	 Akiyoshi, H., Yamashita, Y., Sakamoto, K., Zhou, L. B. & Imamura, T. Recovery of stratospheric ozone in calculations by the Center 
for Climate System Research/National Institute for Environmental Studies chemistry-climate model under the CCMVal-REF2 
scenario and a no-climate-change run. J. Geophys. Res. 115, D19301. https://​doi.​org/​10.​1029/​2009J​D0126​83 (2010).

	13.	 Waugh, D. W. & Rong, P.-P. Interannual variability in the decay of lower stratospheric Arctic vortices. J. Meteorol. Soc. Jpn 80, 
997–1012. https://​doi.​org/​10.​2151/​jmsj.​80.​997 (2002).

	14.	 Langematz, U. & Tully, M. (Lead Authors) et al., Chapter 4. Polar stratospheric ozone: past, present, and future. in Scientific 
Assessment of Ozone Depletion:2018, Global Ozone Research and Monitoring Project—Report No. 58 (World Meteorological 
Organization, Geneva, Switzerland, 2018).

	15.	 Rao, J. & Garfinkel, C. I. Arctic ozone loss in March 2020 and its seasonal prediction in CFSv2: A comparative study with the 1997 
and 2011 cases. J. Geophys. Res. Atmos. 125, e2020. https://​doi.​org/​10.​1029/​2020J​D0335​24 (2020).

	16.	 Inness, A. et al. Exceptionally low Arctic stratospheric ozone in spring 2020 as seen in the CAMS reanalysis. J. Geophys. Res. Atmos. 
125, e2020. https://​doi.​org/​10.​1029/​2020J​D0335​63 (2020).

	17.	 Bednarz, E. M. et al. Future Arctic ozone recovery: The importance of chemistry and dynamics. Atmos. Chem. Phys. 16, 12159–
12176. https://​doi.​org/​10.​5194/​acp-​16-​12159-​2016 (2016).

	18.	 Rex, M. et al. Arctic ozone loss and climate change. Geophys. Res. Lett. 31, L04116. https://​doi.​org/​10.​1029/​2003G​L0188​44 (2004).
	19.	 von der Gathen, P., Kivi, R., Wohltmann, I., Salawitch, R. J. & Rex, M. Climate change favours large seasonal loss of Arctic ozone. 

Nat. Commun. 12, 3886. https://​doi.​org/​10.​1038/​s41467-​021-​24089-6 (2021).
	20.	 Labitzke, K. & Midwinter, S.-M. Stratospheric-mesospheric midwinter Disturbances: A summary of observed characteristics. J. 

Geophys. Res. 86, 9665–9678. https://​doi.​org/​10.​1029/​JC086​iC10p​09665 (1981).
	21.	 Fusco, A. C. & Salby, M. L. Interannual variations of total ozone and their relationship to variations of planetary wave activity. J. 

Clim. 12, 1619–1629. https://​doi.​org/​10.​1175/​1520-​0442(1999)​012%​3c1619:​IVOTOA%​3e2.0.​CO;2 (1999).
	22.	 Holton, J. R. & Tan, H.-C. The influence of the equatorial quasi-biennial oscillation on the global circulation at 50 mb. J. Atmos. 

Sci. 37, 2200–2208. https://​doi.​org/​10.​1175/​1520-​0469(1980)​037%​3c2200:​TIOTEQ%​3e2.0.​CO;2 (1980).
	23.	 Holton, J. R. & Tan, H.-C. The quasi-biennial oscillation in the Northern Hemisphere lower stratosphere. J. Meteorological. Soc. 

Jpn 60, 140–148. https://​doi.​org/​10.​2151/​jmsj1​965.​60.1_​140 (1982).
	24.	 Gray, L. J., Drysdale, E. F., Lawrence, B. N. & Dunkerton, T. J. Model studies of the interannual variability of the northern-hemi-

sphere stratospheric winter circulation: The role of the quasi–biennial oscillation. Q. J. R. Meteorol. Soc. 127, 1413–1432. https://​
doi.​org/​10.​1002/​qj.​49712​757416 (2001).

	25.	 Labitzke, K. & van Loon, H. V. Associations between the 11-year solar cycle, the QBO and the atmosphere: Part I: The troposphere 
and stratosphere in the Northern Hemisphere in winter. J. Atmos. Terr. Phys. 50, 197–206. https://​doi.​org/​10.​1016/​0021-​9169(88)​
90068-2 (1988).

	26.	 Kodera, K. The solar and equatorial QBO influences on the stratospheric circulation during the early northern-hemisphere winter. 
Geophys. Res. Lett. 18, 1023–1026. https://​doi.​org/​10.​1029/​90GL0​2298 (1991).

	27.	 Brönnimann, S. et al. Extreme climate of the global troposphere and stratosphere in 1940–42 related to el Ninõ. Nature 431, 
971–974. https://​doi.​org/​10.​1038/​natur​e02982 (2004).

	28.	 Garfinkel, C. I. & Hartmann, D. L. Different ENSO teleconnections and their effects on the stratospheric polar vortex. J. Geophys. 
Res. 113, D18114. https://​doi.​org/​10.​1029/​2008J​D0099​20 (2008).

	29.	 Yamashita, Y., Akiyoshi, H., Shepherd, T. G. & Takahashi, M. The combined influences of westerly phase of the quasi-biennial 
oscillation and 11-year solar maximum conditions on the Northern Hemisphere extratropical winter circulation. J. Meteorol. Soc. 
Jpn 93, 629–644. https://​doi.​org/​10.​2151/​jmsj.​2015-​054 (2015).

	30.	 Yamashita, Y., Akiyoshi, H. & Takahashi, M. Dynamical response in the Northern Hemisphere midlatitude and high-latitude 
winter to the QBO simulated by CCSR/NIES CCM. J. Geophys. Res. 116, D06118. https://​doi.​org/​10.​1029/​2010J​D0150​16 (2011).

	31.	 Matsuno, T. A dynamical model of the stratospheric sudden warming. J. Atmos. Sci. 28, 1479–1494. https://​doi.​org/​10.​1175/​1520-​
0469(1971)​028%​3c1479:​ADMOTS%​3e2.0.​CO;2 (1971).

	32.	 Lin, P. & Ming, Y. Enhanced climate response to ozone depletion from ozone-circulation coupling. Geophys. Res. Atmos. 126, 
e2020. https://​doi.​org/​10.​1029/​2020J​D0342​86 (2021).

	33.	 Andrews, D. G., Holton, J. R. & Leovy, C. B. Middle Atmosphere Dynamics, International Geophysics 40 (Academic, 1987).
	34.	 Lorenz, E. N. Deterministic nonperiodic flow. J. Atmos. Sci. 20, 130–141. https://​doi.​org/​10.​1175/​1520-​0469(1963)​020%​3c0130:​

DNF%​3e2.0.​CO;2 (1963).
	35.	 Bekki, S. & Bodeker, G. E. (Coordinating Lead Authors) et al, Chapter 3. Future ozone and its impact on surface UV. in Scientific 

Assessment of Ozone Depletion: 2010, Global Ozone Research and Monitoring Project—Report No. 52 (World Meteorological 
Organization, Geneva, Switzerland, 2011).

	36.	 Forster, P. M. & Thompson, D. W. J. (Coordinating Lead Authors) et al, Chapter 4. Stratospheric changes and climate. in Scientific 
Assessment of Ozone Depletion: 2010, Global Ozone Research and Monitoring Project—Report No. 52 (World Meteorological 
Organization, Geneva, Switzerland, 2011).

https://doi.org/10.1038/249810a0
https://doi.org/10.1038/315207a0
https://doi.org/10.1038/324651a0
https://doi.org/10.1029/JD094iD09p11465
https://doi.org/10.1029/JD094iD09p11465
https://doi.org/10.1126/science.261.5125.1130
https://doi.org/10.1126/science.261.5125.1130
https://doi.org/10.5194/acp-18-8409-2018
https://doi.org/10.5194/acp-18-1091-2018
https://doi.org/10.5194/acp-10-9451-2010
https://doi.org/10.1029/2010GL044443
https://doi.org/10.1029/2010GL044443
https://doi.org/10.1029/2009JD012683
https://doi.org/10.2151/jmsj.80.997
https://doi.org/10.1029/2020JD033524
https://doi.org/10.1029/2020JD033563
https://doi.org/10.5194/acp-16-12159-2016
https://doi.org/10.1029/2003GL018844
https://doi.org/10.1038/s41467-021-24089-6
https://doi.org/10.1029/JC086iC10p09665
https://doi.org/10.1175/1520-0442(1999)012%3c1619:IVOTOA%3e2.0.CO;2
https://doi.org/10.1175/1520-0469(1980)037%3c2200:TIOTEQ%3e2.0.CO;2
https://doi.org/10.2151/jmsj1965.60.1_140
https://doi.org/10.1002/qj.49712757416
https://doi.org/10.1002/qj.49712757416
https://doi.org/10.1016/0021-9169(88)90068-2
https://doi.org/10.1016/0021-9169(88)90068-2
https://doi.org/10.1029/90GL02298
https://doi.org/10.1038/nature02982
https://doi.org/10.1029/2008JD009920
https://doi.org/10.2151/jmsj.2015-054
https://doi.org/10.1029/2010JD015016
https://doi.org/10.1175/1520-0469(1971)028%3c1479:ADMOTS%3e2.0.CO;2
https://doi.org/10.1175/1520-0469(1971)028%3c1479:ADMOTS%3e2.0.CO;2
https://doi.org/10.1029/2020JD034286
https://doi.org/10.1175/1520-0469(1963)020%3c0130:DNF%3e2.0.CO;2
https://doi.org/10.1175/1520-0469(1963)020%3c0130:DNF%3e2.0.CO;2


11

Vol.:(0123456789)

Scientific Reports |          (2023) 13:320  | https://doi.org/10.1038/s41598-023-27635-y

www.nature.com/scientificreports/

	37.	 Bodeker, G. E. & Waugh, D. W. (Lead Authors) et al, Chapter 6. The ozone layer in the 21st century. in Scientific Assessment of 
Ozone Depletion: 2006, Global Ozone Research and Monitoring Project—Report No. 50 (World Meteorological Organization, 
Geneva, Switzerland, 2007).

	38.	 IPCC. 2013: The physical science basis. Contribution of working group I to the fifth assessment report of the Intergovernmental 
Panel on Climate Change. Climate Change (ed. Stocker, T. F. et al.) (Cambridge Univ., Cambridge and New York, 2013).

	39.	 van Vuuren, D. P. et al. Stabilizing greenhouse gas concentrations at low levels: An assessment of reduction strategies and costs. 
Clim. Change 81, 119–159. https://​doi.​org/​10.​1007/​s10584-​006-​9172-9 (2007).

	40.	 Wise, M. et al. Implications of limiting CO2 concentrations for land use and energy. Science 324, 1183–1186. https://​doi.​org/​10.​
1126/​scien​ce.​11684​75 (2009).

	41.	 Hijioka, Y., Matsuoka, Y., Nishimoto, H., Masui, M. & Kainuma, M. Global GHG emissions scenarios under GHG concentration 
stabilization targets. J. Glob. Environ. Eng. 13, 97–108 (2008).

	42.	 Riahi, K., Grübler, A. & Nakicenovic, N. Scenarios of long-term socio-economic and environmental development under climate 
stabilization. Soc. Change 74, 887–935. https://​doi.​org/​10.​1016/j.​techf​ore.​2006.​05.​026 (2007).

	43.	 Carpenter, L. J. & Daniel, J. S. (Lead Authors) et al, Chapter 6. Scenarios and information for policymakers. in Scientific Assessment 
of Ozone Depletion: 2018, Global Ozone Research and Monitoring Project—Report No. 58 (World Meteorological Organization, 
Geneva, Switzerland, 2018).

	44.	 Harris, N. R. P. & Wuebbles, D. J. (Lead Authors) et al, Chapter 5. Scenarios and information for policymakers. in Scientific 
Assessment of Ozone Depletion: 2014, Global Ozone Research and Monitoring Project—Report No. 55 (World Meteorological 
Organization, Geneva, Switzerland, 2014).

	45.	 Butchart, N. & Scaife, A. A. Removal of chlorofluorocarbons by increased mass exchange between the stratosphere and troposphere 
in a changing climate. Nature 410, 799–802. https://​doi.​org/​10.​1038/​35071​047 (2001).

	46.	 Sigmond, M., Siegmund, P. C., Manzini, E. & Kelder, H. A simulation of the separate climate effects of middle Atmospheric and 
Tropospheric CO2 doubling. J. Clim. 17, 2352–2367. https://​doi.​org/​10.​1175/​1520-​0442(2004)​017%​3c2352:​ASOTSC%​3e2.0.​CO;2 
(2004).

	47.	 Eichelberger, S. J. & Hartmann, D. L. Changes in the strength of the Brewer-Dobson circulation in a simple AGCM. Geophys. Res. 
Lett. 32, L15807. https://​doi.​org/​10.​1029/​2005G​L0229​24 (2005).

	48.	 Garcia, R. R. & Randel, W. J. Acceleration of the Brewer-Dobson circulation due to increases in greenhouse gases. J. Atmos. Sci. 
65, 2731–2739. https://​doi.​org/​10.​1175/​2008J​AS2712.1 (2008).

	49.	 Butchart, N. et al. Chemistry–climate model simulations of twenty-first century stratospheric climate and circulation changes. J. 
Clim. 23, 5349–5374. https://​doi.​org/​10.​1175/​2010J​CLI34​04.1 (2010).

	50.	 Butchart, N. The Brewer–Dobson circulation. Rev. Geophys. 52, 157–184. https://​doi.​org/​10.​1002/​2013R​G0004​48 (2014).
	51.	 Newman, P. A., Gleason, J. F., McPeters, R. D. & Stolarski, R. S. Anomalously low ozone over the Arctic. Geophys. Res. Lett. 24, 

2689–2692. https://​doi.​org/​10.​1029/​97GL5​2831 (1997).
	52.	 Manney, G. L. et al. MLS observations of Arctic ozone loss in 1996–97. Geophys. Res. Lett. 24, 2697–2700. https://​doi.​org/​10.​1029/​

97GL5​2827 (1997).
	53.	 Chipperfield, M. P. & Pyle, J. A. Model sensitivity studies of Arctic ozone depletion. J. Geophys. Res. 103, 28389–28403. https://​

doi.​org/​10.​1029/​98JD0​1960 (1998).
	54.	 Terao, Y., Sasano, Y., Nakajima, H., Tanaka, H. L. & Yasunari, T. Stratospheric ozone loss in the 1996/1997 Arctic winter: Evaluation 

based on multiple trajectory analysis for double-sounded air parcels by ILAS. J. Geophys. Res. 107, 8210. https://​doi.​org/​10.​1029/​
2001J​D0006​15 (2002).

	55.	 Manney, G. L. et al. Unprecedented Arctic ozone loss in 2011. Nature 478, 469–475. https://​doi.​org/​10.​1038/​natur​e10556 (2011).
	56.	 Sinnhuber, B.-M. et al. Arctic winter 2010/2011 at the brink of an ozone hole. Geophys. Res. Lett. 38, 1. https://​doi.​org/​10.​1029/​

2011G​L0497​84 (2011).
	57.	 Wohltmann, I. et al. Near-complete local reduction of Arctic stratospheric ozone by severe chemical loss in spring 2020. Geophys. 

Res. Lett. 47, e2020. https://​doi.​org/​10.​1029/​2020G​L0895​47 (2020).
	58.	 Feng, W. et al. Arctic ozone depletion in 2019/20: Roles of chemistry, dynamics and the Montreal Protocol. Geophys. Res. Lett. 48, 

e2020. https://​doi.​org/​10.​1029/​2020G​L0919​11 (2021).
	59.	 Weber, M. et al. The unusual stratospheric Arctic winter 2019/20: Chemical ozone loss from satellite observations and TOMCAT 

chemical transport model. Geophys. Res. Atmos. 126, e2020. https://​doi.​org/​10.​1029/​2020J​D0343​86 (2021).
	60.	 Shindell, D. T., Rind, D. & Lonergan, P. Increased polar stratospheric ozone losses and delayed eventual recovery owing to increas-

ing greenhouse-gas concentrations. Nature 392, 589–592. https://​doi.​org/​10.​1038/​33385 (1998).
	61.	 Langematz, U. et al. Future Arctic temperature and ozone: The role of stratospheric composition changes. J. Geophys. Res. Atmos. 

119, 2092–2112. https://​doi.​org/​10.​1002/​2013J​D0211​00 (2014).
	62.	 K1 Model Developers. K-1 Coupled GCM (Miroc) Description (K-1 Technical Report, 34 pp.). Center for Climate System Research 

(CCSR), University of Tokyo; National Institute for Environmental Studies (NIES); Frontier Research Center for Global Change 
(FRCGC).

	63.	 Numaguti, A., Sugata, S., Takahashi, M., Nakajima, T. & Sumi, A. Studies on the climate system and mass transport be a climate 
model, CGER’s Supercomputer Monograph Report 3. Center Glob. Environ. Res. Natl. Inst. Environ. Stud. ISSN 1341(4356), 1–48 
(1997).

	64.	 Watanabe, M. et al. Improved climate simulation by MIROC5: Mean states, variability, and climate sensitivity. J. Clim. 23, 6312–
6335. https://​doi.​org/​10.​1175/​2010J​CLI36​79.1 (2010).

	65.	 Akiyoshi, H., Nakamura, T., Miyasaka, T., Shiotani, M. & Suzuki, M. A nudged chemistry-climate model simulation of chemical 
constituent distribution at northern high-latitude stratosphere observed by SMILES and MLS during the 2009/2010 stratospheric 
sudden warming. J. Geophys. Res. Atmos. 121, 1361–1380. https://​doi.​org/​10.​1002/​2015J​D0233​34 (2016).

	66.	 Nakajima, H. et al. Chlorine partitioning near the polar vortex edge observed with ground-based FTIR and satellites at Syowa 
Station, Antarctica, in 2007 and 2011. Atmos. Chem. Phys. 20, 1043–1074. https://​doi.​org/​10.​5194/​acp-​20-​1043-​2020 (2020).

	67.	 Sessler, J., Good, P., MacKenzie, A. R. & Pyle, J. A. What role do type I polar stratospheric cloud and aerosol parameterizations 
play in modelled lower stratospheric chlorine activation and ozone loss?. J. Geophys. Res. 101, 28817–28835. https://​doi.​org/​10.​
1029/​96JD0​2546 (1996).

	68.	 Sander, S. P. et al. Chemical Kinetics and Photochemical Data for Use in Atmospheric Studies. Evaluation No. 17 10–16 (JPL Publica-
tion, 2011) (Jet Propulsion Lab., Pasadena, 2011).

	69.	 Turco, R. P., Whitten, R. C. & Toon, O. B. Stratospheric aerosols: Observation and theory. Rev. Geophys. 20, 233–279. https://​doi.​
org/​10.​1029/​RG020​i002p​00233 (1982).

	70.	 Ruhnke, R., Kouker, W. & Reddmann, T. The influence of the OH + NO2 + M reaction on the NOy partitioning in the late Arctic 
winter 1992/1993 as studied with KASIMA. J. Geophys. Res. 104, 3755–3772. https://​doi.​org/​10.​1029/​1998J​D1000​62 (1999).

	71.	 Drdla, K. & Turco, R. P. Denitrification through PSC formation: A 1-D model incorporating temperature oscillations. J. Atmos. 
Chem. 12, 319–366. https://​doi.​org/​10.​1007/​BF001​14773 (1991).

	72.	 Matthes, K. et al. Solar forcing for CMIP6 (v3.2). Geosci. Model Dev. 10, 2247–2302. https://​doi.​org/​10.​5194/​gmd-​10-​2247-​2017 
(2017).

https://doi.org/10.1007/s10584-006-9172-9
https://doi.org/10.1126/science.1168475
https://doi.org/10.1126/science.1168475
https://doi.org/10.1016/j.techfore.2006.05.026
https://doi.org/10.1038/35071047
https://doi.org/10.1175/1520-0442(2004)017%3c2352:ASOTSC%3e2.0.CO;2
https://doi.org/10.1029/2005GL022924
https://doi.org/10.1175/2008JAS2712.1
https://doi.org/10.1175/2010JCLI3404.1
https://doi.org/10.1002/2013RG000448
https://doi.org/10.1029/97GL52831
https://doi.org/10.1029/97GL52827
https://doi.org/10.1029/97GL52827
https://doi.org/10.1029/98JD01960
https://doi.org/10.1029/98JD01960
https://doi.org/10.1029/2001JD000615
https://doi.org/10.1029/2001JD000615
https://doi.org/10.1038/nature10556
https://doi.org/10.1029/2011GL049784
https://doi.org/10.1029/2011GL049784
https://doi.org/10.1029/2020GL089547
https://doi.org/10.1029/2020GL091911
https://doi.org/10.1029/2020JD034386
https://doi.org/10.1038/33385
https://doi.org/10.1002/2013JD021100
https://doi.org/10.1175/2010JCLI3679.1
https://doi.org/10.1002/2015JD023334
https://doi.org/10.5194/acp-20-1043-2020
https://doi.org/10.1029/96JD02546
https://doi.org/10.1029/96JD02546
https://doi.org/10.1029/RG020i002p00233
https://doi.org/10.1029/RG020i002p00233
https://doi.org/10.1029/1998JD100062
https://doi.org/10.1007/BF00114773
https://doi.org/10.5194/gmd-10-2247-2017


12

Vol:.(1234567890)

Scientific Reports |          (2023) 13:320  | https://doi.org/10.1038/s41598-023-27635-y

www.nature.com/scientificreports/

Acknowledgements
The authors thank T. Imamura and T. Ogura in NIES for their helpful discussions and E. Dupuy for his assis-
tance with the statistical analysis of the 500-member ensembles. This study was supported by the Environment 
Research and Technology Development Fund (2-1303 and JPMEERF20172009) of the Environmental Restoration 
and Conservation Agency, Japan, and KAKENHI (JP18KK0289, JP19K03961, JP20H01977, and JP20K12155) 
of the Ministry of Education, Culture, Sports, Science, and Technology, Japan. NEC SX-ACE and SX-AURORA 
TSUBASA at NIES were used to perform model simulations. Gtool3.5 was used for data processing. GMT was 
used for making figures.

Author contributions
H.A. designed the study. Y.Y. performed numerical experiments. M.K., T.N., Y.Y. and H.A. performed data 
analysis. H.A. wrote the paper. All the authors discussed the results and commented on the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://​doi.​org/​
10.​1038/​s41598-​023-​27635-y.

Correspondence and requests for materials should be addressed to H.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

https://doi.org/10.1038/s41598-023-27635-y
https://doi.org/10.1038/s41598-023-27635-y
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Dependence of column ozone on future ODSs and GHGs in the variability of 500-ensemble members
	Results
	MIROC3.2 CCM. 
	MIROC5 CCM. 

	Discussion
	Methods
	Input data for CCM runs. 
	Output data from CCM runs. 
	Analysis of the spring column ozone minimum. 
	Analysis of the area with column ozone of less than 220 DU. 
	Polar cap temperature and zonal mean zonal wind at 50 hPa. 

	References
	Acknowledgements


