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Dicentric chromosome assay using 
a deep learning‑based automated 
system
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The dicentric chromosome assay is the “gold standard” in biodosimetry for estimating radiation 
exposure. However, its large‑scale deployment is limited owing to its time‑consuming nature and 
requirement for expert reviewers. Therefore, a recently developed automated system was evaluated 
for the dicentric chromosome assay. A previously constructed deep learning‑based automatic dose‑
estimation system (DLADES) was used to construct dose curves and calculate estimated doses. Blood 
samples from two donors were exposed to cobalt‑60 gamma rays (0–4 Gy, 0.8 Gy/min). The DLADES 
efficiently identified monocentric and dicentric chromosomes but showed impaired recognition of 
complete cells with 46 chromosomes. We estimated the chromosome number of each “Accepted” 
sample in the DLADES and sorted similar‑quality images by removing outliers using the 1.5IQR 
method. Eleven of the 12 data points followed Poisson distribution. Blind samples were prepared for 
each dose to verify the accuracy of the estimated dose generated by the curve. The estimated dose 
was calculated using Merkle’s method. The actual dose for each sample was within the 95% confidence 
limits of the estimated dose. Sorting similar‑quality images using chromosome numbers is crucial for 
the automated dicentric chromosome assay. We successfully constructed a dose–response curve and 
determined the estimated dose using the DLADES.

In cases of inadvertent radiation exposure, such as large-scale radiation catastrophes, terrorism, and occupa-
tional radiation accidents, quantifying the radiation absorbed is a prerequisite for treatment-related  decisions1. 
In the absence of physical dosimetry, biological dosimetry is critical in assessing the exposure dose. Several 
biodosimetry methods have been investigated, including  physiological2,3 and biological  markers4–7. Chromo-
somal aberration is a radiation-specific biomarker, and scoring such aberrations is widely regarded as an effec-
tive technique for identifying radiation effects. Radiation-induced DNA double-strand breaks activate cellular 
damage repair mechanisms. However, misrepair of chromosomes results in chromosomal aberrations, typically 
dicentric chromosomes and  translocations8–11. Dicentric chromosomes are unstable chromosomal aberrations 
that eventually induce cell death; therefore, they have a low background level in  humans12,13 and increase dose-
dependently with radiation  exposure14–16. The dicentric chromosome assay is the gold-standard method, which 
is well established and internationally  standardized17.

Despite its dose-estimation accuracy, the dicentric chromosome assay is burdensome for implementation in 
large-scale radiation accidents owing to its time-consuming approach and the need for expert scorers to iden-
tify chromosomal  abnormalities17,18. For a reasonably accurate dose estimate, the International Atomic Energy 
Agency (IAEA) and International Organization for Standardization (ISO) guidelines recommend scoring 500 
cells or 100 dicentrics. Especially at low doses, it requires 1–2 days to obtain results because for the analysis, 500 
complete metaphases with 46 chromosomes must be selected, and two expert scorers intercompare to obtain reli-
able results. On the contrary, studies have shown that analyzing the number of dicentrics in 50 cells is sufficient 
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for a triage in mass casualty  situations19,20. However, a decreased time dependent on the number of cells to be 
analyzed results in a decrease in  accuracy20,21.

Chromosome-identifying automatic image analysis systems have been recently investigated to overcome 
this  challenge22–25. These systems offer the advantage of rapid large-scale image analysis. However, manual and 
automatic dicentric chromosome scoring approaches differ, and the constraints of automated programs limit 
fully automatic outcomes using manual scoring statistics. For instance, manually scoring dose–response curves 
involves screening entire cells with 46 centromeres and validating that the frequency of dicentric chromo-
somes follows a Poisson distribution under low-LET acute whole-body exposure  conditions17,26. After fitting 
the dose–response curve, the frequency of dicentric chromosomes is estimated. However, automated scoring 
data show that the number of dicentric chromosomes increases radiation dose-dependently but does not always 
follow the Poisson distribution. Several trials have been conducted to facilitate dose–response curve generation, 
such as using different  models27 or an expert review process for selecting whole cells with 46  chromosomes28. 
Furthermore, the final result is more accurate because experts confirm the dicentric chromosome  candidates21. 
However, the human review process is time-consuming and restricts large-scale sample processing. Recently, 
Endesfelder et al.29 proposed a method to limit the number of chromosomes to ensure that dicentric chromo-
somes follow a Poisson distribution and a dose–response curve can be constructed without human evaluation. 
Previously, we constructed a deep-learning-based automatic dose-estimation system (DLADES) that can dis-
tinguish dicentric and monocentric  chromosomes30. In this study, we proposed and evaluated the application 
of the DLADES for constructing a dose–response curve using manual scoring statistics and estimating the dose 
without human assessment.

Figure 1.  Distribution of chromosome numbers identified by the automatic system. (A) DLADES-detected 
monocentric and dicentric chromosomes are denoted using blue and red frames, respectively. The upper 
left corner of the program window indicates whether the image is “Accepted.” (B) Automatically scored 
chromosomes from the total data of two individuals. (C) Automatically scored chromosomes from the 
“Accepted” data of two individuals. ◆: Median.

Table 1.  Summary of automatically identified chromosome numbers from the Total and Accepted data. Min: 
minimum, Max: maximum, SD: standard deviation.

Min Mean Median Max SD

Total
S1 0 44.04 45 192 18.54

S2 0 47.88 47 183 17.63

Accepted
S1 1 41.12 45 81 9.75

S2 0 42.10 46 81 9.75
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Results
Analysis of chromosome distribution. We irradiated blood samples from two healthy participants in 
their 30 s (S1 female, S2 male) at 0, 0.5, 1, 2, 3, and 4 Gy (dose rate 0.8 Gy/min) to construct a dose–response 
curve. A single-cell image was captured by spreading loosely dispersed cells in a fixed solution over a slide. The 
scanning sensitivity of the Metafer4 System was set to 7 to capture cells in the metaphase, ensuring consistent 
identification of metaphase cells across all samples. Next, the DLADES was used to detect monocentric and 
dicentric chromosomes after converting the images to JPEG format without human involvement (Fig. 1a). S1 
and S2 had a mean of 44.04 and 47.88 chromosomes, respectively, with distributions ranging from 0 to more 
than 100 (Fig. 1b and Table 1). If the number of chromosomes exceeded 100, more than two cells were captured 
in the image (Fig. 1a, second panel). In contrast, if 10 or fewer chromosomes were identified, the cell was either 
not in the metaphase or the chromosome quality was poor (Fig. 1a, third panel). Particularly, the dicentric fre-
quency was affected if the DLADES misidentified a cell structure or chromatin as a chromosome due to its poor 
shape. Our system automatically classified images as “Accepted” or “Filtered” to obtain more accurate results 
during the identification  process30. We initially examined the chromosome distribution, which was classified 
as “Accepted.” As depicted in Fig. 1c and Table 1, both mean number of “Accepted” chromosomes (S1 = 41.12, 
S2 = 42.10) and the standard deviation (S1 = 9.75, S2 = 9.75) were slightly lower than those in the total dataset. 
This implies that the “Accepted” step clustered chromosomes around the mean and standardized the chromo-
some image quality. In low-LET acute whole-body  exposures17, the number of dicentric chromosomes follows 
the Poisson distribution. We confirmed that most of the “Accepted” data followed this distribution, except two 
(S1-3 Gy and S1-4 Gy) out of 12 data points (Supplementary Table S1). However, most of the total data were 
overdispersed, emphasizing the importance of using harmonized images when analyzing the frequency of dicen-
tric chromosomes using an automation program without human review.

Overdispersion of dicentric chromosomes by chromosome number. The dicentric chromosomes 
mostly followed the Poisson distribution in the “Accepted” image, but when the datasets were pooled, overdis-

Figure 2.  Dicentric chromosome distribution and chromosome density by dose (Gy) in “Accepted” data. The 
“Accepted” data obtained from two donors is pooled by dose. The density plot represents the chromosomal 
density (solid red line); the jitter points plot indicates the distribution of the dicentric chromosome. The blue 
dashed line denotes the mean.

Table 2.  Summary of automatically identified chromosome numbers from Accepted pooled data. Min: 
minimum, Max: maximum, SD: standard deviation.

Gy Min Mean Median Max SD

0 8 40.03 45 76 10.53

0.5 3 41.77 45 80 9.45

1 1 42.42 46 81 9.01

2 2 41.70 46 77 9.83

3 0 41.72 45 77 9.91

4 3 41.94 45 72 9.51
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persion was revealed at 3 and 4 Gy (Supplementary Table S2). Recently, Endesfelder et al29. found that metaphase 
chromosomal number influences the overdispersion of dicentric chromosomes. To determine if chromosome 
number affects overdispersion, we examined the frequency of dicentric chromosomes according to chromosome 
number. In the pooled data, the average number of chromosomes for each dose was 40.03–42.42, with a median 
value of 45–46. For each dose, the median values were concentrated (Fig. 2 and Table 2). However, outlier data 
points were observed on dicentric chromosomes. Certain dicentric chromosome data points were far from the 
median value, which could have altered the dicentric distribution. Using within 1.5 × interquartile range (IQR) 
method, which ensures better harmonization and minimizes data loss, we investigated whether the number of 
chromosomes affected the dicentric chromosome overdispersion. As shown in Supplementary Table  S3, the 
pooled data for 4 Gy of S1 followed a Poisson distribution. In the case of 3 Gy, S1 and S2 dispersion indices were 
closer to 1 at within 1.5 × IQR than the “Accepted” number; however, the 3 Gy points of S1 remained overdis-
persed, influencing the pooled result. In conventional scoring, a human scorer used a good-quality image to 
validate a complete cell with 46 chromosomes and locate dicentric chromosomes. This implies that the human 
scorer-based sorting enables image acquisition under the same conditions. The DLADES permits the sorting of 
good-quality images but not complete cells. Therefore, similar image conditions can be obtained by considering 
the chromosome number. We confirmed that only 3-Gy data showed pooled overdispersion. These findings vali-
dated the significance of an automated system to accurately identify monocentric and dicentric chromosomes 
and extract the frequency of the dicentric chromosome by selecting images of similar quality and condition.

Constructing dose–response curves using automated scoring. We constructed a dose–response 
curve using R, as specified in IAEA EPR-Biodosimetry  201117 because the dicentric chromosome assay dose–
response curve conforms to a linear-quadratic model (yield = C + α × D + β ×  D2) for low-LET radiation. S1 and 
S2 data, as well as pooled data, were used to calculate the coefficients of the fitted curves (Fig. 3 and Table 3). 
Each of the three fitted curves had coefficients that rejected the null hypothesis at the 0.05 significance level. We 
used a pooled fitted curve to estimate the blind tests after conducting a z-test to compare the dose–response 
curves of the two  donors31, but found no significant difference (a: z =  − 2.9, p = 0.61; b: z =  − 0.49, p = 0.69). For 
the blind test, metaphase cell images were obtained from irradiated blood samples of 29- and 39-year-old males. 
Identification of dicentric chromosomes using the DLADES revealed that all data points were overdispersed 
but only 0.5-Gy points remained overdispersed in the “Accepted” and outlier removed data (Supplementary 
Table S4). After adjusting the blind test data by excluding values outside the 1.5 IQR, we estimated the dicentric 
chromosome frequency for each dose (Table 4). Next, using a pooled fitted curve, we compared the estimated 
and actual doses (Fig. 4 and Table 4). The estimated dose was calculated according to Merkle’s approach based on 
the IAEA 2011  presentation17,32. The lower 95% confidence limits on the observed yield of the 0.5-Gy sample was 
marked NA because it did not intersect with the upper curve equation. The actual dose for the five blind sam-
ples was included in the 95% confidence limits of the estimated dose. In the 3-Gy blind sample, the difference 
between the estimated and actual doses was minimal (< 0.01). These findings confirmed that a dose–response 
curve could be constructed by applying conventional scoring statistical methods using the DLADES to calculate 
the estimated dose without review by human scorers.

Discussion
The conventional dicentric chromosome assay is the most reliable approach for measuring the level of absorbed 
radiation in victims of radiation accidents among the various biological dose-assessment methods. Therefore, 
the entire process, from acquiring metaphase cells to scoring and identifying chromosomes, has been well-har-
monized by IAEA  201117 and ISO  201418. However, the dicentric chromosome assay requires trained experts, is 
time-consuming, especially the scoring process, and has limited utility for processing a large number of samples. 
Various laboratories have collaborated to standardize the biological dosimetry method to overcome these chal-
lenges, validating its accuracy and  performance19,33–35 and minimizing the scoring  time35–37.

Recently, methods to quickly process many samples using a chromosome-recognition automatic system have 
also been  studied21,23,24,29. For instance, Rogan’s group has developed Automated Dicentric Chromosome Identi-
fier and Dose Estimator (ADCI) software and is conducting active  research25,38–40. We also investigated a method 
for automatically constructing dose curves and calculating the absorbed radiation dose using the DLADES, an 
automated dicentric chromosome scoring system based on a deep-learning  technique30. The DLADES was trained 
with reliable data because three cytogenetics  experts33,41 generated the training data stably using the bounding 
box method. Blood samples from two healthy donors in their 30 s were exposed to cobalt-60 gamma rays at a 
0.8-Gy/min dose rate over six dose ranges from 0 to 4 Gy. Metaphase cells were induced following the IAEA 2011 
 protocol17, and images were captured using the Metafer4 System. The captured images were exported to JPEG 
format, and the monocentric and dicentric chromosomes for each dose were counted using the DLADES. The 
number of dicentric chromosomes increased dose-dependently. However, the results differed from those obtained 
using conventional dicentric chromosome assays. The dicentric chromosome follows a Poisson distribution in a 
conventional dicentric chromosome assay using low-LET radiation. As shown in Supplementary Table S1, most 
doses were overdispersed. Romm et al. attributed this outcome to the image  quality21. In the conventional assay, 
the reviewer selects complete cells with 46 chromosomes, resulting in images of similar quality and condition.

However, the automatic system does not classify entire cells when analyzing the image. Therefore, the vari-
able appearance of chromosomal types in captured images is a limitation of automatic scoring systems similar to 
manual scoring. We resolved this problem using the DLADES filtering function to sort the “Accepted” images. 
DLADES accurately counted and identified dicentric and monocentric chromosomes (97% and 90%, respec-
tively)30. Therefore, we attempted to sort similar-quality images by “Accepted” classification of the DLADES, 
yielding an average number of chromosomes in S1 and S2 images of 41.12 and 42.10, respectively, with a standard 
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Figure 3.  Dose–response curves were obtained from S1, S2, and pooled data. The curves were fitted using 
linear-quadratic Quasi-Poisson regression models (solid line) with 95% confidence intervals (dashed line). The 
yield at each dose was calculated after excluding the outliers of the chromosome number and expressed as a 
point.

Table 3.  Calibration curve coefficients and standard errors for individuals S1 and S2, and the pooled data 
set. C is the constant of the calibration curve equation, and α and β indicate the coefficients of D and  D2, 
respectively.

Data set Estimate Std. error t-test p

S1

C 0.08 0.01 7.36 0.01

α 0.07 0.02 3.34 0.04

β 0.02 0.01 3.55 0.04

S2

C 0.04 0.01 5.28 0.01

α 0.07 0.02 4.07 0.03

β 0.03 0.01 4.35 0.02

Pooled

C 0.06 0.01 8.26 0.00

α 0.07 0.01 5.02 0.02

β 0.02 0.00 4.89 0.02
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deviation of 9.75 for both; thus, “Accepted” data were clustered around the mean compared to the total dataset. 
By excluding the 1.5 × IQR outlier, images with similar conditions were obtained, causing the mean and standard 
deviation to increase slightly from 42.99 to 43.35 and from 7.07 to 8.19, respectively.

By sorting similar condition images, our goal was to determine whether the dicentric chromosomes followed 
a Poisson distribution. We confirmed that most doses followed a Poisson distribution, except for 3 Gy of S1. In 
the case of S1 3 Gy, we tried to exclude up to 1 × outliers; however, this increased data loss and the remaining 
data did not follow the Poisson distribution. Poor sample conditions may explain the lower average number of 
chromosomes and a higher standard deviation in 3 Gy of S1 than in other samples. However, “Filtered” data 
represented 28.21% of the total data, which is lower than the average loss rate of 34.33%. Thus, in our future 
research, we will focus on the confounding factors affecting the data.

We successfully constructed a dose–response curve using the general linear model recommended by IAEA 
2012 because our data, except for 3 Gy in S1, followed the Poisson distribution. The absorbed radiation dose 
should be quickly estimated to treat victims of a radiation accident. Therefore, the estimated dose should be 
categorized into four ranges (1–2, 2–4, 4–6, and > 6 Gy) for rapid estimation, and information for medical treat-
ment should be  provided18. We irradiated the blood with 0.5, 1, 2, 3, and 4 Gy doses and calculated the estimated 
dose to determine whether the dose–response curve constructed using the automatic system could accurately 
reflect clinical triage. In all the samples, the actual dose was within the 95% confidence intervals of the estimated 
dose, and the difference between the estimated and actual doses was minimal. Therefore, the medical treatments 
were successfully categorized. However, this study did not include the construction of a dose–response curve 
or estimating doses higher than 4 Gy. The limited metaphase cell yield at high doses challenged obtaining a 

Table 4.  Estimated dose of the blind test. The estimated dose was calculated according to Merkle’s 
 approach17,30.

Actual dose (Gy) Estimated dose(Gy)

Estimated 
dose (Gy) 95% 
confidence limits

Upper Lower

Blind test 1

0.5 0.40 0.81 NA

1 0.98 1.27 0.71

3 3.01 3.33 2.74

Blind test 2
2 2.08 2.35 1.81

4 4.33 5.05 3.88

Figure 4.  Estimated dose of the blind samples was obtained from two donors. The open and closed circles 
represent blind test samples 1 and 2, respectively. Merkle’s approach was used to calculate the estimated dose. 
For each dose, the upper and lower lines parallel to the x-axis represent the estimated doses of the upper and 
lower confidence limits, respectively.
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sufficient number of samples. However, a method must be established for samples with exposures above 4 Gy to 
comply with the clinical triage system.

Furthermore, estimating doses at exposures below 1 Gy necessitates greater precision. According to Korea’s 
Enforcement Decree of the Nuclear Safety Act (Article 2 and attached Table 1)42, the dose limits for radiation 
workers are 50 mSv per year and 100 mSv in five consecutive years. When the dose limit is exceeded, the person 
is classified as a “person with an abnormal reading,” and safety measures should be taken. Therefore, to prepare 
for the risk of radiation exposure accidents, a method to estimate doses below 0.1 Gy is required in the radiation 
work environment. The dicentric chromosome assay identifies a low threshold dose of 0.1  Gy43 and requires 
scoring more than 5000 cells for statistically significant  results17, which is difficult to achieve using conventional 
scoring methods. Therefore, an automatic scoring system can compute legal norms in the event of radiation 
workplace accidents. However, in this study, we did not evaluate whether it is possible to estimate the exposure 
at doses greater than 4 Gy and less than 0.5 Gy; further research is warranted to confirm these aspects.

In summary, we constructed an effective dose–response curve using an automated system and calculated the 
estimated dose for the unknown sample to validate the outcome. In this study, we confirmed that accurate and 
rapid dose assessments could be facilitated by obtaining results using an automatic system without human review.

Materials and methods
Sample preparation. The study was conducted in accordance with the tenets of the Declaration of Hel-
sinki, and the protocol was approved by the Institutional Review Board of the Dongnam Institute of Radiologi-
cal and Medical Sciences (DIRAMS) for all experimental procedures (Approval No. D-1602-002-001). Prior to 
inclusion in the study, informed consent was obtained from all participants under the supervision of the IRB of 
the DIRAMS via signing of a consent form containing the necessary details about the study. All methods were 
performed in accordance with the relevant guidelines and regulations. We enrolled healthy participants who had 
not been exposed to ionizing radiation for over 3 months. Peripheral blood samples were collected in lithium-
heparin tubes (BD Biosciences, San Jose, CA, USA) and irradiated with Cobalt-60 gamma rays (Gamma Beam 
X-200; Best Theratronics Ltd., Ottawa, Canada) at a dose rate of 0.8 Gy/min. To obtain dependable results, we 
constructed an in vitro irradiation setting resembling the in vivo situation. Briefly, the blood sample was irradi-
ated in a 37 °C water phantom, and calibration was performed using a farmer-type ion chamber (TM300013, 
PTW) for accuracy. The farmer-type ion chambers were calibrated according to IAEA Technical Report Series 
(TRS)-398 and Korean  standards44,45, and the calibration factor was 0.05400 Gy/nC at a source to surface dis-
tance (SSD) of 100 cm and the blood sample was irradiated at an SSD of 77 cm to achieve 0.8 Gy/min. The uncer-
tainties include statistical uncertainties and systemic uncertainties such as beam homogeneity, positional repro-
ducibility, electrometer, temperature, pressure, and humidity, and the above process was conducted under IAEA 
TRS-39844–46. Our physical irradiation measurement system is an internationally recognized calibration and 
testing laboratory and belongs to the Korea Laboratory Certification System (KOLAS). For the dose–response 
curve, blood samples from two donors were irradiated at 0.5, 1, 2, 3, and 4 Gy; for the blind test, blood from the 
other two donors was irradiated at 0.5, 2, and 4 Gy, and 1 and 3 Gy, respectively. After 2 h of incubation at 37 °C 
in a water bath, peripheral blood mononuclear cells (PBMCs) were isolated from the blood using BD Vacutainer 
CPT tubes (BD Biosciences). The cells were collected using pre-cold RPMI 1640 medium (Welgene, Daegu, 
Republic of Korea) to prevent cell aggregation. Thereafter, the cells were cultured in pre-warmed RPMI 1640 
medium supplemented with 20% FBS (HyClone Laboratories Inc., USA) and 1% kanamycin (Gibco, Canada). 
To induce metaphase, 2% phytohemagglutinin (PHA; Invitrogen, Gaithersburg, MD, USA) and colcemid (final 
concentration, 100  ng/mL; Life Technologies, Canada) were simultaneously added to the culture media and 
incubated at 37  °C in a humidified 5%  CO2 atmosphere for 48 h. The cells were harvested and treated with 
pre-warmed 0.075 M hypotonic potassium chloride solution and fixed with methanol/acetic acid (3:1) accord-
ing to the IAEA  guideline17. The fixed cells were stained with 5% Giemsa solution for 10 min on a microscope 
slide (Matsunami, Osaka, Japan). The Metafer4 System (MetaSystems Hard & Software GmbH, Altlussheim, 
Germany) auto-captured metaphases at 63 × magnification, the images were exported as a JPEG file, and the 
DLADES identified the dicentric and monocentric chromosomes.

Data sorting. A two-step data sorting was performed to construct a dose–response curve and calculate a 
blind-test estimated dose without human review. First, images classified as “Accepted” through the DLADES 
were sorted. Second, the outlier range was set using an interquartile range (IQR)47. The IQR was derived by 
dividing the number of chromosomes into quarters and calculating the difference between the highest (Q3) and 
lowest (Q1) quartiles. Next, outliers below Q1-1.5IQR or above Q3 + 1.5IQR were excluded.

The dispersion index (DI) and u-test were used to determine the Poisson distribution of dicentric chromo-
somes per metaphase cell. The DI was calculated as the ratio of the number of dicentric chromosome variances 
to the frequency with Eq. (1):

The null hypothesis, where DI = 1, was tested using Papworth’s u-test48 at a significance level of 0.05 (|u 
value|> 1.96); u-values > 1.96 indicate overdispersion, whereas values < −1.96 indicate underdispersion.

Dose–response curve fitting with R. The dose–response curve was fitted with R 3.6.1(R Core Team) 
using the generalized linear regression models of the R-script provided by  Braselmann17. The upper and lower 
95% confidence intervals for the yield uncertainty were calculated and derived according to Eq. (2):

(1)DI = σ 2/y
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where, Y is the dicentric chromosome yield per dose and D is the radiation dose (Gy). The regression confidence 
factor  R2 was used as the 95% confidence limit of the chi-squared distribution with three degrees of freedom 
(7.81) for the upper and lower linear-quadratic  curves17,20. Covariance was calculated using the vcov() function 
in R 3.6.1.

Dose estimation with R. Merkle’s approach was used for estimating dose of the blind test  sample17. Briefly, 
the upper and lower 95% confidence limits of the number of dicentric chromosomes in the blind sample and 
the lower and upper yields were calculated using the Poisson test () function in R 3.6.1. The estimated dose was 
obtained using Eq. (3):

For the upper confidence limit of the estimated dose, D is calculated by including the upper yield into Y 
according to Eq. (3) using the lower curve coefficient. For the lower confidence limit of the estimated dose, D is 
calculated by including the lower yield into Y according to Eq. (3) using the upper curve coefficient.

Ethics approval and consent to participate. The study was conducted in accordance with the tenets 
of the Declaration of Helsinki, and the protocol was approved by the Institutional Review Board of the Dong-
nam Institute of Radiological and Medical Sciences (DIRAMS) for all experimental procedures (Approval No. 
D-1602-002-001). Prior to inclusion in the study, informed consent was obtained from all participants under the 
supervision of the IRB of the DIRAMS via signing of a consent form containing the necessary details about the 
study. All methods were performed in accordance with the relevant guidelines and regulations.

Data availability
The authors confirm that the data supporting the findings of this study are available within the article and its 
supplementary materials.

Received: 26 September 2022; Accepted: 6 December 2022

References
 1. Sproull, M. T., Camphausen, K. A. & Koblentz, G. D. Biodosimetry: A future tool for medical management of radiological emer-

gencies. Health Secur. 15, 599–610 (2017).
 2. Wuestermann, P. R. & Cronkite, E. P. Chapter 6: Cell and cell system responses: Physiological and pathophysiological aspects of 

the immune system contributing to a biomathematical model of lymphocytes. Stem Cells 13, 268–275 (1995).
 3. Donnelly, E. H. et al. Acute radiation syndrome: Assessment and management. South Med. J. 103, 541–546 (2010).
 4. Mirrezaei, E., Setayeshi, S., Zakeri, F. & Baradaran, S. Construction and validation of in vitro dose-response calibration curve using 

dicentric chromosome aberration. Radiat. Prot. Dosimetry 189, 198–204 (2020).
 5. Goh, V. S. T. et al. Construction of fluorescence in situ hybridization (FISH) translocation dose-response calibration curve with 

multiple donor data sets using R, based on ISO 20046:2019 recommendations. Int. J. Radiat. Biol. 95, 1668–1684 (2019).
 6. Meenakshi, C., Venkatachalam, P., Chandrasekaran, S. & Venkatraman, B. Construction of dose response curve for 6 MV LINAC 

X-rays using premature chromosome condensation assay for radiation dosimetry. Appl. Radiat. Isot. 173, 109729 (2021).
 7. Chaurasia, R. K. et al. Establishment and multiparametric-cytogenetic validation of 60Co-gamma-ray induced, phospho-gamma-

H2AX calibration curve for rapid biodosimetry and triage management during radiological emergencies. Mutat. Res. 866, 503354 
(2021).

 8. Hlatky, L., Sachs, R. K., Vazquez, M. & Cornforth, M. N. Radiation-induced chromosome aberrations: insights gained from bio-
physical modeling. BioEssays 24, 714–723 (2002).

 9. Bailey, S. M. & Bedford, J. S. Studies on chromosome aberration induction: What can they tell us about DNA repair?. DNA Repair 
5, 1171–1181 (2006).

 10. Durante, M. et al. From DNA damage to chromosome aberrations: Joining the break. Mutat. Res. 756, 5–13 (2013).
 11. Natarajan, A. T. Mechanisms for induction of mutations and chromosome alterations. Environ. Health Perspect. 101, 225–229 

(1993).
 12. Stimpson, K. M., Matheny, J. E. & Sullivan, B. A. Dicentric chromosomes: unique models to study centromere function and inac-

tivation. Chromosome Res. 20, 595–605 (2012).
 13. Barra, V. & Fachinetti, D. The dark side of centromeres: types, causes and consequences of structural abnormalities implicating 

centromeric DNA. Nat. Commun. 9, 4340 (2018).
 14. Jang, M. A. et al. Dose Estimation Curves Following In Vitro X-ray Irradiation Using Blood From Four Healthy Korean Individuals. 

Ann. Lab. Med. 39, 91–95 (2019).
 15. Lee, Y., Jin, Y. W., Wilkins, R. C. & Jang, S. Validation of the dicentric chromosome assay for radiation biological dosimetry in 

South Korea. J. Radiat. Res. 60, 555–563 (2019).
 16. Abe, Y. et al. Dose-response curves for analyzing of dicentric chromosomes and chromosome translocations following doses of 

1000 mGy or less, based on irradiated peripheral blood samples from five healthy individuals. J. Radiat. Res. 59, 35–42 (2018).
 17. Ainsbury, E. et al. Cytogenetic dosimetry: applications in preparedness for and response to radiation emergencies. (2011).
 18. ISO 21243:2008(en), Radiation protection — Performance criteria for laboratories performing cytogenetic triage for assessment 

of mass casualties in radiological or nuclear emergencies — General principles and application to dicentric assay. https:// www. 
iso. org/ obp/ ui/# iso: std: iso: 21243: ed-1: v1: en.

 19. Oestreicher, U. et al. RENEB intercomparisons applying the conventional Dicentric Chromosome Assay (DCA). Int. J. Radiat. 
Biol. 93, 20–29 (2017).

 20. Ainsbury, E. A. et al. Uncertainty of fast biological radiation dose assessment for emergency response scenarios. Int. J. Radiat. Biol. 
93, 127–135 (2017).

(2)
Y = C+αD+βD2

±R
√

varC + varαD2 + varβD4 + 2covar(C,α)D + 2covar(C,β)D2 + 2covar(α,β)D3

(3)D =
−α +

√

α2 + 4β(Y − C)

2β

https://www.iso.org/obp/ui/#iso:std:iso:21243:ed-1:v1:en
https://www.iso.org/obp/ui/#iso:std:iso:21243:ed-1:v1:en


9

Vol.:(0123456789)

Scientific Reports |        (2022) 12:22097  | https://doi.org/10.1038/s41598-022-25856-1

www.nature.com/scientificreports/

 21. Romm, H. et al. Automatic scoring of dicentric chromosomes as a tool in large scale radiation accidents. Mutat. Res. 756, 174–183 
(2013).

 22. Shen, X., Qi, Y., Ma, T. & Zhou, Z. A dicentric chromosome identification method based on clustering and watershed algorithm. 
Sci. Rep. 9, 2285 (2019).

 23. Ryan, T. L. et al. Optimization and validation of automated dicentric chromosome analysis for radiological/nuclear triage applica-
tions. Mutat. Res. 847, 503087 (2019).

 24. Oestreicher, U. et al. Automated scoring of dicentric chromosomes differentiates increased radiation sensitivity of young children 
after low dose CT exposure in vitro. Int. J. Radiat. Biol. 94, 1017–1026 (2018).

 25. Li, Y. et al. Radiation dose estimation by completely automated interpretation of the dicentric chromosome assay. Radiat. Prot. 
Dosimetry 186, 42–47 (2019).

 26. Kowalska, A. et al. Production and distribution of chromosome aberrations in human lymphocytes by particle beams with different 
LET. Radiat. Environ. Biophys. 58, 99–108 (2019).

 27. Oliveira, M. et al. Zero-inflated regression models for radiation-induced chromosome aberration data: A comparative study. Biom. 
J. 58, 259–279 (2016).

 28. Alsbeih, G. A., Al-Hadyan, K. S., Al-Harbi, N. M., Bin Judia, S. S. & Moftah, B. A. Establishing a reference dose-response calibra-
tion curve for dicentric chromosome aberrations to assess accidental radiation exposure in Saudi Arabia. Front. Public Health 8, 
599194 (2020).

 29. Endesfelder, D., Kulka, U., Einbeck, J. & Oestreicher, U. Improving the accuracy of dose estimates from automatically scored 
dicentric chromosomes by accounting for chromosome number. Int. J. Radiat. Biol. 96, 1571–1584 (2020).

 30. Jang, S. et al. Feasibility study on automatic interpretation of radiation dose using deep learning technique for dicentric chromo-
some assay. Radiat. Res. 195, 163–172 (2021).

 31. Paternoster, R., Brame, R., Mazerolle, P. & Piquero, A. Using the correct statistical test for the equality of regression coefficients. 
Criminology 36, 859–866 (1998).

 32. Merkle, W. Statistical methods in regression and calibration analysis of chromosome aberration data. Radiat. Environ. Biophys. 
21, 217–233 (1983).

 33. Lee, Y. H. et al. An intercomparison exercise to compare scoring criteria and develop image databank for biodosimetry in South 
Korea. Int. J. Radiat. Biol. 97, 1199–1205 (2021).

 34. RENEB Inter-Laboratory comparison 2017: limits and pitfalls of ILCs. https:// pubmed. ncbi. nlm. nih. gov/ 33970 757/.
 35. Lin, W.-C. et al. Intercomparison of conventional and QuickScan dicentric scoring for the validation of individual biodosimetry 

analysis in Taiwan. Int. J. Radiat. Biol. 97, 916–925 (2021).
 36. Romm, H. et al. The dicentric assay in triage mode as a reliable biodosimetric scoring strategy for population triage in large scale 

radiation accidents. Proc IRPA 13, TS 2c (2012).
 37. Wilkins, R. C. et al. Dicentric chromosome assay—further validation of international networking. Radiat. Meas. 46, 923–928 

(2011).
 38. Li, Y., Knoll, J. H., Wilkins, R. C., Flegal, F. N. & Rogan, P. K. Automated discrimination of dicentric and monocentric chromosomes 

by machine learning-based image processing. Microsc. Res. Tech. 79, 393–402 (2016).
 39. Shirley, B., Li, Y., Knoll, J. H. M. & Rogan, P. K. Expedited radiation biodosimetry by automated dicentric chromosome identifica-

tion (ADCI) and dose estimation. J. Vis. Exp. https:// doi. org/ 10. 3791/ 56245 (2017).
 40. Shirley, B. C. et al. Estimating partial-body ionizing radiation exposure by automated cytogenetic biodosimetry. Int. J. Radiat. Biol. 

96, 1492–1503 (2020).
 41. Jeong, M. H. et al. In vitro genotoxicity assessment of a novel resveratrol analogue, HS-1793. Toxicol. Res. 30, 211–220 (2014).
 42. Korea Legislation Research Institute & Korea Law Translation Center. Enforcement Decree Of The Nuclear Safety Act. https:// 

elaw. klri. re. kr/ kor_ servi ce/ lawVi ew. do? hseq= 55843 & lang= ENG.
 43. Gnanasekaran, T. S. Cytogenetic biological dosimetry assays: recent developments and updates. Radiat. Oncol. J. 39, 159–166 

(2021).
 44. IAEA. Absorbed Dose Determination in External Beam Radiotherapy:An International Code of Practice for Dosimetry Based on 

Standards of Absorbed Dose to Water. (2004).
 45. Korea Association of Standards & Testing Organizations. Standard Calibration Procedure of Ionization Chamber Dose Meter. 

KASTO 17–80105–042 (2017).
 46. Kim, Y. H. et al. Monte Carlo studies on dose conversion factors from graphite to water for high energy X-ray beams. Radiat. Phys. 

Chem. 171, 108760 (2020).
 47. Rousseeuw, P. J. & Hubert, M. Robust statistics for outlier detection. WIREs Data Min. Knowl. Discovery 1, 73–79 (2011).
 48. Papworth, D. G. Exact tests of fit for a Poisson distribution. Computing 31, 33–45 (1983).

Acknowledgements
This work was supported by a grant from the Korean Government (MSIT) to the Dongnam Institute of Radio-
logical and Medical Sciences (DIRAMS), with grant number 50492-2022.

Author contributions
Conceptualization, J.S.K.; methodology, J.S.K. and O.S.J.; blood sample irradiation, K.Y.R., K.H.J., K.Y.U., and 
L.S.H.; investigation, L.C.G., P.M.T., and K.J.S.; automatic scoring row data, K.S.H. and J.S.; writing—original 
draft preparation, J.S.K.; writing—review and editing, J.W.S. and J.M.H.; supervision, J.W.S. and J.M.H.; project 
administration, J.W.S. and J.M..H. All authors have read and agreed to the published version of the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 022- 25856-1.

Correspondence and requests for materials should be addressed to M.H.J. or W.S.J.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

https://pubmed.ncbi.nlm.nih.gov/33970757/
https://doi.org/10.3791/56245
https://elaw.klri.re.kr/kor_service/lawView.do?hseq=55843&lang=ENG
https://elaw.klri.re.kr/kor_service/lawView.do?hseq=55843&lang=ENG
https://doi.org/10.1038/s41598-022-25856-1
https://doi.org/10.1038/s41598-022-25856-1
www.nature.com/reprints


10

Vol:.(1234567890)

Scientific Reports |        (2022) 12:22097  | https://doi.org/10.1038/s41598-022-25856-1

www.nature.com/scientificreports/

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2022

http://creativecommons.org/licenses/by/4.0/

	Dicentric chromosome assay using a deep learning-based automated system
	Results
	Analysis of chromosome distribution. 
	Overdispersion of dicentric chromosomes by chromosome number. 
	Constructing dose–response curves using automated scoring. 

	Discussion
	Materials and methods
	Sample preparation. 
	Data sorting. 
	Dose–response curve fitting with R. 
	Dose estimation with R. 
	Ethics approval and consent to participate. 

	References
	Acknowledgements


