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Simulation of the inelastic 
deformation of porous reservoirs 
under cyclic loading relevant 
for underground hydrogen storage
Kishan Ramesh Kumar *, Herminio Tasinafo Honorio  & Hadi Hajibeygi 

Subsurface geological formations can be utilized to safely store large-scale (TWh) renewable energy 
in the form of green gases such as hydrogen. Successful implementation of this technology involves 
estimating feasible storage sites, including rigorous mechanical safety analyses. Geological formations 
are often highly heterogeneous and entail complex nonlinear inelastic rock deformation physics when 
utilized for cyclic energy storage. In this work, we present a novel scalable computational framework 
to analyse the impact of nonlinear deformation of porous reservoirs under cyclic loading. The proposed 
methodology includes three different time-dependent nonlinear constitutive models to appropriately 
describe the behavior of sandstone, shale rock and salt rock. These constitutive models are studied 
and benchmarked against both numerical and experimental results in the literature. An implicit 
time-integration scheme is developed to preserve the stability of the simulation. In order to ensure 
its scalability, the numerical strategy adopts a multiscale finite element formulation, in which coarse 
scale systems with locally-computed basis functions are constructed and solved. Further, the effect 
of heterogeneity on the results and estimation of deformation is analyzed. Lastly, the Bergermeer 
test case—an active Dutch natural gas storage field—is studied to investigate the influence of inelastic 
deformation on the uplift caused by cyclic injection and production of gas. The present study shows 
acceptable subsidence predictions in this field-scale test, once the properties of the finite element 
representative elementary volumes are tuned with the experimental data.

One of the significant threats facing our planet is climate change caused mainly by emissions from fossil fuels. 
To address this problem, the world is increasingly drifting towards renewable energy sources, such as solar and 
wind. However, the main drawback of renewable energy is its intermittent nature due to the fluctuating seasonal 
events like wind  forces1. This results in excess and deficits of renewable energy production, while consumption 
graphs have much more steady patterns. Therefore, feasible large-scale energy storage—in the order of TWh—
technologies are needed in order to ensure that the generated excess power can be used at times of under produc-
tion. One option is to convert the renewable energy to hydrogen through  electrolysis2 and further store it inside 
depleted oil and gas fields, or salt  caverns3,4. Note that hydrogen demand is increasing in many areas such as 
in heavy-duty transportation, chemical and steel  industries5–7. Due to the seasonally-intermittent nature of the 
renewable energy production, the reservoirs would undergo cyclic loading of injection/production of hydrogen. 
Subsurface storage technology has been implemented already by storing e.g. hydrogen in salt caverns at Teesside 
(UK) and the US Gulf  coast8. A list of all active projects on underground hydrogen storage (UHS) can be found 
in the  literature9. Natural gas storage is much more common across the world, including e.g. the four sites in the 
 Netherlands10,11. For safe operations, it is critical to quantify the impact of altering the reservoir pressure on the 
rock deformation and state of  stress12,13. This quantification needs to be based on appropriate nonlinear deforma-
tion physics, specially viscoplasticity, when the stress field crosses the yield tolerance limits of the rock elements.

Microbial activity, geochemistry, geomechanics, and hydrogeology (multi-phase flow) are the four critical 
aspects of hydrogen storage that need to be addressed individually and simultaneously to understand their impact 
on energy  storage14. This work focuses on geomechanics and calibrating its risks, for example, regarding surface 
subsidence/uplift15,16. Due to cyclic injection and production, the reservoir undergoes plastic deformation, which 
becomes critical due to the presence of lots of heterogeneities such as faults and fractures, especially over long 
operational periods. Since seasonal storage projects are the focus of the UHS and natural gas storage projects, 
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the numerical experiments need to allow for simulation of the deformation over long periods (several years). 
Analysis of the rock stress and deformation over such long time scales helps to reveal potential risks associated 
with this storage process, for instance, an initially stable storage platform can indeed become critically stressed 
after a long operational  time17,18.

One of the major concerns of energy storage in the subsurface is the consequent ground surface subsidence 
or uplift. Several researchers in the past have reported subsidence in the carboniferous sandstone fields across 
the world which are used to produce  hydrocarbons17,19–24. When these reservoirs are used to store hydrogen, 
this results in seasonal cyclic loading on the reservoir that could cause permanent subsidence or uplift depend-
ing on the operating conditions and the rock characteristics. This calls for accurate modelling of subsidence for 
understanding the grain scale physics of the rocks in the subsurface. Some researchers modify the variation of 
elastic properties along depth and study the subsidence based on elasticity and pore-elasticity25–27. However this 
approach ignores the underlying grain scale physics, especially in the long-term (years) of cyclic loading. The 
authors  in28, for instance, investigate real case subsidence in the Bergermeer reservoir by developing a full scale 
3D poromechanical model, which includes a viscoelastic model (Kelvin–Voigt), faults and fractures. The effects 
of inelastic deformations were thus neglected from their work. Many underground reservoirs (and their sur-
roundings), however, are composed of different types of rocks with complex and particular mechanical behaviors. 
Inelastic deformations such as plasticity, viscoplasticity and creep are commonly observed in underground for-
mations. Plasticity is a permanent deformation that occurs instantaneously (time-independent) when the stress 
levels reach a certain yield limit (yield surface). Similarly, viscoplasticity also refers to a permanent deformation 
when the stress levels touch the yield surface. In this case, however, the rate at which stress is applied also plays an 
important  role29, and the stress levels are allowed to exceed the yield surface and then it takes a finite amount of 
time for it to return to the yield surface. Therefore, unlike plasticity, viscoplasticity is a time-dependent inelastic 
deformation. Another type of time-dependent inelastic deformation is creep, in which the material constantly 
deforms under the application of a constant and persistent external load, irrespective of the stress levels.

Although it is not possible to experimentally distinguish between creep and  viscoplasticity30, they actually 
follow different types of physics and, consequently, have different constitutive laws. For instance, creep is often 
modeled using power-laws31–33, although more general formulations are also available in the  literature34–36. Several 
experiments have been conducted in the past to study creep deformations in  rocks37–42. Viscoplastic models for 
rock/soil have also been proposed by several  researchers43–46. Some of them also use viscoplastic formulations 
to model creep  deformations46,47, since viscoplastic deformations tend to creep deformations when the yield 
limit tends to  zero30. For modeling plasticity (and also viscoplasticity), the critical state theory (CST) has been 
long employed to describe inelastic deformation in a variety of weak rocks including chalk, bonded mudrocks, 
carbonates, sandstones and  sand48–51. The modified cam-clay model (MCC), as introduced  by52, is the most widely 
used critical state model, which incorporates imposed loading sensitivity and hardening or softening hypothesis. 
Many  researchers53,54 have shown the applicability of modified cam clay plasticity model in the computation of 
inelastic deformation of sandstone rocks which is caused due to inter-granular cracking and slip of inter-granular 
clay films. Considering this hypothesis, MCC model is used in our work although the extent to which plasticity 
models can effectively describe inelastic deformation in the reservoir scale is still under research. An aspect of 
rock/soil failure analysis relates to the impact of cyclic loading, especially for intermittent injection/withdrawal 
of underground reservoirs. In this case, the material might undergo plastic deformation sooner than normally 
expected. A few studies can be mentioned in which the researchers analyze the effect of cyclic loading on 
 rocks55–58 using experiments under different confining pressures, loading conditions and chemical environments.

The first goal of this work is to propose a numerical model to properly describe the mechanical behavior of an 
underground formation composed of materials with different inelastic behaviors. A highly permeable sandstone 
reservoir is considered to be surrounded by a sandstone formation with low permeability, shale rock and salt 
rock. For salt rock, only creep deformation is accounted. Creep is also considered for the sandstone formation, 
as well as plastic deformations. Finally, viscoplascitiy is incorporated for the shale rock model. Power-law44 is 
employed for modelling creep in both salt rock and sandstone. The sandstone plasticity is modeled by using the 
MCC as a yield criterion and the consistency algorithm, as presented  in50. In order to account for cyclic load-
ing effects, we employ the strategy proposed  by59, in which the equation for the hardening parameter update 
is properly modified. Recently, cyclic experiments on sandstone have been  conducted60, where a cyclic MCC 
model was used to match the experimental results. Finally, the viscoplastic response of shale rock is modeled 
through Perzyna’s46 algorithm and the MCC as a yield criterion. A detailed description of how these models can 
be combined is provided within this work.

In addition to the complex mechanical behaviors, underground formations are often highly heterogeneous, 
which poses a serious challenge from a numerical point of view. The reason for this is that extremely fine grids 
are often necessary to properly capture such highly heterogeneous mechanical properties. As a consequence, 
the resulting system of equations is excessively large, thus requiring prohibitively computational power. In this 
context, a second contribution of this work is to devise a multiscale computational framework to study cyclic 
loading effects on reservoir rocks undergoing different types of inelastic strains, namely creep, viscoplasticity 
and plasticity. First, a fine-scale consistent modeling approach, based on finite element discrete scheme, is devel-
oped. Further, the fine-scale computational framework is then extended to a multiscale framework allowing for 
representation of the computational system on a much coarser resolution.

Multiscale strategy has been implemented in the past for solving porous media flow in the  subsurface61–68. 
This strategy has been implemented also for geo-mechanics69–72. The main idea of the multiscale strategy is 
solving the system at coarse scale and further approximating the solution to the finescale. Development of the 
multiscale strategy is not only important for advancing the computational efficiency, as formerly addressed for 
linear mechanics but also crucial to allow for generating a consistent map between fine and coarse scale systems 
without any need of upscaled parameters. This can also allow for the connection of the coarse scale observation 
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data directly to the fine-scale computational system, to reduce the uncertainty, as shown for flow in porous 
 media73. For convenient integration within a given simulation framework, the developed multiscale strategy is 
also formulated and implemented algebraically.

Numerical results are presented to study various aspects of the developed computational strategy. Firstly, 
the developed fine-scale finite-element method (FEM) simulation method is benchmarked with the literature. 
Additionally, the impact of inelastic deformation in a field-scale relevant test case is studied. It is worth mention-
ing that an important consequence of altering the subsurface stress is the subsidence/uplift; specially if the site 
is close to populated urban  areas74–76. In this study, as a relevant test case, the Dutch Bergermeer gas field is also 
investigated in detail to quantify the associated uplift over a few years of cyclic loading.

The paper is structured as follows. The governing equations related to solid mechanics are presented in “Gov-
erning equations”. The inelastic deformations, namely creep, viscoplasticity and plasticity, as well as the main 
ingredients of the MCC model, are discussed in “ Inelastic deformations”. In “Numerical formulation”, in addition 
to the finite element formulation, the implementation of the combined inelastic models is described in details. 
Once the discretized equations are obtained for the fine scale grid, the multiscale (MS) strategy is employed in 
“Multiscale formulation” to obtain the coarse grid algebraic equations. Finally, numerical experiments are carried 
out in “Results”, after which the conclusions are drawn in “Conclusions”.

Governing equations
A rock undergoing an external load can be represented by the linear momentum conservation  equation77. Assum-
ing quasi–static loading condition (neglecting inertial effects), this equation can be expressed as

where σ is the rank-2 stress tensor and f  denotes the volumetric body forces, expressed as (N/m3 ). Moreover, 
the stress tensor can be expressed in terms of the rank-4 stiffness tensor C and the rank-2 elastic strain tensor 
ε
e , that is,

For isotropic linear elastic materials, according to Hooke’s law the elements of the stiffness tensor are given by

where δij is the Kronecker’s delta and � and G are the first Lame’s parameter and shear modulus, respectively.
When the small strain assumption is valid, the total strain tensor ε has a linear relation with the displacement 

vector u , given by,

with ∇s denoting the symmetric nabla operator. Additionally, the small strain assumption allows the total strain 
tensor to be split into an elastic ( εe ) and an inelastic ( εie ) parts, that is,

Combining Eqs. (1), (2) and (4), the linear momentum balance equation can be expressed as

One of the challenges here is to properly account for the different types of inelastic deformations of shale, salt 
and sandstone formations. In the next section, the inelastic deformations considered in this work are presented 
in detail.

Inelastic deformations
The rock formations considered in this work are known to present time-dependent and time-independent inelas-
tic deformations. Time-independent inelastic deformation basically refer to plastic deformations, which occur 
when the effective stress reach a certain point. Similarly, viscoplasticity consists of irreversible deformations that 
develop over time, regarded that the stress levels also reach a critical value. The phenomenon known as creep 
also refer to a time-dependent irreversible deformation, however, it occurs for any level of stress.

In this work, only creep is considered for the inelastic deformation of salt rock. Creep is also considered for 
the sandstone, in addition to plastic (time-independent) deformations. Finally, for shale rocks only viscoplastic 
deformations are considered. The Modified Cam-Clay (MCC) failure criteria adapted for cyclic loading condition 
is adopted for both shale rock and sandstone. For shale rock, however, the Perzyna algorithm, which adopts the 
concept of overstress, is employed. On the other hand, Consistency based algorithm is used for sandstone. In 
what follows, the creep model, the MCC, Perzyna and Consistency algorithms are briefly presented. Associative 
plasticity model is employed in this work.

Creep. Creep deformation is a well-known phenomenon observed in a broad range of materials. In the pre-
sent case, this deformation mechanism can be observed in both rock salt and sandstone. As illustrated in Fig. 1, 
a typical creep curve is characterized by three distinct regions: transient (I), steady-state (II) and accelerated (III) 
creep. The visco-elastic response of the transient creep often occurs in a very short period of time when com-
pared to the steady-state creep. Also, for short periods of time, the accumulated strain for stages I and II can be 

(1)∇ · σ = −f ,

(2)σ = C : εe .

(3)Cijkl = �δijδkl + G(δikδjl + δilδjk),

(4)ε = ∇su ≡
1

2

(
∇u +∇u

T
)
,

(5)ε = ε
e + ε

ie .

(6)∇ · (C : ε) = −f +∇ ·
(
C : εie

)
.
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of the same order of magnitude. However, for sufficiently long periods of time the amount of strain accumulated 
during stage I can be negligible when compared to stage II. Considering all uncertainties associated with the 
geological data, it is reasonably safe to omit this initial creep stage. Predicting material rupture is not the purpose 
of this work, hence the accelerated creep stage is also disregarded.

In the presence of a constant external load, the steady-state creep is characterized by a constant strain rate, 
as shown in Fig. 1. The strain rate caused by steady-state creep can be modeled  by44

where Q is the activation energy, R is Boltzmann’s constant and T is temperature. Finally, A and n are material 
constants and q is the von Misses stress, given by q =

√
2
3 s : s , with s being the deviatoric stress tensor.

Several researchers have shown that the rocksalt undergoes  creep33,78,79. In this work, only the steady state 
creep is considered for rock using a power law as shown in Eq. (7). Similarly, few researchers have also shown 
that the sandstone rock undergoes  creep37,42,80. In this work, creep in sandstone rocks is also accommodated 
using the power law formulation, as shown in Eq. (7).

Modified Cam-Clay (MCC). The basic steps involved in the Modified Cam-Clay model are presented in 
this section. The MCC is employed in this work for both plasticity and visco-plasticity models. For the purpose 
of keeping the notation simple, we adopt the superscript “p′′ throughout this section to denote either plastic 
or visco-plastic deformations. In “Perzyna based viscoplastic algorithm” and “Consistency based plastic algo-
rithm”, as well as the remaining sections, however, the superscripts “p′′ and “vp′′ are used to properly differentiate 
between plastic and visco-plastic deformations, respectively.

Based on loading conditions and material properties, a certain yield function is responsible for deciding 
whether the material deformation is under elastic or (visco)plastic regime. The main ingredients of the MCC 
are the (1) elastic step, (2) yield function, (3) the hardening parameter and (4) plastic flow  rule46,50,81,82. The 
schematic representation of the MCC model is shown in Fig. 2. The elastic region is enclosed by the yield surface 
represented by the semi-ellipse. The figure shows the yield surface, in solid black line, and a “loading” surface, 
represented by the dashed black line, both of which are discussed below. The effective stress path is characterized 
by the load applied to the rock, and it is represented in the p′–q plane, with p′ being the mean volumetric stress 
( p′ = −tr(σ )/3 ) and q representing the von Misses stress. Moreover, the effective stress path for the drained test 

(7)ε̇
cr = A exp

(
−

Q

RT

)
qn−1
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Figure 1.  Creep deformation curve under constant external load.
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case dictates whether the material undergoes plastic hardening or plastic softening. The Critical State Line (CSL) 
shows the terminal state of the rock in the plastic region. A material yielding at the critical state does not compact 
or dilate when sheared. In other words, the CSL separates the dilation and compression regions of the rock. In 
what follows, the four ingredients mentioned at the beginning of this paragraph are presented in more detail.

Elastic step. In soil mechanics, it can be observed experimentally that the void ratio (e) has a non-linear rela-
tionship with the mean stress ( p′ ), which is given by

where κ is the compression index and C is a material constant corresponding to ln(p′ = 1) . Additionally, the 
change in the void ratio is given by

with dεv representing the incremental volumetric strain and e0 denoting the initial void ratio.
The void ratio is a measure of how tight the soil grains are to each other. It is reasonable to assume that the 

more connected the soil grains are to each other, the larger the material stiffness is. In fact, from classical soil 
mechanics, it can be shown that the relationship between the void ratio and the elastic moduli are

with ν being the Poisson’s ratio. From Eq. (10) it can be noticed that the elastic step in the MCC model is actually 
non-linear, since the elastic moduli also change with both mean stress p′ and void ratio e.

Yield function. The yield function refers to the equation that describes the yield surface, as depicted in Fig. 2. 
The yield function F depends on the stress level and the (visco)plastic strain, and it can be expressed as

where M is the slope of the CSL and p′c is the hardening parameter, which is also called as the pre-consolidation 
pressure and it depends on the volumetric (visco)plastic strain εpv . As shown in Fig. 2, the position of p′c on the 
p′ axis changes according to the yield surface F.

Instead of evaluating the yield function (Eq. 11), it can be also convenient to define a semi-elliptical “loading” 
surface, as represented by the dashed black line in Fig. 2. The point p′y , which intersects the p′ axis, is given by

In this manner, a simple comparison between p′c and p′y is enough to characterize whether the material 
behaves elastically ( p′y < p′c ) or plastically ( p′y = p′c).

Hardening parameter. The hardening parameter is characterized by the variable p′c , which defines the position 
of the yield surface. Therefore, the material becomes “harder” when p′c increases, since a higher stress level must 
be achieved to trigger plastic deformations. In the original approach of the MCC model, the hardening param-
eter increment (dp′c ) is zero if the stress state is in the elastic regime, for instance p′y < p′c . Otherwise, if the stress 
state touches the yield surface ( p′y = p′c ), then the hardening parameter increases proportionally to the (visco)
plastic strain variation. This can be expressed as follows.

where � is the unloading/reloading index, which is obtained from isotropic plastic consolidation  test83.
The hardening rule represented by Eq. (13) is originally developed for monotonic loads. For cyclic loads, 

however, even in the elastic region, the material might reach failure sooner than predicted by the original MCC. 
This suggests that the yield surface actually shrinks during the process. Based on this idea, the hardening rule 
represented by Eq. (13) has been generalized for cyclic  loading59 by allowing the yield surface to shrink during 
unloading (dp′y < 0 ). This case can be expressed as

in which θ represents the fraction of shrinkage of the yield surface with respect to the “loading” surface. Notice 
that Eq. (13) is fully recovered from Eq. (14) when θ = 0 . In a recent  work60, the authors conducted cyclic triaxial 

(8)e = C − κ ln p′,

(9)de = −(1+ e0)dεv ,

(10)K =
(1+ e)p′

κ
and G =

3(1− 2ν)(1+ e)p′

2(1+ ν)κ
,

(11)F (σ , ε
p
v ) = q2 +M2p′(p′ − p′c(ε

p
v )) = 0,

(12)p′y = p′ +
( q

M

)2 1
p′
.

(13)
dp′c
p′c

=





0 if p′y < p′c ,�
1+ e

�− κ

�
dε

p
v otherwise.

(14)
dp′c
p′c

=
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′
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θ
dp′y
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′
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experiments on sandstone rock and observed similar trend of the applicability of θ parameter in sandstone 
experiments.

Plastic flow rule. Plastic strain is computed using the plastic flow rule, which is dependent on the stresses. In 
this work, we employ an associative flow rule, in which the plastic (or viscoplastic, in this case) strain is propor-
tional to the gradient of the yield function with respect to stress. The incremental (visco)plastic strain tensor and 
the incremental volumetric (visco)plastic strain, therefore, take the following form

with γ  denoting the plastic multiplier. The definition of this parameter depends on the numerical strategy 
adopted. In this work, Perzyna and Consistency based algorithms are employed for this purpose.

The four main steps of a plasticity model have been presented above. In the remaining of this section, we 
present the numerical approaches employed for obtaining the plastic multiplier of Eq. (15).

Perzyna based viscoplastic algorithm. In this work, we follow the approach proposed  in46, in which the visco-
plastic strain rate tensor and viscoplastic volumetric strain rate are respectively given by,

where ∂σF and ∂p′F are the partial derivatives of F with respect to σ and p′ , respectively. Moreover, the plastic 
multiplier is computed as,

with �·� representing the Macaulay brackets and the viscosity expressed as

in which µ0 and ζ are the reference viscosity and a material parameter.
Defining the residues

where Eq. (19) is the residual form of Eqs. (17) and (20) neglects creep and plasticity contributions, since the 
Perzyna algorithm is employed here only for the shale rock, where creep and time-independent plasticity are 
assumed to be absent. Equations (19) and (20) depend on σ and γ̇ , therefore, applying Newton‘s method and 
solving for the increments d σ and d ̇γ leads to

The reader is referred  to46 for the detailed formulation, including the explicit expressions for ∂σψ , ∂γ̇ ψ , ∂σ r 
and ∂γ̇ r . Therefore, for each time step, internal iterations are required by updating stress and plastic multiplier 
as γ̇ k+1 = γ̇ k + dγ̇ and σ k+1 = σ

k + dσ.

Consistency based plastic algorithm. For the sandstone, plasticity is incorporated through the consistency algo-
rithm in conjunction with the MCC model, with the hardening parameter also computed by Eq. (14). Plastic 
deformation occurs when the yield function value is equal to 0. The return mapping algorithm using consistency 
condition has been used by several  researchers50,81,82,84. We adopt the approach suggested by Liu et al.50 in which 
anisotropy is ignored. Here, the plastic multiplier is computed by assuming the consistency condition, given by

The increment of stress, d σ , is proportional to the elastic strain. Since sandstone is considered in this work 
to undergo elastic, creep and plastic deformations, the increment of stress can be expressed as

(15)dεp = γ
∂F

∂σ
and dεpv = γ

∂F

∂p′

(16)ε̇
vp = γ̇

∂σF

|∂σF |
and ε̇

vp
v = γ̇

∂p′F

|∂σF |
,

(17)γ̇ =
�F (σ , ε

vp
v )�

µ(ε
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v )p′

(18)µ(ε
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v ) = µ0 exp

(
ζε

vp
v

)

(19)ψ =
F

p′
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(
ε
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v

)
,

(20)r = −dε + dεe + dεvp,

(21)dγ̇ =
ψ − ∂σψ : ∂σ r

−1 : r

∂σψ : ∂σ r−1 : ∂γ̇ r
,
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)
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with dε being the increment of total deformation. The increment of plastic deformation can be obtained from 
the plastic flow rule (Eq. 15). Additionally, Eq. (14) for the case of p′y ≥ p′c can be solved for the increment d p′c . 
In this manner, Eq. (23) becomes

Finally, solving Eq. (25) for γ provides

The terms on the right-hand side of Eq. (26) must be evaluated at the current time level. For each time step, 
an iterative procedure (return mapping strategy) is employed on the stress until the corrected stress and the 
hardening parameter satisfy the yield condition.

Inelastic strain composition. As depicted in Fig. 3, the domain � is decomposed in �st , �sd and �sh for 
salt rock, sandstone and shale rock, respectively. Considering these different domains do not overlap each other, 
we have that

Considering these three materials, we propose to express the inelastic strain tensor of Eq. (6) as

in which

with the subscripts “st”, “sd” and “sh” denoting salt rock, sandstone and shale rock, respectively.
As mentioned before, the inelastic deformations are considered to be only creep for rock salt, creep and plas-

ticity for sandstone and only viscoplasticity for shale rock. Therefore, the inelastic strain tensor can be further 
split into

where εcrst  and εcrsd are modeled by Eq. (7), and plastic and viscoplastic strains are modeled using the MCC model 
with cyclic hardening parameter (Eq. 14). Moreover, the plastic multipliers γ of εpsd and εvpsh are respectively 
obtained through the Perzyna and Consistency approaches previously discussed. We emphasize that all these 
inelastic strains must satisfy Eq. (30).

Numerical formulation
Consider a domain � ∈ R

2 bounded by a surface Ŵ , which is oriented by a normal vector n pointing outwards � . 
The boundary surface can be further split in Ŵ = ŴD ∪ ŴN , where ŴD and ŴN denote the portions of the bound-
ary surface in which Dirichlet and Neumann boundary conditions are applied, respectively. Moreover, we have 
that ŴD ∩ ŴN = ∅ . The trial and test functions are respectively defined as

where H1 denotes the first-order Sobolev space. In this manner, the weak form of Eq. (1) can be expressed as

(25)
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dε − dεcr
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)
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(27)� = �st ∪�sd ∪�sh, and

(28)�st ∩�sd = �st ∩�sh = �sd ∩�sh = ∅.

(29)ε
ie = εst + εsh + εsd,

(30)εm(x) =

{
εm(x) if x ∈ �m

0 otherwise
for m = st, sd, sh

(31)ε
ie = ε

cr
st + ε

cr
sd + ε

p
sd + ε

vp
sh ,

(32)U = {u ∈ H
1, u = ū on ŴD},

(33)W = {w ∈ H
1,w = 0 on ŴD}

Shale layer (Ωsh)

Salt rock layer (Ωst)

Sandstone formation (Ωsd)

Sandstone reservoir (Ωsd)
H2 storage

Figure 3.  Schematic representation of the solution domain.
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The test function is assumed to be equal incremental solution ( w = δa, ∀δa ∈ W ) which satisfies the kin-
ematic BC to minimize the residual in global domain. Using the divergence theorem,

where the imposed traction vector is given by t = σ · n . Equation (35) is used in Eq. (34) to yield,

The above equation is the incremental internal virtual work which is equal to external virtual work. In Eq. 
(36), the first and second terms on the right-hand side represent the imposed boundary traction forces and the 
volumetric body forces, respectively. All these terms are evaluated at time t +�t . In the incremental load/time-
stepping scheme, the stress tensor can be written as

Substituting Eq. (37) into Eq. (36),

By considering �h as a partition of � composed of non-overlapping quadrangles, the corresponding discrete 
function spaces U h and Wh can be defined. Therefore, the displacement vector field can be approximated as

with N and B representing the interpolation functions and their global derivatives, respectively. Accordingly, the 
discretized linear momentum equation can be written as,

where δuT are constants and can be readily eliminated from Eq. (40). The incremental stress is proportional to 
the increment of elastic strain, that is

in which Voigt notation has been employed. However, considering infinitesimal strains, it follows that 
�ε = �ε

e +�ε
ie (from Eq. 5), and thus �σ = C

(
�ε −�ε

ie
)
 . Additionally, recalling that �ε = B�u , then

Substituting Eq. (42) into Eq. (40),

Equation (43) originates a system of equations in the following form

where b = b
e + b

ie , with

Because of the non-linearity present in bie , due to the inelastic strains, it is convenient to define a residue 
vector as

where x = �u . Newton’s method can be applied by expanding Eq. (46) using Taylor series, that is,

Enforcing the residue at the current iteration k + 1 equal to zero, the following linearized system is repeatedly 
solved until convergence for each time level,

(34)
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w
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with Jk = ∂xR
k representing the Jacobian matrix at iteration k.

Implementation. The implementation of the non-linear model proposed in this work is represented in the 
pseudocode shown in Algorithm 1 for a given load step at time level t +�t . A load control-based algorithm 
is presented here. For each time step, the residual is solved for an incremental displacement. Creep, plastic and 
viscoplastic strains of shale, salt and sandstone rocks are computed in the material loop. The corresponding sub-
routines are represented by Algorithm 2 for salt rock, Algorithm 3 for shale rock and Algorithm 4 for sandstone. 
These algorithms are solved inside each element. Recalling the subdomains defined in Fig. 3, Perzyna’s approach 
(Algorithm 3) is applied for computing viscoplastic strains only in the subdomain �sh . Algorithm 4 goes over the 
sandstone elements belonging to �sd for computing both creep and plastic (according to consistency approach) 
strains. Algorithm 5 is used for computing the increment of creep, and Algorithms 6 and 7 are used for com-
puting the loading surface p′y and the hardening parameter p′c (yield surface), respectively. Notice in line 2 of 
Algorithm 3 that θ ← 0 , which means that the yield surface does not shrink during unloading, which is given 
by d p′y < 0 (see line 5 of Algorithm 7).
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Multiscale formulation
In the finite element formulation, the material properties (shear modulus, Poisson’s ratio, void ratio, etc) are 
defined for each grid element. Underground formations are often highly heterogeneous, with varying mechanical 
properties and rock types. This represents a serious challenge from a computational point of view since it requires 
extremely fine grids to appropriately capture all the heterogeneities, which naturally increases the computational 
effort for solving the resulting system of equations. To circumvent this problem we adopt a multiscale formula-
tion, as proposed  in85, in which the heterogeneities are properly represented in the fine scale but the system 
of equations is solved in a coarse scale, thus reducing computational burden while still capturing the physical 
characteristics of the system in a suitable manner.

The multiscale formulation is based on the construction of a coarse grid superimposed on a fine scale grid. 
Each element of the coarse grid contains a set of fine grid elements. The coarse elements are represented in Fig. 4 

Figure 4.  The above illustrates the 3D grid depicting finescale and coarse scale grid. Each coarse scale element 
( �u ) consists of fine-scale elements. The basis function of the corner coarse element is shown.
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by the blocks with different colors. The goal is to compute the solution xH for the coarse scale and then project 
it onto the fine scale grid, xh , that is,

where P is the prolongation matrix with dimensions (nh × nH ) , with nh and nH denoting the number of nodes 
in the fine and coarse scale grids, respectively. In addition, a restriction operator is defined as R = PT , such that 
xH = Rxh.

For the sake of generality, let us write the linearized system of Eq. (48) in the fine scale as

The corresponding coefficient matrix and independent vector in the coarse scale can be obtained using the 
restriction and prolongation operators as AH = RAhP and bH = Rbh , respectively. Therefore, instead of solving 
Eq. (50), the coarse scale solution is obtained by solving

which has nH unknowns instead of nh . The solution is then prolonged to the fine scale as desired by using Eq. (49).
Clearly, the success of the multiscale strategy depends on the proper construction of the prolongation P and 

restriction R operators. These operators are actually constructed by computing displacement basis functions, NH , 
at each element of the coarse grid. An example of a basis function is depicted in Fig. 4 for a three-dimensional 
element. For obtaining these basis functions, the following equations are solved for each coarse element

where �u and ∂� denote the domain of a given coarse element and its boundaries, respectively. The operator ∇||
s  

is the symmetric nabla operator in the tangent plane of each face of ∂� . Additionally, nuH represents the number 
of fine scale nodes contained within the coarse element �u.

The constitutive matrices in equation are defined for each element of the fine scale. In this manner, when the 
basis functions are obtained, they naturally take the internal heterogeneities into account. The system of equa-
tions represented by Eq. (54) is solved for each element of the coarse grid in the beginning of the simulation. 
A permutation matrix W as presented  in61 is employed to rearrange all the interior (I), faces (F), edges (E) and 
vertex (V) nodes. The permuted system is written as,

By applying Gaussian elimination twice of the above system and solving for the reduced order boundary 
conditions as shown below,

where ÃFF , ÃFE , ÃFV , ÃEE , ÃEV  is computed by solving the system of equations Eq. (54). The reduced upper 
triangle system is given by,

The ÂVV  is the coarse scale matrix ÂH which is employed to solve for coarse scale solution. Further, this 
solution is prolonged to compute the finescale solution. In this work, this multiscale strategy is accommodated 
to solve for incremental loads which further helps in accounting the inelastic strains. Detailed algorithm is 
presented in Algorithm 8.
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ûF

ûE
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Depending on the required accuracy, the MS simulation method could be extended to iterative multiscale 
method (i-MS) using different preconditioners such as GMRES or ILU. The reader is referred  to85 for a detailed 
description of how to employ iterative multiscale strategy.

Results
Several numerical experiments are conducted to benchmark our unified framework to evaluate the impact of 
inelastic deformation at field scale when a cyclic load is employed. The consistency of the FEM formulation was 
checked and the displacement field was found to be 2nd order accurate in space.

Benchmarking the simulator. The simulator is benchmarked in the first step with the existing available 
data in the literature. In this test case, the material is assumed to be boston blue clay showing only plasticity with-
out any creep and modeled using original MCC using Eq. (13). Drained loading condition with strain softening 
and undrained condition with strain hardening are considered in this section to study the variation of von Mises 
stress with strain. Table 1 show the parameters employed in the following simulation. The effective stress paths 
applied can be observed in Fig. 5a,d for drained and undrained loading conditions, respectively. As shown in 
these two graphics, the stress path goes from point A to B and from B to C. An increasing load is subjected to the 
rock similar to an over-time rise in the stresses when a fluid is continuously injected into the reservoir.

The results are illustrated in Fig. 5. Figure 5a–c show the yield surface, variation of normalized stress with 
axial strain and variation of void ratio with mean stress respectively for drained condition. Similarly Fig. 5d,e 
illustrate the same material, but under undrained loading condition. In the case of drained condition (Fig. 5a), 
the load increases from point A until it touches the initial yield surface in point B. When it returns to point C, 
because it is in the softening region (above the CSL), the variation in volumetric strain is negative, which makes 
the yield surface to shrink according to Eq. (13). On the other hand, when undrained condition is imposed 
(Fig. 5d), the point at which the stress state reaches the initial yield surface (point B) is below the CSL, that is, 
in the hardening region, where volumetric strain variation is positive. As a result, the yield envelope expands in 
the plasticity regime from point B to point C.

Variation of normalized stress (normalized with preconsolidation pressure) with respect to the axial strain for 
drained (Fig. 5b) and undrained (Fig. 5e) conditions are compared with the literature of numerical  results86. The 
characteristic softening and hardening behaviors can be verified in these two figures, with the stress increasing 
after point B for Fig. 5e, and decreasing for Fig. 5b. As it can be seen from these graphics, the numerical results 
compare relatively well with the literature. The variation of void ratio with logarithm of volumetric stress is shown 
in Fig. 5c,f. The change in void ratio for a drained condition is significant in inelastic region (from point B to C) 
compared to elastic region. However the void ratio remains constant when the load is applied in an undrained 
fashion because only the pore pressure changes in the rock.

The parameters in Table 1 were employed to verify the implementation of our work. In the field scale scenario, 
these parameters are calibrated further based on the observed uplift by the GPS stations which is elaborated in 
the later section. In a field case storage scenario depending on the operating conditions and time instant the 
reservoir will be usually partially saturated, so porous rock might experience drained or undrained consolidation 

Table 1.  Parameters employed for triaxial loading for Boston blue  clay86.

# Value # Value # Value

κ 0.034 (–) p′ 0.25 (MPa) ν 0.3 (–)

� 0.17 (–) M 1.34 (–) e0 1.12 (–)
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conditions. The results presented above show that the numerical scheme is able to adequately describe these 
two situations.

Comparison between finescale and multiscale results. In this test case, fine scale and multiscale 
results are compared for a homogenous rock using the same parameters as presented in Table 1. The respective 
stress paths for drained (Fig. 6a) and undrained (Fig. 6d) conditions are presented. In contrast to the test cases 
presented in the previous section, here the stress path for the drained condition promotes a hardening behavior 
(line B–C in Fig. 6a is below CSL), while softening is obtained for the undrained stress condition (line B–C is 
above CSL in Fig. 6d).

The results are presented in Fig. 6. Figure 6a–c show the yield surface, variation of normalized stress with axial 
strain and variation of void ratio with mean stress respectively for drained condition. Similarly Fig. 6d–f show 
the same for undrained condition. The variations of von Mises stress with axial displacement for finescale and 
multiscale are shown in Fig. 6b,e respectively for strain hardening and strain softening test case. The difference is 
virtually zero because the MS strategy is able to capture all the information from reduced order boundary condi-
tions in the homogeneous rock. The variation of void ratio with logarithm of mean stress is shown in Fig. 6c,f. 
Similar to the previous test case, a higher change in void ratio is observed in the plastic region of the drained load-
ing condition compared to the change in void ratio in the elastic region (that is from point B to C in Fig. 6c). In 
addition, the volumetric strain variation is zero for undrained loading, thus resulting in no change in void ratio.

Cyclic loading of rocks. Underground energy storage will involve cyclic loading on the reservoir depend-
ing on the demand and supply of the energy (for e.g. H2). For this reason, it is important to study the effect of 
cyclic loading of rocks involving inelastic strains. In this test case, homogeneous sandstone and shale rock are 
studied to understand the effect of viscoplasticity on shale rock and the effect of creep and plasticity on sand-
stone rock. Considering seasonal storage of hydrogen in reservoirs, four phases of storage cycle are incorporated 
as elaborated  in87. These phases include injection phase, rest phase at high pressure, withdrawal phase and lastly 
rest phase at low pressure. The chosen parameters for shale rock are presented in Table 2 and are obtained  from46. 
The rock is modelled with 20× 1× 20 elements of dimensions 25× 25× 50 (cm3 ). Bottom face is fixed, vertical 
cyclic load as shown in Fig. 7a is imposed on the top face and rest of the faces have a confining stress of 40 MPa.

The variation of axial strain with time for numerical and experimental  results41 is obtained here by employing 
Perzyna viscoplastic formulation. Viscoplastic behavior of shale rocks can be clearly observed in this test case, 
where the rock deforms of time at a constant load as shown in Fig. 7b. As the number of cycles increases, the 
axial strain in the rock also increases with time. In this test case, the unloading effect of the hardening parameter 
as explained in Eq. (14), is not accounted since this effect was not observed experimentally ( θ = 0).

Using the same load as shown in Fig. 7a, the effect of cyclic loading on sandstone rock is studied. The param-
eters used for sandstone are presented in Table 1. For comparison purposes, however, the pre-consolidation 
pressure is chosen to be py = 43.17 MPa which is same as the shale rock. Figure 7c shows the variation of strain 
with time for sandstone without incorporating creep strains. It can be seen that in Fig. 7c the strain rate is 0 for 

Figure 5.  benchmarking: illustration of the strain softening scenario using MCC with consistency condition 
for drained rock (Fig. 5a–c) and strain hardening scenario for undrained rock (Fig. 5d–f) respectively. The 
simulation results are compared  with86.
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constant load, since plasticity is a time-independent phenomenon. However, as θ is larger than zero, the accu-
mulated strain increases with time for every cycle. This is due to the reloading effect, which is accommodated in 
the hardening parameter. When a fluid is stored in the subsurface based on the demand and supply, the higher 
the number of cycles for the same operating pressures, the higher will be the accumulated strain.

The interplay between creep and plasticity in sandstone was also studied. The parameters chosen for creep 
formulation are presented in Table 1. Figure 7d shows the variation of strain with time for sandstone by also 
considering creep strains. In this case, it can be seen that for a constant load, the strain is increasing with time 
due to the accumulation of creep strain. With the inclusion of creep and the reloading effect, number of cycles 
and the time period of the imposed load will make a significant impact on the accumulated strain.

Comparing shale rock and sandstone, it can be seen that the axial strain is higher for sandstone compared to 
the shale rock. This is because of the different elastic and plastic properties of the rock.

Effect of heterogeneity on multiscale. In this test case, the goal is to study the influence of heteroge-
neities in the mechanical response of materials. For this purpose, Perzyna’s formulation is employed to observe 
the difference between fine-scale (FS) and multi-scale (MS) results. The strategy consists of imposing a uniform 
distribution for one material property at a time while the others are kept constant. The values for the heteroge-
neous paramenters and the corresponding ranges of variation are shown in Table 3. The remaining parameters 
(including domain dimensions) are taken from Table 2. The loading condition is shown in Fig. 7a. The domain 
has 20× 1× 20 cells, with a coarsening ratio of 5× 1× 5

Figure 8 shows the comparison of FS and MS axial displacement results for two different nodes on the top 
face (node 1 and node 2). Among the investigated parameters, the deformation is most sensitive to κ when het-
erogeneity is imposed: results obtained from two different nodes exhibit more pronounced deviations compared 
to the other scenarios. This occurs due to the influence of the parameter κ on the bulk modulus which causes 
change in the elastic deformation. Due to this significant change, a slight difference of FS and MS results can 
be seen. Figure 8b–e respectively show the influence heterogeneity of µ , ζ , � and py on the displacement over 

Figure 6.  Comparison: illustration of the strain hardening scenario using MCC with consistency condition for 
drained condition (Fig. 6a–c) and strain softening scenario for undrained condition (Fig. 6d–f) respectively. 
Here the results are compared with FS and MS simulation methods.

Table 2.  Parameters employed in the cyclic loading for shale  rock46.

# Value # Value # Value

κ 8.86e−3 µ0 9.69e12 (Pa s) ζ 4.33e3

� 29.3e−3 M 1.3 py 43.17 (MPa)

Elements 20× 1× 20 e 0.089 Length 25× 25× 50 (cm3)

A 1e−17 n 1.6 Q 5000 (mol/cal)
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time. The impact of heterogeneity in void ratio Fig. 8f also affects the elastic part of deformation. However, the 
displacements at different nodes are not significant compared to Fig. 8a.

The results in Fig. 8 show that the MS solution is able to satisfactorily reproduce the FS solution. To achieve 
higher accuracies of MS solutions, an iterative MS strategy is employed. Figure 8g shows the variation of log(er ) 
with number of iterations. In iterative MS  strategy85 there are two stages. The first stage involves the multiscale 
stage and the second stage involves the smoothing stage with a pre-conditioner. Depending on the required 
accuracy different numbers of smoothing stages ns can be applied. In this work, Incomplete LU decomposition 
(ILU(0)) with different number of smoothing stages and the Generalized minimal residual method (GMRES) 
are employed as a pre-conditioner. Figure 8g shows the convergence for each case. It can be seen that GMRES 
converges to the solution much faster in less than 10 iterations compared to ILU(0) as the pre-conditioner in 
multi-scale strategy. Figure 8h shows the convergence history for the GMRES as a smoother when heterogeneities 
in κ , e and py are considered. It can be seen that it takes fewer iterations for heterogeneity in py compared to the 
other parameters due to its influence primarily only on the inelastic deformation. MS results are quite satisfac-
tory overall compared to the FS. In field scale situations, with high heterogeneities and lithological artifacts MS 
could vary from FS significantly.

Field scale test case. Subsurface energy storage technology will involve cyclic injection and production in 
the reservoir, which can lead to subsidence/uplift. Due to these time-dependent processes, it is critical to under-
stand the influence of inelastic strains and the stress distributions around the reservoir. To study this, a synthetic 
test case inspired from Bergermeer gas storage site in the Netherlands is chosen. Predominantly, it is a sandstone 
reservoir in the Slochteren formation located in the North West of the Netherlands with faults and fractures. The 
seal of this reservoir is predominantly a Zechstein salt layer (ZET). The other cap-rock seal is the Zechstein plat-
ten (ZEB) formation consisting of salt such as dolomite, anhydrites, clays and  shale11,88.Due to the heterogeneous 

Figure 7.  Cyclic loading: illustration of the effect of the imposed cyclic load (Fig. 7a) on shale rock and 
sandstone rock is presented here. The model parameters are chosen from the  literature46 and compared with 
the experimental  data41 as shown in Fig. 7(b). Figure 7(c,d) show the variation of axial strain for sandstone rock 
without and with creep deformation for the same imposed loading respectively.

Table 3.  Different parameters chosen to study their influence of heterogeneity.

# Value # Value # Value

κ (5 ±3)× 10
−3 � (30 ±20)× 10

−3 ζ (10 ±3)× 10
3

py (40 ±10)× 10
6 Pa φ 0.1 ± 0.05 µ0 (45 ±30)× 10

12 Pa s
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formation, the elastic properties and their plasticity constitutive laws vary accordingly. In this work the impact of 
faults and fractures are not considered in the geo-mechanical model. Although each layer is composed of differ-
ent materials, for the sake of simplicity, it is assumed here a single type of material for each layer.

A planar 2D cross-section of the reservoir is  chosen28 as presented in Fig. 9 with varying Young’s modulus 
along the depth. The Young’s modulus and the Poisson’s ratio are chosen from the  literature89,90. The domain has 
98x1x98 cells, with the coarsening ratio of 14× 1× 14 for the multiscale method. The properties chosen and 
the type of rock assumed in each layer is presented in Table 4. The choice of coarsening ratio has been exten-
sively studied for simulation of multiphase  flow61,62 based on CPU time for 3D test cases. In our study, we have 
taken approximately close to the root square of the elements existing in each axis. This is in agreement with the 
commonly used coarsening ratios, i.e., using the coarsening ratio of 10× 10× 10 allows for reducing size of 
the mesh by 1 order of magnitude in each direction. The layers in the table are arranged along the depth in an 
increasing manner. Roller boundary conditions (zero normal displacement) are imposed on the left, bottom 
and right boundaries, whereas the top boundary is traction-free. In the earth’s natural state, lithostatic pressure 
would be present inside the geometrical domain. However, it is assumed that the lithostatic pressure does not 
cause nonlinear time-dependent deformation. The deviation from the equilibrium state, therefore, is only caused 
by injection and production of the reservoir, which is imposed as a uniform volumetric load over the elements 
in the reservoir. Figure 9 shows the area comprising the reservoir.

A number of  researchers28,91,93 have tried to model the Bergermeer gas field by considering faults inside the 
3D domain and employing the Kelvin Voigt model to account for inelasticity. However, in this work different 
inelastic formulations are employed for different materials to accommodate heterogeneities more effectively. 
Elasticity modulus degradation due to possible reservoir rock in-elasticity is neglected. The physical properties of 

Figure 8.  Heterogeneity: illustration of the impact of heterogeneity in shale properties on the axial 
deformation. The chosen parameters and its range is shown in Table 3. Heterogeneity in κ , µ , ζ , � , py and 
e is shown in the Fig. 8(a–f), respectively. The convergence plot for void ratio is shown in Fig. 8(g) and the 
convergence plot for different parameter using GMRES is shown in Fig. 8(h).
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all materials are considered to be isotropic. The material constants which are calibrated in the previous sections 
for lab-scale experiments cannot be used directly in the field scale measurements due to differences in stress 
magnitudes on the sample, the difference in the timescales of the lab experiments with the field scale experi-
ments, and lastly the rock samples from different field can show different micro-structural properties. Hence in 
this work, the plasticity constants are calibrated based on the variation of the uplift with time in the period of 
0 to 1.75 years. The parameters used in the inelasticity formulation are presented in Table 5. These parameters 
are calibrated based on the uplift data from the observed GPS stations. The calibration method can be further 
improved using optimization processes which is beyond the scope of this work. The results are presented in 
Fig. 10. The filtered uplift measurement data is obtained from GPS  stations28,92.

Figure 10a shows the variation of the imposed pressure inside the reservoir to time. The calibration and 
prediction phase of the imposed pressure is separated at 1.75 years. Accordingly, based on the calibration the 
uplift predicted from our model is presented. Figure 10b shows the variation of uplift along the width of the 
reservoir at 2.15 years. The results show both fine scale and multiscale results. It can be seen that the uplift is 
not symmetric along the center of the reservoir, this is due to the asymmetrical position of the reservoir in the 
lithology. The multi-scale algorithm is able to compute the magnitude of the uplift quite satisfactorily when 
compared to the fine-scale solutions.

Lastly, Fig. 10c shows the variation of uplift with time for the imposed pressure loading. Here it can be seen 
that the measurement data from 0 to 0.8 years is not predicted from the numerical algorithm. This is because of 

Figure 9.  Field scale test case: the above shows the variation of the Youngs modulus inside the geological 
domain highlighting the reservoir boundary at a depth of around 2000 m. Roller boundary conditions are 
imposed in the left, bottom and right face and the top face has free stress boundary conditions.

Table 4.  Lithological properties in the Bergermeer  field89,90.

Lithology Young’s modulus (GPa) ν (–) Material

North Sea (NS) 25 0.25 Sandstone

Vlieland Claystone (KN) 30 0.25 Sandstone

Upper Germanic Triassic (UGT) 35 0.25 Sandstone

Lower Germanic Triassic (LGT) 40 0.25 Sandstone

Zechstein salt (ZET) 50 0.3 Rock salt

Zechstein Platten (ZEB) 80 0.25 Shale

Rotliegend Reservoir (RO-RES) 65 0.175 Sandstone

Rotliegend Non-Reservoir (RO-NON) 70 0.175 Sandstone

Carboniferous (BU) 75 0.2 Sandstone

Table 5.  Parameters of plasticity, viscoplasticity and creep used for different  rocks44,46,79,86.

Rock Value Value Value Value Value Value

Sandstone κ = 0.034 � = 0.12 e0 = 1.12 A = 1.5e-30 n = 1.5 Q = 5000 (cal/mol)

Rocksalt A = 2.5e-29 n = 3.5 Q = 12325 (cal/mol)

Shale κ = 0.0076 � = 8.19e-3 e0 = 0.088 ζ = 4.33e5 µ0 = 9.68e12 (Pa s)
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the negligible change in the imposed pressure on the reservoir during this period. The next phase is the calibra-
tion phase from 0.8 years to 1.75 years. Here it can be seen that the magnitudes of the measurement data are 
close to the computed uplift, however, there is a lag between the measurement data and the numerical results. 
This lag can be due to (i) the poroelastic behavior of the reservoir which is not captured in this work, (ii) the 
well pressure is assumed to be the constant pressure acting on the entire reservoir as a body force, (iii) the effect 
of faults and fractures in the overburden causing a delay in the uplift, and (iv) lastly viscoelastic behavior of the 
rocks like sandstone and primary creep in rocksalt. There are evidences presented by the researchers of this delay 
in the measurement and the modelling  results17. The visco-elastic effect and the damage of rocks effect is beyond 
the scope of this work. However, the magnitude of the uplift is satisfactory compared to the measurement data 
for both fine-scale and multiscale methods. The higher the magnitude of inelasticity of the rocks around the 
reservoir, the larger will be the uplift shown on the surface of the earth. The main emphasis of this test case, is 
to emphasise on the suitability of this computational framework to accommodate inelasticity effect of the rocks 
and showing the applicability of multiscale strategy in the field scale involving inelasticity.

In general, nonlinear mechanics simulations, specially with a multiscale framework, are expected to be sensi-
tive to the mesh resolution; specially for heterogeneous media. The mesh sensitivity in our studies was limited, 
due to 3 main reasons: (1) very small incremental time steps (thus small loading steps) were imposed on our geo-
models; (2) our multiscale strategy develops locally computed basis functions, capturing heterogeneities, without 
applying any upscaled parameter; (3) the development of an iterative multiscale procedure which guarantees 
systematic error control and reduction to any desired level. Note that the performance of the iterative strategy, 
specially its convergence rate, does depend on the size and geometry of the basis functions. Such performance 
study based on CPU time is outside the scope of the current manuscript.

This work provides the first of its kind attempt to match and predict the storage dynamics of the subsurface 
storage site, using the existing recorded sparse field data. Note that not all the degrees of freedom play equal role 
in the fitting procedure. More precisely, the stiff layers hardly contribute to the subsidence or uplift. Thus the 
main fitting sensitivities would lie in the soft sandtsone layers. It can also be observed that the material param-
eters calibrated for the Bergermeer test case are different from those calibrated in the previous test cases for lab 
experiments. This can be due to two reasons. First, the rock samples taken to the laboratory might not present 
the same type of grain structure as the in situ lithology even though they are same type of rock. Secondly, the 
operating conditions (loads and time-scales) in which the rocks are subjected in the field scale is different from 
the lab experiments. Therefore, more experimental data involving cyclic loading of rocks for longer time-scales 
are required for improving reliability of the numerical results.

The initial phase of testing the field site helped us identify the suitable pressures inside the field to operate 
feasibly. Using the minimum and maximum pressures inside the field as a reference, the Bergermeer site could be 
used as a storage site for energy. Every summer when there is excess renewable energy produced from solar and 
wind energy, the energy can be converted to green gases and stored, and accordingly, this energy could be used 
in the winter when there is high energy demand. Accordingly, to simulate these conditions, a similar pressure 
loading is applied as shown in Fig. 11a. For around half a year the energy is stored in the reservoir which implies 
a high pressure being imposed for roughly around six months and then the fluid is produced which reduces the 
pressure in the system close to its natural state of the reservoir.

Figure 11b shows the variation of the uplift concerning the time. Here we can see the accumulation of the 
uplift caused due to the inelasticity in the domain which is around 16 % (for 5 years) of the uplift caused due to 
the elasticity. Also, the amount of accumulated uplift in the first cycle is higher than the remaining cycles which 
is caused due to the plasticity of sandstone and shale that depend only on the imposed pressure. The remaining 
increase in the uplift with time is due to the creep deformation of the rocks in the rocks that is dependent on 
time. If we continue this operation for several decades, creep deformation might be more significant compared 
to the rest of the inelasticity effects. In this section, the change in inelasticity parameters caused due to prolonged 
loading is not considered which could be possible because of the change in the grain structure of the rocks. As 
the subsurface energy storage technology is growing because of the world drifting toward renewable energy, these 

Figure 10.  Field scale test case: the above illustration shows the results of uplift obtained from the reservoir 
model with inelasticity. Figure 10(a) shows the variation of imposed pressure with time indicating the calibation 
and prediction phases. Figure 10(b) shows the uplift computed at time = 2.15 years for both FS and MS 
methods. The variation of uplift with time is shown in Fig. 10(c) with the GPS measurement  data28,92.
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reservoir sites can be used for multiple decades to store energy causing permanent uplift on the ground surface 
and causing damage to the living conditions of life.

Conclusion
The main motivation of this work is to simulate and analyse the influence of inelasticity of porous rocks in sub-
surface formations relevant for cyclic energy storage. To study this, a computational framework is developed 
using an algebraic multiscale strategy to study the effects of plasticity, viscoplasticity and creep of different rocks 
found in the subsurface. Sandstone, shale and rock-salt rocks, which follow different physics and have different 
properties, are modelled using both fine-scale and multiscale methods using an implicit load driven time integra-
tion method. Depending on the required accuracy, a two stage iterative multiscale (MS) strategy was employed.

The simulator is benchmarked initially with the existing literature for different rocks. Comparison with the 
fine-scale solution, the multiscale results present acceptable accuracy with much lower computational cost. 
Subsurface storage technology involves cyclic loading over long periods. To study this effect, cyclic loading of 
shale and sandstone rocks is studied to understand the impact of inelasticity on strain with time. Lastly, a field 
test case is studied by including different types of rocks and their respective inelasticity physics. In this case, dif-
ferent lithological minerals were considered along with different elastic and plastic properties to model uplift on 
the surface level by using both fine-scale and multiscale methods. In this field test case, the uplift on the ground 
surface is compared with the computed uplift obtained from fine-scale and multiscale results.

The future scope involves accommodating visco-elasticity and further extending the formulation to poro-
inelasticity to understand the effect of change in displacements on the pore pressure with time. Further, the 
computational framework should accommodate the modeling of faults and fractures in the field. This could be 
further used in modeling several porous fields realistically to understand the physics involved.

Data availability
The developed model is publicly available as open-source simulator in TU Delft repository of the ADMIRE 
project located at https:// gitlab. tudel ft. nl/ ADMIRE_ Public.

Received: 25 September 2022; Accepted: 5 December 2022

References
 1. Engeland, K. et al. Space-time variability of climate variables and intermittent renewable electricity production—a review. Renew. 

Sustain. Energy Rev. 79, 600–617. https:// doi. org/ 10. 1016/j. rser. 2017. 05. 046 (2017).
 2. Dawood, F., Anda, M. & Shafiullah, G. M. Hydrogen production for energy: An overview. Int. J. Hydrog. Energyhttps:// doi. org/ 10. 

1016/j. ijhyd ene. 2019. 12. 059 (2020).
 3. Coutanceau, C., Baranton, S. & Audichon, T. Hydrogen production from water electrolysis. Hydrog. Electrochem. Prod. 3, 17–62. 

https:// doi. org/ 10. 1016/ b978-0- 12- 811250- 2. 00003-0 (2018) ((Elsevier)).
 4. Bauer, S., Dahmke, A. & Kolditz, O. Subsurface energy storage: Geological storage of renewable energy-capacities, induced effects 

and implications. Environ. Earth Sci. 76, 1–4. https:// doi. org/ 10. 1007/ s12665- 017- 7007-9 (2017).
 5. Edelenbosch, O. Y. et al. Decomposing passenger transport futures: Comparing results of global integrated assessment models. 

Transp. Res. Part D Transp. Environ. 55, 281–293. https:// doi. org/ 10. 1016/j. trd. 2016. 07. 003 (2017).
 6. Hanley, E. S., Deane, J. P. & Gallachóir, B. P. The role of hydrogen in low carbon energy futures—a review of existing perspectives. 

Renewa. Sustain. Energy Rev.https:// doi. org/ 10. 1016/j. rser. 2017. 10. 034 (2018).
 7. McPherson, M., Johnson, N. & Strubegger, M. The role of electricity storage and hydrogen technologies in enabling global low-

carbon energy transitions. Appl. Energy 216, 649–661. https:// doi. org/ 10. 1016/j. apene rgy. 2018. 02. 110 (2018).
 8. Panfilov, M. Underground and pipeline hydrogen storage. Compendium Hydrog. Energy 20, 91–115. https:// doi. org/ 10. 1016/ b978-

1- 78242- 362-1. 00004-3 (2016).
 9. Hashemi, L., Blunt, M. & Hajibeygi, H. Pore-scale modelling and sensitivity analyses of hydrogen-brine multiphase flow in geologi-

cal porous media. Sci. Rep. 11, 8348. https:// doi. org/ 10. 1038/ s41598- 021- 87490-7 (2021).
 10. Netherlands Enterprise Agency. The effects of hydrogen injection in natural gas networks for the Dutch underground storages 

(Tech. Rep, Ministry of Economic Affairs, Netherlands, 2017).
 11. Schöpping, P. Feasibility of seasonal storage of green gas in Dutch geological formations. Ph.D. thesis, TU Delft (2019).
 12. Bérest, P., Karimi-Jafari, M. & Brouard, B. Transient creep in salt caverns. In Proceedings of Mechanics and Materials Conference 

(2005).
 13. TNO. Salt extraction data sheets. Tech. Rep., TNO, Innovation for Life (2012).
 14. Heinemann, N. et al. Enabling large-scale hydrogen storage in porous media—the scientific challenges. Energy Environ. Sci. 14, 

853–864. https:// doi. org/ 10. 1039/ D0EE0 3536J (2021).

Figure 11.  Field scale test case: the imposed pressure load is shown in Fig. 11(a). Figure 11(b) shows the 
variation of the maximum uplift with time caused due to the imposed pressure.

https://gitlab.tudelft.nl/ADMIRE_Public
https://doi.org/10.1016/j.rser.2017.05.046
https://doi.org/10.1016/j.ijhydene.2019.12.059
https://doi.org/10.1016/j.ijhydene.2019.12.059
https://doi.org/10.1016/b978-0-12-811250-2.00003-0
https://doi.org/10.1007/s12665-017-7007-9
https://doi.org/10.1016/j.trd.2016.07.003
https://doi.org/10.1016/j.rser.2017.10.034
https://doi.org/10.1016/j.apenergy.2018.02.110
https://doi.org/10.1016/b978-1-78242-362-1.00004-3
https://doi.org/10.1016/b978-1-78242-362-1.00004-3
https://doi.org/10.1038/s41598-021-87490-7
https://doi.org/10.1039/D0EE03536J


21

Vol.:(0123456789)

Scientific Reports |        (2022) 12:21404  | https://doi.org/10.1038/s41598-022-25715-z

www.nature.com/scientificreports/

 15. Bauer, S., Pfeiffer, T., Boockmeyer, A., Dahmke, A. & Beyer, C. Quantifying induced effects of subsurface renewable energy storage. 
Energy Proced. 20, 1876–6102. https:// doi. org/ 10. 1016/j. egypro. 2015. 07. 885 (2015).

 16. Bauer, S. et al. Impacts of the use of the geological subsurface for energy storage: An investigation concept. Environ. Earth Sci. 70, 
3935–3943. https:// doi. org/ 10. 1007/ s12665- 013- 2883-0 (2013).

 17. Hettema, M., Papamichos, E. & Schutjens, P. Subsidence delay: Field observations and analysis. Oil Gas Sci. Technol. 57, 443–458. 
https:// doi. org/ 10. 2516/ OGST: 20020 29 (2002).

 18. Alonso, E. E., Gens, A. & Josa, A. A constitutive model for partially saturated soils. Geotechnique 40, 405–430. https:// doi. org/ 10. 
1680/ geot. 1990. 40.3. 405 (2015).

 19. Teatini, P., Baú, D. & Gambolati, G. Water-gas dynamics and coastal land subsidence over Chioggia Mare field, northern Adriatic 
Sea. Hydrogeol. J. 8, 462–479. https:// doi. org/ 10. 1007/ s1004 00000 092 (2000).

 20. Lewis, R. W., Makurat, A. & Pao, W. K. Fully coupled modeling of seabed subsidence and reservoir compaction of North Sea oil 
fields. Hydrogeol. J. 11, 142–161. https:// doi. org/ 10. 1007/ S10040- 002- 0239-Z/ FIGUR ES/ 26 (2003).

 21. Fokker, P. A., Van Leijen, F. J., Orlic, B., Van Der Marel, H. & Hanssen, R. F. Subsidence in the Dutch Wadden Sea. Geol. Mijnbouw 
Neth. J. Geosci. 97, 129–181. https:// doi. org/ 10. 1017/ NJG. 2018.9 (2018).

 22. Bohloli, B., Bjørnarå, T. I., Park, J. & Rucci, A. Can we use surface uplift data for reservoir performance monitoring? A case study 
from In Salah, Algeria. Int. J. Greenhouse Gas Control 76, 200–207. https:// doi. org/ 10. 1016/J. IJGGC. 2018. 06. 024 (2018).

 23. Moghaddam, N. F., Sahebi, M. R., Matkan, A. A. & Roostaei, M. Subsidence rate monitoring of Aghajari oil field based on Dif-
ferential SAR Interferometry. Adv. Sp. Res. 51, 2285–2296. https:// doi. org/ 10. 1016/J. ASR. 2013. 01. 023 (2013).

 24. Hettema, M. H., Jaarsma, B., Schroot, B. M. & Van Yperen, G. C. An empirical relationship for the seismic activity rate of the 
Groningen gas field. Geolo. Mijnbouw Neth. J. Geosci. 96, s149–s161. https:// doi. org/ 10. 1017/ NJG. 2017. 18 (2017).

 25. Teatini, P. et al. Geomechanical response to seasonal gas storage in depleted reservoirs: A case study in the Po River basin. Italy. J. 
Geophys. Res. Earth Surf. 116, 25. https:// doi. org/ 10. 1029/ 2010J F0017 93 (2011).

 26. Castelletto, N., Hajibeygi, H. & Tchelepi, H. A. Multiscale finite-element method for linear elastic geomechanics. J. Comput. Phys. 
331, 337–356. https:// doi. org/ 10. 1016/j. jcp. 2016. 11. 044 (2017).

 27. Sokolova, I., Bastisya, M. G. & Hajibeygi, H. Multiscale finite volume method for finite-volume-based simulation of poroelasticity. 
J. Comput. Phys. 379, 309–324. https:// doi. org/ 10. 1016/j. jcp. 2018. 11. 039 (2019).

 28. Fenix Consulting Delft BV. 3D Geomechanical Model for Gas Storage Bergermeer Report for TAQA Energy BV. Tech. Rep., Fenix 
Consulting Delft BV, Delft (2018).

 29. Sumelka, W. & Łodygowski, T. Viscoplasticity. Encyclop. Contin. Mech. 20, 1–5. https:// doi. org/ 10. 1007/ 978-3- 662- 53605-6_ 226-1 
(2018).

 30. Kojic, M. & Bathe, K.-J. Creep and Viscoplasticity 201–261 (Springer, 2005).
 31. Konstantin Naumenko, H. A. Modeling of Creep for Structural Analysis (Springer, 2007).
 32. Carter, N. L., Horseman, S. T., Russell, J. E. & Handin, J. Rheology of rocksalt. J. Struct. Geol. 15, 1257–1271. https:// doi. org/ 10. 

1016/ 0191- 8141(93) 90168-A (1993).
 33. Spiers, C. J. et al. Experimental determination of constitutive parameters governing creep of rocksalt by pressure solution. Geol. 

Soc. Spec. Pub. 54, 215–227. https:// doi. org/ 10. 1144/ GSL. SP. 1990. 054. 01. 21 (1990).
 34. Cristescu, N. D. A general constitutive equation for transient and stationary creep of rock salt. Int. J. Rock Mech. Min. Sci. 30, 

125–140. https:// doi. org/ 10. 1016/ 0148- 9062(93) 90705-I (1993).
 35. Munson, D. E. Constitutive model of creep in rock salt applied to underground room closure. Int. J. Rock Mech. Min. Sci. Geomech. 

Abstr. 34, 233–247. https:// doi. org/ 10. 1016/ S0148- 9062(96) 00047-2 (1997).
 36. Xing, W. et al. Experimental study of mechanical and hydraulic properties of bedded rock salt from the Jintan location. Acta 

Geotech. 9, 145–151 (2014).
 37. Amitrano, D. & Helmstetter, A. Brittle creep, damage, and time to failure in rocks. J. Geophys. Res. Solid Earth.https:// doi. org/ 10. 

1029/ 2005J B0042 52 (2006).
 38. Grgic, D. & Amitrano, D. Creep of a porous rock and associated acoustic emission under different hydrous conditions. J. Geophys. 

Res. 114, B10201. https:// doi. org/ 10. 1029/ 2006J B0048 81 (2009).
 39. Reber, J. E., Hayman, N. W. & Lavier, L. L. Stick-slip and creep behavior in lubricated granular material: Insights into the brittle-

ductile transition. Geophys. Res. Lett. 41, 3471–3477. https:// doi. org/ 10. 1002/ 2014G L0598 32 (2014).
 40. Geng, Z. et al. Elastic anisotropy reversal during brittle creep in shale. Geophys. Res. Lett. 44, 10887–10895. https:// doi. org/ 10. 

1002/ 2017G L0745 55 (2017).
 41. Rassouli, F. S. & Zoback, M. D. Comparison of short-term and long-term creep experiments in shales and carbonates from uncon-

ventional gas reservoirs. Rock Mech. Rock Eng. 51, 1995–2014. https:// doi. org/ 10. 1007/ s00603- 018- 1444-y (2018).
 42. Yang, S. & Jiang, Y. Triaxial mechanical creep behavior of sandstone. Min. Sci. Technol. (China) 20, 339–349. https:// doi. org/ 10. 

1016/ S1674- 5264(09) 60206-4 (2010).
 43. Tian, H. M., Chen, W. Z., Yang, D. S. & Gong, Z. Experimental and numerical analysis of the time-dependent behaviour of argil-

laceous red sandstone under high in situ stress. Bull. Eng. Geol. Environ. 74, 567–575. https:// doi. org/ 10. 1007/ s10064- 014- 0647-z 
(2015).

 44. Xu, T. et al. The modeling of time-dependent deformation and fracturing of brittle rocks under varying confining and pore pres-
sures. Rock Mech. Rock Eng.https:// doi. org/ 10. 1007/ s00603- 018- 1491-4 (2018).

 45. Shahin, G., Marinelli, F. & Buscarnera, G. Viscoplastic interpretation of localized compaction creep in porous rock. J. Geophys. 
Res. Solid Earth 124, 10180–10196. https:// doi. org/ 10. 1029/ 2019J B0174 98 (2019).

 46. Haghighat, E., Rassouli, F. S., Zoback, M. D. & Juanes, R. A viscoplastic model of creep in shale. Geophysics 85, 155–166. https:// 
doi. org/ 10. 1190/ GEO20 18- 0700.1 (2020).

 47. Borja, R. I., Yin, Q. & Zhao, Y. Cam-Clay plasticity. Part IX: On the anisotropy, heterogeneity, and viscoplasticity of shale. Comput. 
Methods Appl. Mech. Eng. 360, 112695. https:// doi. org/ 10. 1016/j. cma. 2019. 112695 (2020).

 48. McDowell, G. R. & Hau, K. W. A generalised modified Cam Clay model for clay and sand incorporating kinematic hardening and 
bounding surface plasticity. Granul. Matter 6, 11–16. https:// doi. org/ 10. 1007/ s10035- 003- 0152-8 (2004).

 49. Sanei, M., Duran, O., Devloo, P. R. & Santos, E. S. An innovative procedure to improve integration algorithm for modified Cam-
Clay plasticity model. Comput. Geotech. 124, 103604. https:// doi. org/ 10. 1016/j. compg eo. 2020. 103604 (2020).

 50. Liu, K., Chen, S. L. & Voyiadjis, G. Z. Integration of anisotropic modified Cam Clay model in finite element analysis: Formulation, 
validation, and application. Comput. Geotech. 116, 103198. https:// doi. org/ 10. 1016/j. compg eo. 2019. 103198 (2019).

 51. Bennett, K. C. An energy approach to modified Cam-Clay plasticity and damage modeling of cohesive soils. Acta Geotech. 15, 
165–177. https:// doi. org/ 10. 1007/ s11440- 019- 00880-0 (2020).

 52. Roscoe, K. H. & Burland, J. B. On the Generalized Stress-Strain Behavior of “Wet’’ Clay (Cambridge University Press, 1968).
 53. Pijnenburg, R. P., Verberne, B. A., Hangx, S. J. & Spiers, C. J. Inelastic deformation of the Slochteren sandstone: Stress–strain rela-

tions and implications for induced seismicity in the groningen gas field. J. Geophys. Res. Solid Earth 124, 5254–5282. https:// doi. 
org/ 10. 1029/ 2019J B0173 66 (2019).

 54. Pijnenburg, R. P. & Spiers, C. J. Microphysics of inelastic deformation in reservoir sandstones from the Seismogenic Center of the 
Groningen gas field. Rock Mech. Rock Eng. 53, 5301–5328. https:// doi. org/ 10. 1007/ S00603- 020- 02215-Y/ FIGUR ES/7 (2020).

https://doi.org/10.1016/j.egypro.2015.07.885
https://doi.org/10.1007/s12665-013-2883-0
https://doi.org/10.2516/OGST:2002029
https://doi.org/10.1680/geot.1990.40.3.405
https://doi.org/10.1680/geot.1990.40.3.405
https://doi.org/10.1007/s100400000092
https://doi.org/10.1007/S10040-002-0239-Z/FIGURES/26
https://doi.org/10.1017/NJG.2018.9
https://doi.org/10.1016/J.IJGGC.2018.06.024
https://doi.org/10.1016/J.ASR.2013.01.023
https://doi.org/10.1017/NJG.2017.18
https://doi.org/10.1029/2010JF001793
https://doi.org/10.1016/j.jcp.2016.11.044
https://doi.org/10.1016/j.jcp.2018.11.039
https://doi.org/10.1007/978-3-662-53605-6_226-1
https://doi.org/10.1016/0191-8141(93)90168-A
https://doi.org/10.1016/0191-8141(93)90168-A
https://doi.org/10.1144/GSL.SP.1990.054.01.21
https://doi.org/10.1016/0148-9062(93)90705-I
https://doi.org/10.1016/S0148-9062(96)00047-2
https://doi.org/10.1029/2005JB004252
https://doi.org/10.1029/2005JB004252
https://doi.org/10.1029/2006JB004881
https://doi.org/10.1002/2014GL059832
https://doi.org/10.1002/2017GL074555
https://doi.org/10.1002/2017GL074555
https://doi.org/10.1007/s00603-018-1444-y
https://doi.org/10.1016/S1674-5264(09)60206-4
https://doi.org/10.1016/S1674-5264(09)60206-4
https://doi.org/10.1007/s10064-014-0647-z
https://doi.org/10.1007/s00603-018-1491-4
https://doi.org/10.1029/2019JB017498
https://doi.org/10.1190/GEO2018-0700.1
https://doi.org/10.1190/GEO2018-0700.1
https://doi.org/10.1016/j.cma.2019.112695
https://doi.org/10.1007/s10035-003-0152-8
https://doi.org/10.1016/j.compgeo.2020.103604
https://doi.org/10.1016/j.compgeo.2019.103198
https://doi.org/10.1007/s11440-019-00880-0
https://doi.org/10.1029/2019JB017366
https://doi.org/10.1029/2019JB017366
https://doi.org/10.1007/S00603-020-02215-Y/FIGURES/7


22

Vol:.(1234567890)

Scientific Reports |        (2022) 12:21404  | https://doi.org/10.1038/s41598-022-25715-z

www.nature.com/scientificreports/

 55. Peng, K., Zhou, J., Zou, Q. & Yan, F. Deformation characteristics of sandstones during cyclic loading and unloading with varying 
lower limits of stress under different confining pressures. Int. J. Fatigue 127, 82–100. https:// doi. org/ 10. 1016/j. ijfat igue. 2019. 06. 
007 (2019).

 56. Elkhoury, J. E., Niemeijer, A., Brodsky, E. E. & Marone, C. Laboratory observations of permeability enhancement by fluid pressure 
oscillation of in situ fractured rock. J. Geophys. Res. 116, B02311. https:// doi. org/ 10. 1029/ 2010J B0077 59 (2011).

 57. Schimmel, M. T., Hangx, S. J. & Spiers, C. J. Impact of chemical environment on compaction behaviour of Quartz Sands during 
stress-cycling. Rock Mech. Rock Eng. 1, 3. https:// doi. org/ 10. 1007/ s00603- 020- 02267-0 (2020).

 58. Peng, K., Zhou, J., Zou, Q. & Song, X. Effect of loading frequency on the deformation behaviours of sandstones subjected to cyclic 
loads and its underlying mechanism. Int. J. Fatigue 131, 105349. https:// doi. org/ 10. 1016/j. ijfat igue. 2019. 105349 (2020).

 59. Carter, J., Booker, J. & Wroth, C. A critical state soil model for cyclic loading. Soil mechanics transient and cyclic loads. Constitu-
tive relations and numerical treatment (1982).

 60. Hernandez, E., Naderloo, M., Kumar, K. R., Hajibeygi, H. & Barnhoorn, A. Modeling of cyclic deformation of sandstones based 
on experimental observations. EAGE GET 2022(2022), 1–5. https:// doi. org/ 10. 3997/ 2214- 4609. 20222 1120 (2022).

 61. Wang, Y., Hajibeygi, H. & Tchelepi, H. A. Algebraic multiscale solver for flow in heterogeneous porous media. J. Comput. Phys. 
259, 284–303. https:// doi. org/ 10. 1016/j. jcp. 2013. 11. 024 (2014).

 62. Tene, M., Al Kobaisi, M. S. & Hajibeygi, H. Algebraic multiscale method for flow in heterogeneous porous media with embedded 
discrete fractures (F-AMS). J. Comput. Phys. 321, 819–845. https:// doi. org/ 10. 1016/J. JCP. 2016. 06. 012 (2016).

 63. Moyner, O. & Lie, K. A. A multiscale restriction-smoothed basis method for high contrast porous media represented on unstruc-
tured grids. J. Comput. Phys. 304, 46–71. https:// doi. org/ 10. 1016/J. JCP. 2015. 10. 010 (2016).

 64. Guo, B., Mehmani, Y. & Tchelepi, H. A. Multiscale formulation of pore-scale compressible Darcy–Stokes flow. J. Comput. Phys. 
397, 108849. https:// doi. org/ 10. 1016/J. JCP. 2019. 07. 047 (2019).

 65. Rocha, F. F., Sousa, F. S., Ausas, R. F., Buscaglia, G. C. & Pereira, F. Multiscale mixed methods for two-phase flows in high-contrast 
porous media. J. Comput. Phys. 409, 109316. https:// doi. org/ 10. 1016/j. jcp. 2020. 109316 (2020).

 66. Guiraldello, R. T., Ausas, R. F., Sousa, F. S., Pereira, F. & Buscaglia, G. C. The multiscale robin coupled method for flows in porous 
media. J. Comput. Phys. 355, 1–21. https:// doi. org/ 10. 1016/J. JCP. 2017. 11. 002 (2018).

 67. Cai, J., Wood, D. A., Hajibeygi, H. & Iglauer, S. Multiscale and multiphysics influences on fluids in unconventional reservoirs: 
Modeling and simulation. Adv. Geo-Energy Res. 6, 91. https:// doi. org/ 10. 46690/ AGER. 2022. 02. 01 (2022).

 68. de Souza, A. C. R. et al. An algebraic multiscale solver for the simulation of two-phase flow in heterogeneous and anisotropic 
porous media using general unstructured grids (AMS-U). Appl. Math. Model. 103, 792–823. https:// doi. org/ 10. 1016/J. APM. 2021. 
11. 017 (2022).

 69. Cusini, M., van Kruijsdijk, C. & Hajibeygi, H. Algebraic dynamic multilevel (ADM) method for fully implicit simulations of 
multiphase flow in porous media. J. Comput. Phys. 314, 60–79. https:// doi. org/ 10. 1016/j. jcp. 2016. 03. 007 (2016).

 70. Chung, E. T., Efendiev, Y. & Fu, S. Generalized multiscale finite element method for elasticity equations. GEM Int. J. Geomath. 5, 
225–254. https:// doi. org/ 10. 1007/ s13137- 014- 0066-0 (2014) (1408.5929).

 71. Mehmani, Y., Castelletto, N. & Tchelepi, H. A. Multiscale formulation of frictional contact mechanics at the pore scale. J. Comput. 
Phys. 430, 110092. https:// doi. org/ 10. 1016/j. jcp. 2020. 110092 (2021).

 72. Cusini, M., White, J. A., Castelletto, N. & Settgast, R. R. Simulation of coupled multiphase flow and geomechanics in porous media 
with embedded discrete fractures. Int. J. Numer. Anal. Meth. Geomech. 45, 563–584. https:// doi. org/ 10. 1002/ nag. 3168 (2021) 
(2007.05069).

 73. de Moraes, R. J., Hajibeygi, H. & Jansen, J. D. A multiscale method for data assimilation. Comput. Geosci. 24, 425–442. https:// doi. 
org/ 10. 1007/ S10596- 019- 09839-2 (2019).

 74. Benetatos, C. et al. Multidisciplinary analysis of ground movements: An underground gas storage case study. Remote Sens. 12, 
3487. https:// doi. org/ 10. 3390/ RS122 13487 (2020).

 75. Allen, R., Doherty, T., Erikson, R. & Wiles, L. Factors affecting storage of compressed air in porous-rock reservoirs. Tech. Rep., 
Pacific Northwest Lab., Richland, WA (USA) (1983). https:// doi. org/ 10. 2172/ 62709 08.

 76. Silverii, F. et al. Poroelastic model in a vertically sealed gas storage: A case study from cyclic injection/production in a carbonate 
aquifer. Geophys. J. Int. 227, 1322–1338. https:// doi. org/ 10. 1093/ GJI/ GGAB2 68 (2021).

 77. Wang, H. F. Theory of Linear Poroelasticity with Applications to Geomechanics and Hydrogeology (Princeton University Press, 2001). 
https:// doi. org/ 10. 1515/ 97814 00885 688/ HTML.

 78. Ter Heege, J. H., De Bresser, J. H. & Spiers, C. J. Rheological behaviour of synthetic rocksalt: The interplay between water, dynamic 
recrystallization and deformation mechanisms. J. Struct. Geol. 27, 948–963. https:// doi. org/ 10. 1016/j. jsg. 2005. 04. 008 (2005).

 79. Marketos, G., Spiers, C. J. & Govers, R. Impact of rock salt creep law choice on subsidence calculations for hydrocarbon reservoirs 
overlain by evaporite caprocks. J. Geophys. Res. Solid Earth 121, 4249–4267. https:// doi. org/ 10. 1002/ 2016J B0128 92 (2016).

 80. Yang, S. Q. & Hu, B. Creep and long-term permeability of a red sandstone subjected to cyclic loading after thermal treatments. 
Rock Mech. Rock Eng. 51, 2981–3004. https:// doi. org/ 10. 1007/ s00603- 018- 1528-8 (2018).

 81. Simo, J. & Hughes, T. Integration algorithms for plasticity and viscoplasticity. In Computational Inelasticity 113–153 (Springer, 
2006). https:// doi. org/ 10. 1007/0- 387- 22763-6_3.

 82. Borja, R. I. Cam-Clay plasticity, Part II: Implicit integration of constitutive equation based on a nonlinear elastic stress predictor. 
Comput. Methods Appl. Mech. Eng. 88, 225–240. https:// doi. org/ 10. 1016/ 0045- 7825(91) 90256-6 (1991).

 83. Muir Wood, D. Soil Behaviour and Critical State Soil Mechanics (Cambridge University Press, 1990).
 84. de Souza Neto, E. A., Peri, D. & Owen, D. R. J. Computational Methods for Plasticity (Wiley, 2008).
 85. Ramesh Kumar, K. & Hajibeygi, H. Multiscale simulation of inelastic creep deformation for geological rocks. J. Comput. Phys. 440, 

110439. https:// doi. org/ 10. 1016/J. JCP. 2021. 110439 (2021).
 86. Hashash, Y. M. & Whittle, A. J. Integration of the modified Cam-Clay model in non-linear finite element analysis. Comput. Geotech. 

14, 59–83. https:// doi. org/ 10. 1016/ 0266- 352X(92) 90015-L (1992).
 87. Gabrielli, P. et al. Seasonal energy storage for zero-emissions multi-energy systems via underground hydrogen storage. Renew. 

Sustain. Energy Rev. 121, 109629. https:// doi. org/ 10. 1016/j. rser. 2019. 109629 (2020).
 88. GmbH, D. B. I. The effects of hydrogen injection in natural gas networks for the Dutch underground storages (Tech. Rep, Ministry of 

Economic Affairs, Netherlands, Hague, 2017).
 89. Hunfeld, L. B., Foeken, J. P. T. & Van Kempen, B. M. M. Geomechanical parameters derived from compressional and shear sonic logs 

for main geothermal targets in The Netherlands (Tech. Rep, TNO, 2021).
 90. Voros, R. & Baisch, S. Geomechanical study—small gas fields in the Netherlands (Tech. Rep, Q-con GmbH, 2018).
 91. Muntendam-Bos, A., Wassing, B., Geel, C., Louh, M. & Thienen-Visser, K. V. Bergermeer seismicity study (Tech. Rep, TNO, 2008).
 92. Marel, H. V. D. GNSS processing Groningen—Fase 1 (Tech. Rep. April, Staatstoezicht op de Mijnen (SodM) GNSS, Delft, 2015).
 93. Van Wees, J.-D., Osinga, S., Van Thienen-Visser, K. & Fokker, P. A. Reservoir creep and induced seismicity: Inferences from 

geomechanical modeling of gas depletion in the Groningen field. Geophys. J. Int. 212, 1487–1497. https:// doi. org/ 10. 1093/ gji/ 
ggx452 (2018).

https://doi.org/10.1016/j.ijfatigue.2019.06.007
https://doi.org/10.1016/j.ijfatigue.2019.06.007
https://doi.org/10.1029/2010JB007759
https://doi.org/10.1007/s00603-020-02267-0
https://doi.org/10.1016/j.ijfatigue.2019.105349
https://doi.org/10.3997/2214-4609.202221120
https://doi.org/10.1016/j.jcp.2013.11.024
https://doi.org/10.1016/J.JCP.2016.06.012
https://doi.org/10.1016/J.JCP.2015.10.010
https://doi.org/10.1016/J.JCP.2019.07.047
https://doi.org/10.1016/j.jcp.2020.109316
https://doi.org/10.1016/J.JCP.2017.11.002
https://doi.org/10.46690/AGER.2022.02.01
https://doi.org/10.1016/J.APM.2021.11.017
https://doi.org/10.1016/J.APM.2021.11.017
https://doi.org/10.1016/j.jcp.2016.03.007
https://doi.org/10.1007/s13137-014-0066-0
https://doi.org/10.1016/j.jcp.2020.110092
https://doi.org/10.1002/nag.3168
https://doi.org/10.1007/S10596-019-09839-2
https://doi.org/10.1007/S10596-019-09839-2
https://doi.org/10.3390/RS12213487
https://doi.org/10.2172/6270908
https://doi.org/10.1093/GJI/GGAB268
https://doi.org/10.1515/9781400885688/HTML
https://doi.org/10.1016/j.jsg.2005.04.008
https://doi.org/10.1002/2016JB012892
https://doi.org/10.1007/s00603-018-1528-8
https://doi.org/10.1007/0-387-22763-6_3
https://doi.org/10.1016/0045-7825(91)90256-6
https://doi.org/10.1016/J.JCP.2021.110439
https://doi.org/10.1016/0266-352X(92)90015-L
https://doi.org/10.1016/j.rser.2019.109629
https://doi.org/10.1093/gji/ggx452
https://doi.org/10.1093/gji/ggx452


23

Vol.:(0123456789)

Scientific Reports |        (2022) 12:21404  | https://doi.org/10.1038/s41598-022-25715-z

www.nature.com/scientificreports/

Acknowledgements
Hadi Hajibeygi and Kishan Ramesh Kumar were sponsored by the NWO (Dutch Research Council) under ViDi 
scheme, project “ADMIRE”. The authors would like to thank the members of ADMIRE research group and user 
committee for the fruitful discussions during the development of this work.

Author contributions
K.R. worked on methodology, software and writing. H.T.H. worked on conceptualization, reviewing and writing. 
H.H. worked on conceptualization, reviewing, editing, supervision and funding acquisition.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to K.R.K.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2022

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Simulation of the inelastic deformation of porous reservoirs under cyclic loading relevant for underground hydrogen storage
	Governing equations
	Inelastic deformations
	Creep. 
	Modified Cam-Clay (MCC). 
	Elastic step. 
	Yield function. 
	Hardening parameter. 
	Plastic flow rule. 
	Perzyna based viscoplastic algorithm. 
	Consistency based plastic algorithm. 

	Inelastic strain composition. 

	Numerical formulation
	Implementation. 

	Multiscale formulation
	Results
	Benchmarking the simulator. 
	Comparison between finescale and multiscale results. 
	Cyclic loading of rocks. 
	Effect of heterogeneity on multiscale. 
	Field scale test case. 

	Conclusion
	References
	Acknowledgements


