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Interannual variability of internal 
tides in the Andaman Sea: an effect 
of Indian Ocean Dipole
B. Yadidya* & A. D. Rao

A marginal sea in the north eastern Indian Ocean, the Andaman Sea, has been known for the 
presence of high-amplitude internal waves since the nineteenth century. In this study, we explored 
the interannual variations of the internal wave activity in this complex region. We found that the 
Dipole Mode Index, which represents the Indian Ocean Dipole (IOD), influences the circulation in the 
Andaman Sea, which in turn impacts its density stratification on interannual scales. Ocean Reanalysis 
System 5 data (1993–2018) is used to see an increasing trend in the sub-surface stratification, whereas 
it showed a decreasing trend in the near-surface waters. Numerical model simulations carried out from 
2009 to 2018 have shown that the interannual variability in the generation of semidiurnal internal 
tides is governed by distinct parameters (tidal forcing and stratification) at different sites in different 
months. Enhanced upwelling (downwelling) is observed during positive (negative) IOD events. 
Sensitivity experiments conducted between extreme IOD events (2006 and 2016) revealed an increase 
in internal tide generation from positive IOD to negative IOD. Furthermore, a sharp decrease in local 
baroclinic dissipation is seen during negative IOD, increasing baroclinic flux into the Andaman Sea. An 
increase in the strength of positive IOD could lead to enhanced diapycnal mixing due to strong local 
dissipation, whereas an increase in the intensity of negative IOD could result in amplified propagation 
of internal waves.

Internal waves (IW) propagate along density gradients inside the ocean and are  omnipresent1–3. Internal tides 
(IT), IW of tidal periodicity, are generated by the flow of barotropic tidal currents over topographic features such 
as continental slopes, seamounts, and submarine  ridges4–6. IW play a prominent role in turbulence-driven diapy-
cnal  mixing7,8. The diapycnal nutrient fluxes that emerge from this upper ocean mixing are widely acknowledged 
as critical to stimulating phytoplankton growth and maintaining primary  productivity9–11.

The Andaman Sea, a semi-enclosed marginal sea in the Indian Ocean, is known for its large amplitude IW. It 
is bounded by Malaysia and Thailand on the east, Sumatra Island on the south, and Myanmar on the north. On 
the west side, it is connected to the Bay of Bengal through Preparis Channel (PC), Ten Degree Channel (TDC), 
Sombrero Channel (SC), and Great Channel (GC) (Fig. 1). The bathymetry of the Andaman Sea varies drastically 
due to the volcanic origins of the Andaman and Nicobar Islands. It is quite distinct because of the multiple IW 
generation sites along the Andaman Nicobar Ridge, each with its own bathymetry and  stratification12. IW had 
been seen long before the first scientific accounts of them were published as bands of choppy seas or ripplings 
stretching from horizon to  horizon13,14. Later, remote sensing observations are used to identify and study the 
presence of  IW2,15–17. Mohanty et al.18 quantified the IT energy budget using numerical modeling. However, the 
long-term variations in the IW activity and the cause for their variability is still unexplored territory.

Equatorial forcing primarily drives the mean coastal circulation in the Andaman Sea and around the Anda-
man and Nicobar  islands19. The Indian Ocean Dipole (IOD) is the main parameter that drives the interannual 
variability in the equatorial Indian  Ocean20–22. During positive IOD (pIOD), the warm sea surface temperature 
(SST) anomalies are seen in the western equatorial Indian Ocean, and cool SST anomalies are present in the 
east. In contrast, warm SST anomalies are observed in the eastern equatorial Indian Ocean during negative IOD 
(nIOD). A pIOD event typically begins to form in boreal summer by the generation of anomalous southeasterly 
winds and cooling off Sumatra-Java, and it peaks in boreal autumn (September, October, November). A local 
Bjerknes  feedback23 occurs as the anomalous winds result in upwelling and lift the thermocline, which supports 
the initial cooling.

According to  Baines5, the amount of energy converted from barotropic tide to IT is directly proportional to 
density stratification. Several experiments conducted using numerical model simulations also supported this 
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theory and showed that increasing stratification led to an increase in IT generation by barotropic  tide23–27. The 
phase speed and amplitude of IW are largely determined by density  stratification28. Jithin et al.29 suggested that 
seasonal variability in stratification significantly altered the generation of IT in the Andaman Sea. Further-
more, Yadidya et al.12 found that the changes in energy conversion from barotropic tide to IT on the seasonal 
scale are mainly controlled by stratification. Therefore, we used density stratification as a proxy for IW activity 
in the Andaman Sea. The main goal of this paper is to identify the interannual variability of IW and the factors 
that control it in this region. Furthermore, to quantify the significance of stratification and tidal forcing for the 
observed variability in the generation of IT using model simulations. Finally, the difference in IT energy budget 
between pIOD and nIOD events is discussed.

Data and methods
The Dipole Mode Index (DMI) with a rolling mean of 3 months is used to represent IOD and study its effects. 
It is an anomaly index of SST calculated from the difference in SST between the western (10° S-10° N, 50° E-70° 
E) and eastern (10° S-0° N, 90° E-110° E) regions of the tropical Indian Ocean. The index is based on the Had-
ISST1.1  SST30 dataset analysis and retrieved from the NOAA/PSL  website31. The anomaly is computed relative to 
a monthly climatological seasonal cycle based on the years 1981–2010. The model validation is carried out using 
density spectral estimate computed from in-situ temperature and salinity collected from  BD1232.

The density stratification derived from Ocean Reanalysis System 5 (ORAS5)33 during 1993–2018 is analyzed 
to characterize the interannual variability of IW activity in the Andaman Sea (4–17° N, 92–99° E). Vertical tem-
perature and salinity profiles from ORAS5 in each grid box are used to calculate buoyancy frequency (N). It is 
then reduced to two-dimensional monthly time series profiles by averaging the N values over the whole domain. 
The buoyancy frequency (density stratification) is defined as

where g is the gravitational acceleration, ρ is the density calculated from ORAS5 temperature and salinity, ρ0 is 
a reference ocean water density and z is the depth.

The independent effect of temperature and salinity on density stratification is estimated by retaining one 
variable to its climatological mean and using the monthly time series of the other. The density stratification due 
to temperature changes (salinity changes), N_temp (N_salt), is obtained by using climatological monthly mean 
salinity (temperature) profiles and monthly temperature (salinity) profiles.

The ordinary least squares linear regression is used to test for significant trends of N with respect to time for 
seasonal time series. Furthermore, ordinary least squares are used to test for significant correlations between 
monthly N in the near-surface and sub-surface with the following time series: the DMI representing the IOD 
and mean sea surface height anomaly (SSHA) from ORAS5 describing the circulation in the Andaman Sea.

The linear baroclinic energy equation of IT, after neglecting the tendency and advection terms as a first-order 
approximation is

(1)N =

√(
−g

ρ0

)
∂ρ

∂z

Figure 1.  Model domain for the Andaman Sea along with the locations of BD12 and tide-gauge at Sabang. 
Bathymetry is derived from GEBCO. The relevant copyright information can be found at https:// www. gebco. 
net/ data_ and_ produ cts/ gridd ed_ bathy metry_ data/ gebco_ 2019/ grid_ terms_ of_ use. html.

https://www.gebco.net/data_and_products/gridded_bathymetry_data/gebco_2019/grid_terms_of_use.html
https://www.gebco.net/data_and_products/gridded_bathymetry_data/gebco_2019/grid_terms_of_use.html
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where Conv is the depth-integrated barotropic to baroclinic energy conversion, Divbc is the depth-integrated 
baroclinic flux divergence, and DISbc is the depth-integrated baroclinic tidal dissipation. The angle bracket 
denotes a 14-day average to nullify the influence of intratidal and neap-spring variability.

where wbt is the barotropic vertical velocity, ρ′ represents the density perturbation, u′ and p′ are the baroclinic 
components of tidal velocity and pressure perturbation, respectively. H and η are the time-mean water depth 
and surface tidal elevation, respectively. The pressure perturbations are derived from the density anomalies 
based on Nash et al34

The local dissipation  efficiency35,36, q , is defined as

where 
∫
sds represents the area-integration of respective variables.

Model configuration. The three-dimensional Massachusetts Institute of Technology General Circulation 
 Model37 (MITgcm) is used in this study. It is a hydrostatic/nonhydrostatic, z-coordinate finite-volume model 
which resolves the incompressible Navier–Stokes equations with Boussinesq approximation on an Arakawa-C 
grid. The model  domain38 is bounded between 4° N–17° N and 88° E–99° E. The horizontal grid resolution in 
both zonal and meridional directions is 2.7 km. The model bathymetry is obtained from the General Bathymet-
ric Chart of the  Oceans39 (GEBCO) and is shown in Fig. 1. The vertical grid resolution is 5 m in the top 150 m 
and gradually decreases after that with a total of 48 levels. Along the bottom and lateral boundaries, no-slip and 
free-slip conditions are applied, respectively. The horizontal (vertical) eddy viscosity and diffusivity are param-
eterized with the help of the Smagorinsky  formulation40 (K-profile parameterization  scheme41). The bottom drag 
coefficient is assumed to be constant at 0.0025. A sponge layer of 0.25° thickness is imposed along each open 
boundary to minimize reflections and absorb waves that propagate out of the model  domain42. As the semidi-
urnal frequency dominates the IW spectrum in this  region12, the model is forced along all the open boundaries 
with the barotropic velocity of semidiurnal components  (M2,  S2) extracted from the TOPEX/Poseidon global 
tidal model (TPXO9.2)43. The temperature and salinity from  ORAS533 are used for model initialization.

Results and discussion
Interannual variability of density stratification. The annual cycle of the region averaged (4–17° N, 
92–99° E) buoyancy frequency (Fig. 2a) displays a bimodal signal with two maxima in April and October. The 
near-surface (0 – 100 m) stratification is high during Spring and Autumn, whereas the sub-surface (100–250 m) 
stratification is maximum during Summer and Winter. The annual cycle of SSHA (Fig. 2b) shows the presence 
of upwelling waters from December to March and from June to September. On the contrary, downwelling is 
observed from March to June and September to December. A similar pattern is observed in the annual cycle of 
density stratification (Fig. 2a) and is probably the reason for its bimodal signal.

Seasonal stratification (Fig. 2c) in the sub-surface showed an increasing trend with the maximum increase 
during Winter. The near-surface stratification displayed a decreasing trend in all seasons except during Spring. 
Increasing stratification in the sub-surface arises predominantly from temperature changes, with salinity changes 
playing a secondary role. The temperature changes influence the decreasing trend in the near-surface except in 
Spring, where the increasing trend is due to salinity changes. SSHA (Fig. 2d) in the Andaman Sea showed an 
increasing trend of downwelling waters in all seasons. The increasing trend enhanced from Spring to Winter, 
which is similar to the trend observed in the sub-surface stratification. Therefore, we infer that the amplified 
downwelling is responsible for rising sub-surface stratification and declining near-surface stratification (except 
for Spring). The trend analysis describes the basic variability of circulation and stratification changes.

The time-series of buoyancy frequency anomaly (Fig. 3a) after removing the annual cycle is compared with 
the following: time-series of buoyancy frequency anomaly only due to salinity changes (Fig. 3b) and only due 
to temperature changes (Fig. 3c); time-series of DMI (Fig. 3d), representing the IOD; and time-series of SSHA 
(Fig. 3e), representing the circulation in the Andaman Sea. The influence of salinity changes on the buoyancy 
frequency anomaly is generally seen in the upper 50 m (Fig. 3b). On the other hand, temperature changes 
were predominant below 40 m (Fig. 3c). A strong correlation is seen between positive (negative) anomalies of 
stratification in the near-surface (sub-surface) and pIOD (Fig. 3a,d). On the contrary, the negative (positive) 
anomalies of stratification in the near-surface (sub-surface) are observed during nIOD events. The correlation 
coefficient between DMI (Fig. 3d) and buoyancy frequency anomaly (Fig. 3a) in the near-surface (sub-surface) is 

(2)�Conv� − �Divbc� = �DISbc�
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0.66 (− 0.60) with a delay of 2 months. The DMI (Fig. 3d) and SSHA (Fig. 3e) also displayed a strong correlation 
(− 0.62) with a time lag of 2 months. Strong upwelling is observed during pIOD events, and strong downwelling 
is observed during nIOD events. The correlation coefficient between SSHA and buoyancy frequency anomaly in 
the near-surface (sub-surface) is − 0.82 (0.89). Therefore, it is clear that the enhanced upwelling (downwelling) 
during pIOD (nIOD) leads to an increase in stratification in the near-surface (sub-surface) and vice versa.

The time series of buoyancy frequency anomaly and Niño 3.4 index, which represents El Niño–Southern 
Oscillation (ENSO), are compared in Supplementary Fig. S1 online. Earlier  studies44,45 have suggested a relation-
ship between SST in the Andaman Sea and ENSO. However, we found that the correlation coefficient between 
near-surface (sub-surface) stratification is 0.44 (− 0.51), which is relatively less than that of DMI. Therefore, 
the analysis in this study is constricted to the effect of IOD on IW. Nevertheless, ENSO could also be having a 
remote effect on the Andaman Sea stratification in conjunction with IOD. One such example is the pIOD event 
in 1997, along with El Niño resulted in strong buoyancy frequency anomalies (see Supplementary Fig. S1 online).

Model simulations and validation. In the set of realistic simulations for April, 10 simulations are carried 
out from 2009 to 2018. The tidal forcing for the respective years is given from TPXO9.2, whereas the density 
stratification is derived from ORAS5 for the individual years and is inhomogeneous with respect to space. The 
model run starts on the 1st and continues until the 30th. The first two weeks of simulations are ignored as the 
model spin-up time to allow the IW generated in the Andaman Sea to propagate throughout the entire model 
domain and reach a steady-state near the farthest  boundary27,46,47. The following two weeks (third and fourth 
week) are considered for analysis. The same procedure is repeated for October and December. These 3 months 
are chosen in this study because maximum depth-averaged stratification is seen during April and October, 
whereas the sub-surface stratification is relatively high in December.

The SSHA is compared between tide-gauge data at Sabang (5.88° N, 95.31° E) and model simulations dur-
ing April (Fig. 4a), October (Fig. 4b), and December (Fig. 4c) of 2016. The correlation coefficient between the 
observations and model simulations is more than 0.95 in all 3 months. The root mean square error is 0.07 m, 
0.15 m, and 0.13 m during April (Fig. 4a), October (Fig. 4b), and December (Fig. 4c), respectively. This validates 

Figure 2.  (a) Annual cycle of density stratification in the Andaman Sea. (b) Annual cycle of SSHA. (c) 
Linear trends of density stratification during different seasons. ‘N_temp’ and ‘N_salt’ represent the changes in 
stratification due to changes in temperature and salinity, respectively. (d) Linear trend of SSHA. The ‘R-value’ of 
linear trend is mentioned above the bars. Domain-averaged (4°–17°N, 92°–99°E) values derived from ORAS5 
are considered in (a–d) to represent the Andaman Sea.
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the accuracy of the barotropic tidal signal in the model. Furthermore, the spectral estimate of density is compared 
between in-situ observations at BD12 and model simulations at 75 m (Fig. 4d,f,h) and 100 m (Fig. 4e,g,i). The 
model is able to capture the semidiurnal frequency  M2 and its higher harmonics  (M4,  M6) reasonably well in all 
3 months. The comparison of SSHA and spectral estimate of density are in good agreement for the remaining 
years whenever the observations are available but are not shown here.

According to Song and  Chen48, the variability of IT generation is caused by changes in astronomical tidal 
forcing and/or stratification. Therefore, to quantify the effect of tidal forcing on the interannual variability of IT 
generation, 10 simulations are performed for April by varying the tidal forcing and setting a constant homoge-
neous stratification. Time-averaged (ten-year mean of April) and domain averaged stratification profile from 
ORAS5 (Fig. 5a) is used.

Moreover, simulations are carried out by varying the stratification (Fig. 5a) and keeping a constant tidal 
forcing (April 2012) to quantify the effect of stratification on the interannual variability of IT generation. In 
this case, domain-averaged homogenous stratification for the respective years is used. Similar experiments are 
also carried out to understand the effect of tidal forcing and variable stratification for October (Fig. 5b) and 
December (Fig. 5c).

Inter-annual variability in IT generation. The sub-regions considered in the following analysis are 
shown in Fig. 6a. Figure 6b shows the mean and standard deviation of the energy conversion from the realistic 
set of simulations. In April, maximum IT generation (10 year mean of 2.34 GW) and high interannual vari-
ability (0.17 GW) are observed in SC. Minimum IT generation and the least interannual variance are noticed in 

Figure 3.  (a) Time-series of buoyancy frequency anomaly (after removing the annual cycle). (b) Time-series 
of buoyancy frequency anomaly due to salinity changes. (c) Time-series of buoyancy frequency anomaly due to 
temperature changes. (d) Time-series of DMI (3-month rolling mean) representing the IOD. (e) Time series of 
the detrended SSHA after subtracting the annual cycle. Domain-averaged (4°–17° N, 92°–99° E) values derived 
from ORAS5 are considered in (a–c) and (e) to represent the Andaman Sea.
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the remaining regions. During October, maximum barotropic conversion and interannual variance are seen in 
GC (0.1 GW), North East Andaman Sea (NEAS) (0.15 GW), and South East Andaman Sea (SEAS) (0.15 GW). 
Whereas in December, the interannual variability is relatively high at PC (0.08 GW) and TDC (0.13 GW).

In Fig. 6c–e, the variance of the realistic set of simulations is compared with the set of simulations carried 
out to quantify the effect of tidal forcing and stratification in April, October, and December. Their mean density 
stratification profiles used to initialize the model simulations are shown in Fig. 5a–c for April, October, and 
December, respectively. The interannual stratification variability for the 10-years considered in this section is 
relatively higher during October and December than during April. In April, maximum variability is observed 
between 25 and 75 m. At these depths, the stratification is lower (higher) than usual in 2011 and 2012 (2014 and 
2016), when the DMI is positive (negative). The maximum stratification is generally present near 75 m. Deepen-
ing (shoaling) of maximum stratification is seen in both October and December during nIOD (pIOD) events. 
However, the deepening is more profound than the shoaling. This could be due to the occurrence of relatively 

Figure 4.  Comparison of model-simulated sea surface elevation anomaly with tide-gauge data at Sabang 
(5.88°N, 95.31°E) during (a) April 2016, (b) October 2016, and (c) December 2016. Comparison of the density 
spectral estimate between observations from BD12 and model simulations at (d,f,h) 75 m and (e,g,i) 100 m 
depth during (d,e) April 2016, (f,g) October 2016, and (h,i) December 2016.
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stronger nIOD events in the considered 10-year period. Maximum near-surface stratification is also seen at 10 m, 
more profoundly in October, due to a large influx of freshwater discharge into the Andaman  Sea49. The maximum 
sub-surface stratification is somewhat deeper than April (80 m–95 m). However, the stratification between 25 
and 50 m is relatively less in October and December than in April.

In the PC, the changes in tidal forcing dominate the interannual variability in all the months (Fig. 7a–c), with 
the stratification variations playing a secondary role only in October (Fig. 7b) and December (Fig. 7c). Variability 
in the TDC is governed by stratification in October (Fig. 7e), and December (Fig. 7f) but is dominated by tidal 
forcing in April (Fig. 7d). For example, the high energy conversion in 2010 and 2016 during October (Fig. 7e) 
and December (Fig. 7f) is mainly due to high stratification. At SC and GC, stratification controls the interannual 
variability in IT generation in April (Fig. 7g,j), but tidal forcing plays a predominant role in October (Fig. 7h,k) 
and December (Fig. 7i,l). For example, the maximum (minimum) generation of IT in April 2014 (Fig. 7g,j) is 
due to an increase (decrease) in stratification in SC (GC).

The NEAS region is heavily influenced by freshwater flux, especially during  Autumn49. Tidal forcing controls 
the variability in energy conversion in NEAS in April (Fig. 7m), with stratification playing a more dominant 
role in October (Fig. 7n) and December (Fig. 7o). In the SEAS region, changes in stratification are more critical 

Figure 5.  Mean buoyancy frequency profiles used in the set of experiments to quantify the effect of tidal forcing 
and stratification on the interannual variability of IT generation in (a) April, (b) October, and (c) December. 
Mean profiles of (d) temperature, (e) salinity, and (f) buoyancy frequency used in the set of experiments to study 
differences in IT generation, propagation, and dissipation between pIOD and nIOD. The legends for (a), (b), 
and (c) are shown on top, and the legends for (d), (e), and (f) are given on the bottom.
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in defining the amount of IT generated (Fig. 7p–r). It should also be noted that local stratification and sub-tidal 
 currents36,50–52 could play a key role in both NEAS and SEAS. It could not be represented in the sensitivity experi-
ments where homogeneous stratification is used. For example, the sudden increase in IT generation in October 
2017 (Fig. 7n) at NEAS, which is not represented in both sets of sensitivity experiments, could be because of 
variations in local  stratification12.

Stratification controls the interannual variability at SC, GC, and SEAS during April (Fig. 6c). Whereas in 
October (Fig. 6d) and December (Fig. 6e), stratification plays an important role at TDC, NEAS, and SEAS. Vari-
ations in astronomical tidal forcing control the interannual variability in the remaining locations. This clearly 
shows that the interannual variability in the amount of energy converted from barotropic tide to baroclinic tide 
is governed by different parameters at different locations in different months.

Baroclinic tidal energy budget in contrasting pIOD and nIOD events. This section discusses the 
difference between pIOD and nIOD events in terms of IT generation, dissipation, and propagation in the Anda-
man Sea. The strongest pIOD (2006) and strongest nIOD (2016) in the last two decades are chosen for this study 
(Fig. 3d). The Autumn and Winter seasons of 2006 and 2016 are considered, and their region-averaged profiles 
of temperature, salinity, and density stratification derived from ORAS5 are shown in Fig. 5d–f, respectively. Four 
additional experiments are carried out with constant tidal forcing and varying the respective stratification for 
pIOD and nIOD in Autumn and Winter. The mixed layer depth during pIOD is as deep as 70 m, whereas during 
nIOD, it is seen only up to 35 m (Fig. 5d). This led to a steeper thermocline during nIOD below 80 m. During 
pIOD, a sharp halocline is present up to 75 m, whereas during nIOD, the halocline is deeper than 100 m (Fig. 5e). 
The density stratification (Fig. 5f) displays a bimodal structure in the vertical, with the first peak closer to the 
surface waters caused by the salinity gradient. The second peak, which is caused due to both temperature and 
salinity gradient, is observed at 55 m (45 m) in Autumn (Winter) during pIOD but dropped to 110 m (110 m) 
during nIOD. The density stratification during pIOD is very high in the near-surface, in this case up to 80 m, and 
decreases below that. During nIOD, the sub-surface stratification is very high, and the near-surface stratifica-
tion is considerably less than that of pIOD. The main difference in stratification between Autumn and Winter is 
that the first peak due to the salinity gradient is strongest in Autumn. In contrast, the second peak is relatively 
stronger in Winter.

During Autumn (Fig. 8a,b), at PC, the IT generation increased by 4.6% from pIOD to nIOD. The baroclinic 
flux increased by 30.6% and 11% in the west and east directions, respectively. In TDC, the baroclinic energy 
conversion increased by 14.2%, but the local baroclinic dissipation rate (q) decreased from 0.5 to 0.38. An increase 
in the IT propagation of 57% and 34% is noticed in the north and east directions, respectively. In the SC, which 
is the main generation site, the IT generation decreased by 5.5%. Baroclinic dissipation of 0.37 GW (local dis-
sipation ratio of 0.15) is seen during pIOD, but during nIOD, almost all the generated IT propagated away from 
SC with very little baroclinic dissipation. A similar trend is observed in GC, where local dissipation efficiency 

Figure 6.  (a) Bathymetry of the Andaman Sea showing the sub-regions. (b–e) Standard deviation of 
semidiurnal IT energy conversion for different sets of experiments. ‘Apr’, ‘Oct’, and ‘Dec’ are set of realistic 
experiments. ‘Apr Tide’, ‘Oct Tide’, and ‘Dec Tide’ are set of experiments to quantify the effect of tidal forcing. 
‘Apr Strt’, ‘Oct Strt’, and ‘Dec Strt’ are set of experiments to quantify the effect of stratification changes.
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decreased from 0.34 to 0.13 despite baroclinic conversion increasing by 10.5%. The decrease in baroclinic dis-
sipation at TDC, SC, and GC resulted in more baroclinic flux entering the Andaman Sea and the Bay of Bengal, 
even more so into the former region. This can be seen along the western boundary of NEAS, where there is a 
sharp increase in the eastward propagating baroclinic flux from pIOD (0.15 GW) to nIOD (0.56 GW). Although 
there is a decrease in baroclinic conversion in NEAS, there is an increase in dissipation due to the dissipation of 
remotely generated IT. The maximum increase in the amount of IT generated (26.9%) and dissipated (27.1%) 
is seen in SEAS, where the westward propagation of baroclinic flux also increased from 0.08 GW to 0.2 GW.

The mean vertical profiles of temperature, salinity, and buoyancy frequency for multiple pIOD and nIOD 
events during Autumn are shown in Supplementary Fig. S2 online. The maximum sub-surface stratification 
during different pIOD (nIOD) is near 50 m (100 m). Therefore, the semidiurnal IT energetics could be similar 
to that of 2006 for pIOD events and 2016 for nIOD events, respectively, albeit with some minor differences in 
magnitude owing to the differences in the strength of IOD events.

During Winter (Fig. 8c,d), a similar trend of decreased local baroclinic dissipation at TDC, SC, and GC and 
increased propagation of IT into the Andaman Sea is observed from pIOD to nIOD even though its magnitude 
has differed. The local dissipation efficiency decreased from 0.52 to 0.37, 0.21 to 0, and 0.3 to 0.21, at TDC, SC, 
and GC, respectively. However, the IT generated at TDC remained constant during both the events, which was 

Figure 7.  Interannual variability of semidiurnal IT energy conversion during April (a,d,g,j,m,p), October 
(b,e,h,k,n,q), and December (c,f,i,l,o,r) at PC (a–c), TDC (d–f), SC (g–i), GC (j–l), NEAS (m–o), and SEAS 
(p–r). ‘Apr’, ‘Oct’, and ‘Dec’ are set of realistic experiments. ‘Apr Tide’, ‘Oct Tide’, and ‘Dec Tide’ are set of 
experiments to quantify the effect of tidal forcing. ‘Apr Strt’, ‘Oct Strt’, and ‘Dec Strt’ are set of experiments to 
quantify the effect of stratification changes. EC on y-axis label means ‘energy conversion’.
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not the case during Autumn. The increase in IT generated in GC (16.9%) and SEAS (39.2%) is greater than it 
is in Autumn.

As reported by  Kunze53, most of the dissipation near the IT generation sites occurs in the pycnocline. The 
differences in the local dissipation rates between pIOD and nIOD could result from differences in the main 
pycnocline depths. During pIOD, there could be more dissipation because of the shallow pycnocline interacting 
with more rough  topography54–58 in the TDC, SC, and GC. It should be noted that the sub-tidal currents could 
significantly alter the propagation and dissipation of semidiurnal  IT36,50–52,59. However, we are looking at the 
effect of IOD on IT in the absence of sub-tidal currents because uniform stratification is considered for model 
initialization.

Figure 8.  Comparison of baroclinic tidal energy budget between (a,c) pIOD and (b,d) nIOD during (a,b) 
Autumn and (c,d) Winter. The nonuniform color bar indicates the depth-integrated conversion rates from 
barotropic to baroclinic tide. The region-integrated and depth-integrated energy conversion (GW) and 
baroclinic dissipation (GW) are represented by blue and magenta numbers inside the box, respectively. Red 
numbers show the depth-integrated baroclinic energy fluxes (GW) along the boundaries.
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Conclusions
The annual cycle of stratification in the Andaman Sea showed a bimodal signal, with near-surface maxima dur-
ing Spring and Autumn and sub-surface maxima during Summer and Winter. The circulation in the Andaman 
Sea (SSHA) is the primary reason for this phenomenon. The SSHA in all the seasons displayed an increasing 
trend in downwelling, which led to an increasing (decreasing) trend in the sub-surface (near-surface) stratifica-
tion. Temperature changes dominated the increase in trend in subsurface stratification. Salinity changes played 
a dominant role only during Spring, when near-surface stratification showed an increasing trend (unlike other 
seasons). Since the equatorial forcing plays a major role in controlling the circulation in the Andaman Sea, we 
observed a good correlation between DMI and stratification. During nIOD (pIOD) events, a higher-than-normal 
downwelling (upwelling) led to an increase (decrease) in sub-surface stratification.

During April, the changes in tidal forcing play a primary role in controlling the interannual variability of 
IT energy conversion at PC, TDC, and NEAS, whereas the changes in stratification play a more critical role at 
SC, GC, and SEAS. During October and December, the interannual variability in IT generation is controlled by 
changes in tidal forcing in PC, SC, and GC. Stratification plays a predominant role at TDC, NEAS, and SEAS. 
The main difference in stratification from pIOD to nIOD is that the second peak dropped from 55 m (45 m) to 
110 m (110 m) in Autumn (Winter). Local baroclinic dissipation decreased significantly, even though IT genera-
tion increased slightly from the pIOD to the nIOD event in both Autumn and Winter. This resulted in a sharp 
increase in the amount of IT propagating into the Andaman Sea.

In summary, if the current trend in increasing sub-surface stratification with increasing strength of nIOD 
events continues, it could increase the IT generation and propagation into the Andaman Sea. On the contrary, 
if the strength of pIOD events increases, it would result in more diapycnal mixing due to an increase in local 
baroclinic dissipation. The increase in the strength and frequency of IOD events can significantly impact the 
IW activity in the Andaman Sea.

Data availability
The reanalysis data from ORAS5 is downloaded from https:// cds. clima te. coper nicus. eu/ cdsapp# !/ datas et/ reana 
lysis- oras5. The data from BD12 is available upon request. The SSHA data at Sabang is downloaded from http:// 
uhslc. soest. hawaii. edu/ data/ downl oad/ rq# uh123a.

Received: 24 December 2021; Accepted: 22 June 2022

References
 1. Garrett, C. & Munk, W. Space-time scales of internal waves: A progress report. J. Geophys. Res. 80, 291–297 (1975).
 2. Jackson, C. R. & Apel, J. An Atlas of Internal Solitary-Like Waves and Their Properties (Global Ocean Association, 2004).
 3. Nash, J. D., Kelly, S. M., Shroyer, E. L., Moum, J. N. & Duda, T. F. The unpredictable nature of internal tides on continental shelves. 

J. Phys. Oceanogr. 42, 1981–2000 (2012).
 4. Bell, T. H. Topographically generated internal waves in the open ocean. J. Geophys. Res. 80, 320–327 (1975).
 5. Baines, P. G. On internal tide generation models. Deep Sea Res. Part A 29, 307–338 (1982).
 6. Garrett, C. & Kunze, E. Internal tide generation in the deep Ocean. Annu. Rev. Fluid Mech. 39, 57–87 (2007).
 7. Gregg, M. C., Sanford, T. B. & Winkel, D. P. Reduced mixing from the breaking of internal waves in equatorial waters. Nature 422, 

513–515 (2003).
 8. Garrett, C. Mixing with latitude. Nature 422, 477–477 (2003).
 9. Holligan, P. M., Pingreet, R. D. & Mardellt, G. T. Oceanic solitons, nutrient pulses and phytoplankton growth. Nature 314, 348–350 

(1985).
 10. Sharples, J. et al. Spring-neap modulation of internal tide mixing and vertical nitrate fluxes at a shelf edge in summer. Limnol. 

Oceanogr. 52, 1735–1747 (2007).
 11. Villamaña, M. et al. Role of internal waves on mixing, nutrient supply and phytoplankton community structure during spring and 

neap tides in the upwelling ecosystem of Ría de Vigo (NW Iberian Peninsula). Limnol. Oceanogr. 62, 1014–1030 (2017).
 12. Yadidya, B., Rao, A. D. & Latha, G. Investigation of Internal Tides Variability in the Andaman Sea: Observations and Simulations. 

J. Geophys. Res. Oceans 127, e2021JC018321 (2022).
 13. Perry, R. B. & Schimke, G. R. Large-amplitude internal waves observed off the northwest coast of Sumatra. J. Geophys. Res. 70, 

2319–2324 (1965).
 14. Osborne, A. R. & Burch, T. L. Internal solitons in the Andaman Sea. Science 208, 451–460 (1980).
 15. Alpers, W., Wang-Chen, H. & Hock, L. Observation of internal waves in the Andaman Sea by ERS SAR. In IGARSS’97. 1997 IEEE 

International Geoscience and Remote Sensing Symposium Proceedings. Remote Sensing: A Scientific Vision for Sustainable Develop-
ment, Vol. 4 1518–1520 (IEEE, 1997).

 16. Magalhaes, J. M., da Silva, J. C. B. & Buijsman, M. C. Long lived second mode internal solitary waves in the Andaman Sea. Sci. 
Rep. 10, 10234 (2020).

 17. Tensubam, C. M., Raju, N. J., Dash, M. K. & Barskar, H. Estimation of internal solitary wave propagation speed in the Andaman 
Sea using multi–satellite images. Remote Sens. Environ. 252, 112123 (2021).

 18. Mohanty, S., Rao, A. D. & Latha, G. Energetics of semidiurnal internal tides in the Andaman Sea. J. Geophys. Res. Oceans 123, 
6224–6240 (2018).

 19. Chatterjee, A., Shankar, D., McCreary, J. P., Vinayachandran, P. N. & Mukherjee, A. Dynamics of Andaman Sea circulation and 
its role in connecting the equatorial Indian Ocean to the Bay of Bengal. J. Geophys. Res. Oceans 122, 3200–3218 (2017).

 20. Saji, N. H., Goswami, B. N., Vinayachandran, P. N. & Yamagata, T. A dipole mode in the tropical Indian Ocean. Nature 401, 360–363 
(1999).

 21. Webster, P. J., Moore, A. M., Loschnigg, J. P. & Leben, R. R. Coupled ocean–atmosphere dynamics in the Indian Ocean during 
1997–98. Nature 401, 356–360 (1999).

 22. Nagura, M. & McPhaden, M. J. Dynamics of zonal current variations associated with the Indian Ocean dipole. J. Geophys. Res. 
Oceans 115, e2010JC06423 (2010).

 23. Bjerknes, J. Atmospheric teleconnections from the equatorial Pacific. Mon. Weather Rev. 97, 163–172 (1969).
 24. Zheng, Q., Susanto, R. D., Ho, C.-R., Song, Y. T. & Xu, Q. Statistical and dynamical analyses of generation mechanisms of solitary 

internal waves in the northern South China Sea. J. Geophys. Res. 112, C03021 (2007).

https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-oras5
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-oras5
http://uhslc.soest.hawaii.edu/data/download/rq#uh123a
http://uhslc.soest.hawaii.edu/data/download/rq#uh123a


12

Vol:.(1234567890)

Scientific Reports |        (2022) 12:11104  | https://doi.org/10.1038/s41598-022-15301-8

www.nature.com/scientificreports/

 25. Chuang, W.-S. & Wang, D.-P. Effects of density front on the generation and propagation of internal tides. J. Phys. Oceanogr. 11, 
1357–1374 (1981).

 26. Pradhan, H. K., Rao, A. D. & Joshi, M. Neap—spring variability of internal waves over the shelf-slope along western Bay of Bengal 
associated with local stratification. Nat. Hazards 80, 1369–1380 (2016).

 27. Mohanty, S., Rao, A. D. & Yadidya, B. Spatial and temporal variability of semidiurnal internal tide energetics in the Western Bay 
of Bengal. Pure Appl. Geophys. 176, 5203–5215 (2019).

 28. Müller, M., Cherniawsky, J. Y., Foreman, M. G. G. & von Storch, J.-S. Seasonal variation of the M 2 tide. Ocean Dyn. 64, 159–177 
(2014).

 29. Jithin, A. K., Francis, P. A., Unnikrishnan, A. S. & Ramakrishna, S. S. V. S. Energetics and spatio-temporal variability of semidiurnal 
internal tides in the Bay of Bengal and Andaman Sea. Prog. Oceanogr. 189, 102444 (2020).

 30. National Center for Atmospheric Research Staff (Eds). The Climate Data Guide: SST Data: HadiSST v1.1. https:// clima tedat aguide. 
ucar. edu/ clima te- data/ sst- data- hadis st- v11.

 31. NOAA Physical Sciences Laboratory. https:// psl. noaa. gov/ gcos_ wgsp/ Times eries/ DMI/.
 32. Venkatesan, R. et al. In situ ocean subsurface time-series measurements from OMNI buoy network in the Bay of Bengal. Curr. Sci. 

104, 12 (2013).
 33. Zuo, H., Balmaseda, M. A., Tietsche, S., Mogensen, K. & Mayer, M. The ECMWF operational ensemble reanalysis–analysis system 

for ocean and sea ice: A description of the system and assessment. Ocean Sci. 15, 779–808 (2019).
 34. Nash, J. D., Alford, M. H. & Kunze, E. Estimating internal wave energy fluxes in the Ocean. J. Atmos. Ocean. Technol. 22, 1551–1570 

(2005).
 35. Vic, C. et al. Deep-ocean mixing driven by small-scale internal tides. Nat. Commun. 10, 2099 (2019).
 36. Xu, Z., Wang, Y., Liu, Z., McWilliams, J. C. & Gan, J. Insight into the dynamics of the radiating internal tide associated with the 

Kuroshio current. J. Geophys. Res. Oceans 126, e2020JC017018 (2021).
 37. Marshall, J., Adcroft, A., Hill, C., Perelman, L. & Heisey, C. A finite-volume, incompressible Navier Stokes model for studies of the 

ocean on parallel computers. J. Geophys. Res. Oceans 102, 5753–5766 (1997).
 38. Yadidya, B., Rao, A. D. & Mohanty, S. Simulation of diurnal variability in vertical density structure using a coupled model. Sci. 

Rep. 11, 10916 (2021).
 39. GEBCO Bathymetric Compilation Group. The GEBCO_2021 Grid: A Continuous Terrain Model of the Global Oceans and Land. 

https:// doi. org/ 10. 5285/ C6612 CBE- 50B3- 0CFF- E053- 6C86A BC09F 8F (2021).
 40. Smagorinsky, J. General circulation experiments with the primitive equations: I. The basic experiment. Mon. Weather Rev. 91, 

99–164 (1963).
 41. Large, W. G., McWilliams, J. C. & Doney, S. C. Oceanic vertical mixing: A review and a model with a nonlocal boundary layer 

parameterization. Rev. Geophys. 32, 363–403 (1994).
 42. Merrifield, M. A. & Holloway, P. E. Model estimates of M2 internal tide energetics at the Hawaiian Ridge. J. Geophys. Res. Oceans 

107, 1–5 (2002).
 43. Egbert, G. D. & Erofeeva, S. Y. Efficient inverse modeling of barotropic Ocean tides. J. Atmos. Ocean. Technol. 19, 22 (2002).
 44. Dunne, R. P., Brown, B. E., Phongsuwan, N. & Putchim, L. The Indian Ocean Dipole and El Niño Southern Oscillation as major 

drivers of coral cover on shallow reefs in the Andaman Sea. Glob. Change Biol. 27, 3312–3323 (2021).
 45. Isa, N. S. et al. Spatial and temporal variability of sea surface temperature during El-Niño Southern Oscillation and Indian Ocean 

Dipole in the Strait of Malacca and Andaman Sea. Reg. Stud. Mar. Sci. 39, 101402 (2020).
 46. Mohanty, S., Rao, A. D. & Pradhan, H. K. Estimates of internal tide energetics in the Western Bay of Bengal. IEEE J. Ocean. Eng. 

43, 1015–1023 (2018).
 47. Wang, X. et al. Tidal mixing in the South China Sea: An estimate based on the internal tide energetics. J. Phys. Oceanogr. 46, 

107–124 (2016).
 48. Song, P. & Chen, X. Investigation of the internal tides in the Northwest Pacific Ocean considering the background circulation and 

stratification. J. Phys. Oceanogr. 50, 3165–3188 (2020).
 49. Robinson, R. A. J. et al. The Irrawaddy River sediment flux to the Indian Ocean: The original nineteenth-century data revisited. J. 

Geol. 115, 629–640 (2007).
 50. Kerry, C. G., Powell, B. S. & Carter, G. S. The impact of subtidal circulation on internal tide generation and propagation in the 

Philippine Sea. J. Phys. Oceanogr. 44, 1386–1405 (2014).
 51. Kerry, C. G., Powell, B. S. & Carter, G. S. The impact of subtidal circulation on internal-tide-induced mixing in the Philippine Sea. 

J. Phys. Oceanogr. 44, 3209–3224 (2014).
 52. Wang, Y., Xu, Z., Hibiya, T., Yin, B. & Wang, F. Radiation path of diurnal internal tides in the Northwestern pacific controlled by 

refraction and interference. J. Geophys. Res. Oceans 126, e2020C016972 (2021).
 53. Kunze, E. Internal-wave-driven mixing: global geography and budgets. J. Phys. Oceanogr. 47, 1325–1345 (2017).
 54. Ledwell, J. R. et al. Evidence for enhanced mixing over rough topography in the abyssal ocean. Nature 403, 179–182 (2000).
 55. Klymak, J. M., Legg, S. & Pinkel, R. A simple parameterization of turbulent tidal mixing near supercritical topography. J. Phys. 

Oceanogr. 40, 2059–2074 (2010).
 56. Nikurashin, M. & Legg, S. A mechanism for local dissipation of internal tides generated at rough topography. J. Phys. Oceanogr. 

41, 378–395 (2011).
 57. Rapaka, N. R., Gayen, B. & Sarkar, S. Tidal conversion and turbulence at a model ridge: Direct and large eddy simulations. J. Fluid 

Mech. 715, 181–209 (2013).
 58. Lefauve, A., Muller, C. & Melet, A. A three-dimensional map of tidal dissipation over abyssal hills. J. Geophys. Res. Oceans 120, 

4760–4777 (2015).
 59. Kelly, S. M. & Lermusiaux, P. F. J. Internal-tide interactions with the Gulf Stream and Middle Atlantic Bight shelfbreak front. J. 

Geophys. Res. Oceans 121, 6271–6294 (2016).

Acknowledgements
The authors are grateful to the Indian Institute of Technology Delhi HPC facility and the Department of Sci-
ence and Technology, Government of India, for providing computational resources through financial grants 
(DST-FIST, 2014). The first author wishes to express his gratitude to the DST, New Delhi, for providing financial 
assistance in the form of a research fellowship through the INSPIRE program.

Author contributions
All authors conceived the experiments. B.Y. conducted the experiments, B.Y. and A.D.R analysed the results. All 
authors reviewed the manuscript.

Competing interests 
The authors declare no competing interests.

https://climatedataguide.ucar.edu/climate-data/sst-data-hadisst-v11
https://climatedataguide.ucar.edu/climate-data/sst-data-hadisst-v11
https://psl.noaa.gov/gcos_wgsp/Timeseries/DMI/
https://doi.org/10.5285/C6612CBE-50B3-0CFF-E053-6C86ABC09F8F


13

Vol.:(0123456789)

Scientific Reports |        (2022) 12:11104  | https://doi.org/10.1038/s41598-022-15301-8

www.nature.com/scientificreports/

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 022- 15301-8.

Correspondence and requests for materials should be addressed to B.Y.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2022

https://doi.org/10.1038/s41598-022-15301-8
https://doi.org/10.1038/s41598-022-15301-8
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Interannual variability of internal tides in the Andaman Sea: an effect of Indian Ocean Dipole
	Data and methods
	Model configuration. 

	Results and discussion
	Interannual variability of density stratification. 
	Model simulations and validation. 
	Inter-annual variability in IT generation. 
	Baroclinic tidal energy budget in contrasting pIOD and nIOD events. 

	Conclusions
	References
	Acknowledgements


