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#### Abstract

In randomized benchmarking of quantum logical gates, partial twirling can be used for simpler implementation, better scaling, and higher accuracy and reliability. For instance, for two-qubit gates, single-qubit twirling is easier to realize than full averaging. We analyze such simplified, partial twirling and demonstrate that, unlike for the standard randomized benchmarking, the measured decay of fidelity is a linear combination of exponentials with different decay rates ( 3 for two qubits and single-bit twirling). The evolution with the sequence length is governed by an iteration matrix, whose spectrum gives the decay rates. For generic two-qubit gates one slowest exponential dominates and characterizes gate errors in three channels. Its decay rate is close, but different from that in the standard randomized benchmarking, and we find the leading correction. Using relations to the local invariants of two-qubit gates we identify all exceptional gates with several slow exponentials and analyze possibilities to extract their decay rates from the measured curves.


Efficient quantum computers will require calibration of quantum gates to evaluate the effects of environment and noise and to enable quantum-error correction ${ }^{1-3}$. Because of the requirements of the threshold theorem for fault-tolerant quantum computations ${ }^{4-7}$, it is important to quantitatively describe such errors. Various approaches have been suggested in order to characterize the gates. In general, a non-ideal quantum gate is a superoperator on density matrices rather than a unitary, and its deviation from the ideal gate is described by a collection of numbers, which grows very fast with the number of qubits. The direct quantum process tomography ${ }^{8-10}$ gives a full description. While the gate set tomography ${ }^{11-14}$ can already be performed on two qubits, for $n$ qubits a complete description of a noise model without any assumptions about its structure requires $O\left(2^{4 n}\right)$ parameters, so that it quickly becomes intractable ${ }^{15,16}$ in spite of further improvements like the compressed sensing ${ }^{17,18}$.

Randomized benchmarking (RB) ${ }^{19-21}$ has a more advantageous scaling and provides a single overall metric for the error level instead of full characterization of its structure. Random gate sequences are tested, and the sequence fidelity decays exponentially with its length. This allows one to enhance and measure small gate errors in current and prospective quantum-information devices and also makes it robust to state preparation and measurement errors ${ }^{22}$.

While RB characterizes a set of unitary gates, a specific gate can be tested using the interleaved $\mathrm{RB}^{23-25}$ (IRB), where a random gate sequence is interleaved with applications of this specific gate. Effectively, this implies averaging of the tested gate over unitary rotations, the so called twirl operation. The resulting averaged gate is a depolarizing channel ${ }^{19}$, characterized by a single number, which can be measured to quantify the fidelity of the tested gate. Instead of impractical sampling of random gates from the full unitary group, standard RB procedures rely on random Clifford gates, since the Clifford twirl can be substituted for a full unitary twirl ${ }^{26}$, because the Clifford group $C_{n}$ is a 2 -design ${ }^{22,26,27}$.

With the current advance of experimental techniques, the Clifford randomized benchmarking can be routinely performed on a small number of qubits ${ }^{28,29}$, and the question of interest is extension of these techniques to larger qubit systems. This is not straightforward since the complexity grows, albeit polynomially, with the number of qubits (even though one only needs to sample from the fast growing Clifford group), because of the gate compilation complexity ${ }^{22,30}$. The Clifford RB is widely used for one-two qubit systems, but experiments even with three qubits are rare ${ }^{31}$, see discussion in Ref. ${ }^{32}$.

Various generalizations and modifications of RB are discussed in the literature as well as research to better understand the accuracy of fidelity estimates from RB under various conditions. Apart from developments of IRB, for example, direct RB with application of many gates in parallel was studied ${ }^{32}$ and the cross-entropy benchmarking (XEB) was demonstrated ${ }^{33}$. Here we analyze twirling over a subgroup of the full Clifford (or unitary) group in order to address certain problems of the standard IRB and to simplify and optimize the RB protocol ${ }^{34}$. Specifically, we consider $C_{1}^{\otimes n}$-twirls, i.e., the use of random single-qubit gates only ${ }^{15}$. This problem is of interest for current and future analysis of quantum benchmarking. On one hand, in this approach the gate-compilation problem does not arise, facilitating scaling to larger systems. Furthermore, already for two qubits the use of random single-qubit instead of two-qubit gates ( $C_{1}^{\otimes 2}$-twirl discussed below) saves resources since the former

[^0]are typically faster and have higher fidelity, which improves the accuracy (confidence interval) of gate-fidelity estimates. In contrast, comparison against non-interleaved sequences in $C_{2}\left(\right.$ or $\left.C_{n}\right)$ IRB is only approximate, since contributions of errors in random Cliffords and the interleaved gate do not necessarily add up unless one of these error channels is depolarizing ${ }^{23,35}$. This increases the confidence interval of the fidelity estimate in IRB ${ }^{23,35}$.

These remarks are of special importance for experiments with logical qubits (built of several physical qubits in quantum-error correction architectures), since they may be challenging, and high-quality two-qubit gates may be in short supply, so that any overhead here may be a concern for some time ${ }^{34}$. Further, $C_{1}^{\otimes 2}$-twirling may be convenient if one tests an idle or a single-qubit gate on two qubits in order to directly address decoherence or cross-talk and spurious interactions ${ }^{36}$. Moreover, the standard $C_{2}$ IRB was found to perform poorly in this kind of setting, when the interleaved gate is of higher fidelity than the random Cliffords ${ }^{35}$.

While most experiments implement the full IRB ${ }^{24,25}, C_{1}^{\otimes 2}$-twirling was also used in some cases ${ }^{37,38}$. $C_{1}^{\otimes n}$-twirls would simplify the procedure, take less resources, and allow to use RB easier even on pairs of qubits including within larger systems and as a part of more complex manipulations. The need for less resource-intensive nature of such partial twirling becomes more acute for multi-qubit systems, and the use of our analysis of partial twirls here may be promising, although it requires further developments, in particular, of the theory of local invariants to complete exhaustive analysis of regular and exceptional gates (with one or more dominating decay factors, see below). Nevertheless, it is important to realize that such partial twirling is not universally effective for all logical gates and be able to understand when it is useful and when not.

It is apparent from the experimental data ${ }^{37,38}$ and expectations that this approach based on the single-qubit subgroup produces substantial twirling. However, it is not necessarily complete, and the question arises, which information it provides. We analyze such partial twirls for the case of two qubits in this article. We note that the effect of the $C_{1}^{\otimes n}$-twirl, with averaging over single-qubit unitaries, was studied in Ref. ${ }^{15}$ and for the case of simultaneous RB in Refs. ${ }^{25,36}$. Related questions for multiqubit systems were addressed recently with a discussion of RB generalizations ${ }^{31,39,40}$. For Clifford-subgroup twirling, it was shown ${ }^{34}$ that in general the space of qubit density matrices is decomposed into independent blocks with different decay factors in these blocks (cf. the discussion of three decay factors ${ }^{36}$ ).

The approach, developed in the current article, allowed us not only to analyze the benchmarking of generic gates but also to find all exceptional gates and fully analyze the IRB in all these exceptional cases with the possibility to extract more information from a simpler experimental procedure. We demonstrate that the dynamics of the noise-averaged evolution operator as a function of the length of the RB gate sequence can be described with a linear markovian operator. We find this operator explicitly, using local invariants of the gate. Its eigenvalues provide the decay rates for the measured fidelity in partial-RB experiments, and accordingly, the generic IRB decay curve is a linear combination of several exponentials, cf. ${ }^{25,34,39}$. For generic two-qubit gates, the fidelity decay is dominated by a single exponential, which is close, but not identical, to the result of the standard RB, and we find the deviation of these quantities. Furthermore, we complete the exhaustive analysis by finding all exceptional gates, when more than one exponent is visible in the decay curves, and demonstrate how the RB fidelities can be extracted from the data in these cases. In the opposite limit, we find a family of two-qubit gates, which can be viewed as especially suited for partial RB, since only one decay factor is non-vanishing. The presented analysis can be generalized to situations with more qubits or larger subsystems ( $C_{1} \otimes C_{2}, C_{1}^{\otimes 3}$ twirls etc.).

## Full interleaved randomized benchmarking

Here we briefly summarize some basic properties of the RB procedure, needed for our analysis of the partial IRB below. Detailed accounts can be found, e.g., in Refs. ${ }^{19,22,27,41}$. In particular, we introduce some notation and describe certain assumptions, some customary for RB and some used in this paper to enhance the focus on basic properties of the partial RB. Consider an arbitrary gate $W$ to be tested. For an ideal unitary operation $w_{0}$ it acts on density matrices by conjugation, $W_{0}[\rho]=w_{0} \rho w_{0}^{\dagger}$. We assume that ideally, $W$ should realize a (unitary) gate $W_{0}$, but due to errors $W=W_{0} \Lambda$ with the error superoperator $\Lambda$, close to $\hat{1}$ for weak errors. We imply that $W=W_{0} \Lambda$ is the average over realizations of noise (sometimes $W$ refers instead to a specific realization of the gate which should be clear from the context).

Interleaved randomized benchmarking (IRB) studies sequences of the type

$$
\begin{equation*}
\Lambda_{n}=F W V_{n} \cdots W V_{3} W V_{2} W V_{1} \tag{1}
\end{equation*}
$$

with random gates $V_{i}$, which are sampled uniformly from the relevant group, for instance, in the Haar measure from the unitary group $\mathrm{U}(d)$ or, equivalently ${ }^{26}$ (i.e., with the same average $\Lambda_{n}$ ), from the Clifford group. This equivalence relies on the Clifford group being a 2 -design, see also ${ }^{22,41,42}$. For smaller, or other, subgroups of $U(d)$ the averaging may be only partial.

The final gate $F \equiv\left(W_{0} V_{n} \ldots W_{0} V_{3} W_{0} V_{2} W_{0} V_{1}\right)^{\dagger}$ in Eq. (1) is chosen such that in the absence of errors the product $\Lambda_{n}$ reduces to $\hat{1}$, and any deviation from the identity indicates errors. One typically measures the resulting state after the action of the sequence $\Lambda_{n}$ on an initial state $\rho_{0}$. Due to errors the probability to find the system in the state $\rho_{0}$ decays with the sequence length $n$. The decay rate quantifies the fidelity of the gate $W$. This procedure implies multi-fold repetition of the experiment.

There is a number of factors that influence the resulting operator $\Lambda_{n}$. Noise and inaccuracies during each instance of $W$ in the sequence (Eq. 1) force it to deviate from $W_{0}$. Here we assume that these noise contributions are uncorrelated for different instances of $W$ even within each sequence (short noise correlation time). The total error of the sequence contains independent contributions from all terms in Eq. (1), and averaging over repetitions results in replacement of each $W$ by its noise-averaged value, $W_{0} \Lambda$. Moreover, we assume that the random gates $V_{i}$ are error-free for the purposes of this paper. In principle, in the standard IRB errors in $V_{i}$ 's are accounted for by subtracting the decay constant for non-interleaved sequences of only $V_{i} \mathrm{~s}^{23}$ (though accuracy of this approach
is proven only for depolarizing noise in $V_{i}^{35}$ ). We neglect this contribution since we focus here on a different phenomenon; this is especially justified for the case of most interest, when $W$ is a two-qubit gate, while $V_{i}$ 's are single-qubit gates, typically, with much lower errors.

Since $W=W_{0} \Lambda$, one can rewrite (Eq. 1) as a product of conjugate $\Lambda$ 's:

$$
\begin{equation*}
\Lambda_{n}=F W_{0} \Lambda V_{n} \cdots W_{0} \Lambda V_{3} W_{0} \Lambda V_{2} W_{0} \Lambda V_{1}=\left(U_{n}^{\dagger} \Lambda U_{n}\right)\left(U_{n-1}^{\dagger} \Lambda U_{n-1}\right) \cdots\left(U_{2}^{\dagger} \Lambda U_{2}\right)\left(U_{1}^{\dagger} \Lambda U_{1}\right) \tag{2}
\end{equation*}
$$

with the unitaries $U_{i}$, related to $V_{i}$ via:

$$
\begin{equation*}
V_{1}=U_{1}, \quad V_{i} W_{0}=U_{i} U_{i-1}^{\dagger} \text { for } i=2 \ldots n \tag{3}
\end{equation*}
$$

(We assume that we deal with $n$ equivalent implementations of the same gate $W$.) Uniform distribution for $V_{i}$ 's over the (unitary/Clifford or other) group implies the same for $U_{i}$ 's (since $W_{0}$ belongs to the same group; this is not the case for partial RB). Hence averaging of $\Lambda_{n}$ over the random $V_{i}$ 's reduces to independent averaging of each $U^{\dagger} \Lambda U$-term on the rhs of Eq. (2). Every such term, a superoperator $\Lambda_{U}$, maps a state $\rho$ to

$$
\begin{equation*}
\Lambda_{U}[\rho] \equiv U^{\dagger} \Lambda\left[U \rho U^{\dagger}\right] U . \tag{4}
\end{equation*}
$$

Its average over realizations of the random $U$ (we use both notations, the over-bar and the angular brackets) is:

$$
\begin{equation*}
\bar{\Lambda}[\rho] \equiv\langle\Lambda\rangle[\rho]=\left\langle\Lambda_{U}[\rho]\right\rangle_{U} . \tag{5}
\end{equation*}
$$

Here the last subscript $U$ denotes averaging over the group. One can see that the averaged gate $\bar{\Lambda}$ is isotropic with respect to the group rotations, i.e., invariant under an arbitrary basis change $L$ from the group:

$$
\begin{equation*}
\bar{\Lambda}\left[L \rho L^{\dagger}\right]=L \bar{\Lambda}[\rho] L^{\dagger}, \tag{6}
\end{equation*}
$$

because according to Eq. (4) for any $L$ we have $\Lambda_{U}\left[L \rho L^{\dagger}\right]=L \Lambda_{U L}[\rho] L^{\dagger}$, which can be immediately averaged over $U$ (or equivalently, over $U^{\prime}=U L$ ).

The isotropy strongly constrains the degrees of freedom in the gate $\bar{\Lambda}$, making it a depolarizing channel:

$$
\begin{equation*}
\bar{\Lambda}[\rho]=(1-\mu) \frac{\hat{1}}{d}+\mu \rho, \tag{7}
\end{equation*}
$$

where $d$ is the dimension of the Hilbert space. It interpolates between the identity map at $\mu=1$ and the completely depolarizing channel, a constant map to $1 / d$ at $\mu=0$.

Thus, $\overline{\Lambda_{n}}$ is isotropic for any $n$. RB investigates how $\mu_{n} \equiv \mu\left(\overline{\Lambda_{n}}\right)$ depends on $n$. According to Eq. (2) one has $\overline{\Lambda_{n}}=(\bar{\Lambda})^{n}$, and using Eq. (7) one finds that $\mu_{n}=\mu^{n}$ decays exponentially with the sequence length $n$. By measuring this exponential decay one can extract $\mu$, the fidelity of the tested gate $W$.

## Averaging a two-qubit operation over single-qubit gates

Let us now consider twirls over a smaller group, the single-qubit group $C_{1}^{\otimes n}$ (or $U_{1}^{\otimes n}$ ). On one hand, randomization with only single-qubit gates appears to be still sufficiently powerful. However, it is not obvious, if it is complete, that is if $\overline{\Lambda_{n}}$ is depolarizing. There is a number of questions, which we analyze below. Does the fidelity of the sequence decay exponentially? If not, what kind of decay is expected and which information about the gate can be extracted from this decay? If one fits the decay curve with an exponential, how is the extracted exponent related to the RB-fidelity of a complete RB experiment (with random unitary or Clifford two-qubit gates $V_{i}$ and complete averaging)?

We discuss these questions for two-qubit gates with single-qubit randomization as described above and show that the decay is characterized by three exponentials, and then show how to complete the analysis for the case of two qubits. This approach can be extended to a more general situation of partial averaging over a subgroup.

To begin the analysis, note that in the case of partial averaging the considerations of the previous section fail. More specifically, in Eq. (3) $U_{i}$ 's do not belong the group unless $W_{0}$ is a single-qubit gate itself, and averaging over $U_{i}$ 's in Eq. (2) cannot be done straightforwardly. Instead, we rewrite the sequence (Eq. 1) as follows:

$$
\begin{equation*}
\Lambda_{n}=\tilde{F}_{n}\left(\tilde{U}_{n}^{\dagger} W_{0} \Lambda \tilde{U}_{n}\right) \cdots\left(\tilde{U}_{2}^{\dagger} W_{0} \Lambda \tilde{U}_{2}\right)\left(\tilde{U}_{1}^{\dagger} W_{0} \Lambda \tilde{U}_{1}\right) \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{1}=\tilde{U}_{1}, \quad V_{i}=\tilde{U}_{i} \tilde{U}_{i-1}^{\dagger} \text { for } i=2 \ldots n, \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{F}_{n}=\left[\left(\tilde{U}_{n}^{\dagger} W_{0} \tilde{U}_{n}\right) \cdots\left(\tilde{U}_{2}^{\dagger} W_{0} \tilde{U}_{2}\right)\left(\tilde{U}_{1}^{\dagger} W_{0} \tilde{U}_{1}\right)\right]^{\dagger} . \tag{10}
\end{equation*}
$$

In this case $\tilde{U}_{i}$ 's are independent single-qubit random gates. Note that they also enter Eq. (10) for the final gate $\tilde{F}_{n}$. However, if $W_{0}$ is also a single-qubit gate, Eq. (2) can be applied, and this is used below in the following subsection.

Testing a trivial two-qubit operation. Let us begin our analysis from the case of $W_{0}=\hat{1}$. Testing the identity gate may probe the influence of noise or decoherence. Then

$$
\begin{equation*}
\overline{\Lambda_{n}}=\bar{\Lambda}^{n} . \tag{11}
\end{equation*}
$$

$\bar{\Lambda}$ is isotropic w.r.t. single-qubit rotations, or locally invariant. It maps a two-qubit density matrix $\rho=\frac{1}{4}+\frac{1}{2} \boldsymbol{s} \boldsymbol{\sigma}^{(1)}+\frac{1}{2} \mathbf{p} \boldsymbol{\sigma}^{(2)}+\beta_{i j} \sigma_{i}^{(1)} \sigma_{j}^{(2)}$ to a matrix of the same form. One can easily see that in terms of $\boldsymbol{s}, \boldsymbol{p}, \beta$ the most general locally invariant mapping is:

$$
\begin{equation*}
\boldsymbol{s} \mapsto a s, \quad \boldsymbol{p} \mapsto b \boldsymbol{p}, \quad \beta \mapsto c \beta \tag{12}
\end{equation*}
$$

with three independent real factors $a, b, c$, which satisfy $|a|,|b|,|c| \leq 1$. Hence

$$
\begin{equation*}
\overline{\Lambda_{n}}: \quad \boldsymbol{s} \mapsto a^{n} \boldsymbol{s}, \quad \boldsymbol{p} \mapsto b^{n} \boldsymbol{p}, \quad \beta \mapsto c^{n} \beta . \tag{13}
\end{equation*}
$$

For an operation with given $a, b, c$, if we average it over the whole $\operatorname{SU}(4)$, what value of $\mu$ would we obtain? Apparently, $\mu$ would be a linear combination $x a+y b+z c$. Since for $a=b=c$ they coincide with $\mu$, one finds that $x+y+z=1$. Furthermore, averaging, e.g., with the gate CZ (or CNOT) replaces $a, b, c$ with $\frac{2}{3} c+\frac{1}{3} a, \frac{2}{3} c+\frac{1}{3} b, \frac{5}{9} c+\frac{2}{9} a+\frac{2}{9} b$, but should keep the same $\mu$. All this allows us to find that $x=y=\frac{1}{5}, z=\frac{3}{5}$, and thus:

$$
\begin{equation*}
\mu=\frac{a+b+3 c}{5} . \tag{14}
\end{equation*}
$$

This is the value, which the standard randomized benchmarking (with complete averaging over all Clifford or unitary two-qubit gates $V_{i}$ ) would measure.

For instance, the initial state 00 has $s_{z}=p_{z}=1 / 2$ and $\beta_{z z}=1 / 4$, so that the probability to find the same state after $n$ rounds decays as $\left(1+a^{n}+b^{n}+c^{n}\right) / 4$. From this value one can extract $a, b, c$. To simplify extraction, one can apply the operation to various initial states and measure probabilities of various final states. For instance, if the system is prepared in the initial state $|\uparrow \uparrow\rangle$, then by repeating the experiment one can measure the probabilities $P_{\uparrow \uparrow}, P_{\uparrow \downarrow}, P_{\downarrow \uparrow}, P_{\downarrow \downarrow}$ of the four computational-basis states after application of the IRB-sequence. From these one can find the three decaying exponentials directly:

$$
\left(\begin{array}{cccc}
1 & -1 & -1 & 1  \tag{15}\\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)\left(\begin{array}{l}
P_{\uparrow \uparrow} \\
P_{\uparrow \downarrow} \\
P_{\downarrow \uparrow} \\
P_{\downarrow \downarrow}
\end{array}\right)=\left(\begin{array}{c}
c^{n} \\
b^{n} \\
a^{n} \\
1
\end{array}\right) .
$$

This allows one to extract three decay factors, $a, b, c$, separately (they are all close to 1 in the case of small errors).

Obviously, when two qubits are decoupled and uncorrelated, $a$ characterizes single-qubit errors on the first qubit, $b$ describes errors on the second qubit. If only single-qubit errors are present, $c=a b$. Hence, the difference $c-a b$ describes errors associated with interaction/cross-talk between the qubits, or any other kind of correlated noise experienced by them ${ }^{25,36}$.

Testing an arbitrary two-qubit gate. Twirling over single-qubit gates for a two-qubit system is a particular case of averaging over a subgroup (cf. ${ }^{34}$ ). Another simple example is twirling only by rotations around one axis (say, the $z$-axis) for a single qubit. In such cases, in contrast to twirling over the whole unitary or Clifford group, the twirled operation $\Lambda$ is not necessarily characterized by a single depolarizing parameter $\mu$, but in general by more parameters (see above). For the $z$-twirling of a single qubit, as it happens, we also have three decay factors: in the language of the Bloch sphere, one for the $z$-component, and two conjugate factors for the $x y$-plane, which results in oscillatory in-plane decay.

As we discussed in the introduction, such partial RB is of special interest, and we analyze which information does one learn from such measurements. While some properties are more general, below we focus on the singlequbit subgroup (either unitary $U_{1}^{\otimes 2}$ or Clifford $C_{1}^{\otimes 2}$ with equivalent twirling properties ${ }^{26}$ ).

Let us derive an expression for the averaged operation after many repetitions in the case of the $C_{1}^{\otimes 2}$ twirling. By rewriting expression (Eq. 8) for the interleaved sequence, one finds the following recurrence relation for the operation $\overline{\Lambda_{n}}$, the result of the $n$-step interleaved RB (see "Methods"):

$$
\begin{equation*}
\overline{\Lambda_{n+1}}=\left\langle\left(W_{0}^{\dagger} \overline{\Lambda_{n}} W_{0}\right) \cdot \Lambda\right\rangle \tag{16}
\end{equation*}
$$

where the angular brackets denote averaging over the subgroup (5), while the gate error superoperator $\Lambda$ was defined before Eq. (1) and coincides with $\Lambda_{1}$, cf. also a discussion after Eq. (1). Clearly, $\overline{\Lambda_{n}}$ is subgroup-invariant and characterized by the corresponding parameters (three numbers $a_{n}, b_{n}, c_{n}$ both for single-qubit averaging and two-qubit $W$ as well as for $z$-averaging and a single-qubit $W$ ). This recurrence relation is a central result in the analysis. Our further goal is to solve this recurrence relation.

First, we note that Eq. (16) simplifies when the gate $W_{0}$ belongs to the group, which we are averaging over. This includes the case of the whole unitary $\mathrm{U}(2)$ (or Clifford $C_{2}$ ) group (standard RB), and the case of the idle gate $W_{0}=\hat{1}$. In these cases $W_{0}$ drops out of Eq. (16), and since $\overline{\Lambda_{n}}$ is locally invariant, it can be taken out of the averaging, which implies that $\overline{\Lambda_{n}}=\bar{\Lambda}^{n}$. However, in general, for an arbitrary group and gate $W_{0}$, the average product in Eq. (16) does not factorize. Below we analyze this expression in this generic situation, for the $C_{1}^{\otimes 2}$ twirl and an arbitrary gate $W_{0}$.

Each averaged error operator $\overline{\Lambda_{n}}$ is characterized by a triple of numbers, which can be combined into a vector

$$
\mathbf{f}_{n} \equiv\left(\begin{array}{l}
a_{n}  \tag{17}\\
b_{n} \\
c_{n}
\end{array}\right)
$$

and Eq. (16) is a linear relation between $\mathbf{f}_{n+1}$ and $\mathbf{f}_{n}$, which we describe by an iteration matrix $M$ :

$$
\begin{equation*}
\mathbf{f}_{n+1}=\hat{M} \mathbf{f}_{n} . \tag{18}
\end{equation*}
$$

Clearly, the $n$-dependence of $\mathbf{f}_{n}$, and hence results of any measurement in an RB experiment, are determined by the eigenvalues of the $3 \times 3$ matrix $\hat{M}$. In the following we analyze the spectrum of this matrix.

The error-free (identity) operation $\Lambda=\hat{1}$ corresponds to $\mathbf{f}=(1,1,1)$. Thus, neglecting preparation errors, we find that $\mathbf{f}_{n}=\hat{M}^{n}(1,1,1)$.

While the exact spectrum of $M$ depends on the properties of the error-operator $\Lambda$, in the zero-order approximation, dropping the factor $\Lambda$ on the rhs of Eq. (16), we obtain an error-free iteration matrix $M^{0}$ :

$$
\begin{equation*}
M^{0}: \quad \overline{\Lambda_{n+1}}=\left\langle W_{0}^{\dagger} \overline{\Lambda_{n}} W_{0}\right\rangle . \tag{19}
\end{equation*}
$$

We first find the spectrum of $M^{0}$, and the spectrum of $M$ can then be found perturbatively in small errors. In particular, the spectra of $M$ and $M^{0}$ are close (assuming gate errors are weak).

Introducing matrix elements of $W_{0}$ and $\Lambda$, we have found from Eq. (19) the matrix elements of $M$ by direct calculation in terms of the matrix elements of $\Lambda$. In particular, in the error-free case $\Lambda=1$, we found certain relations between these elements. The first set of three relations,

$$
\begin{equation*}
M_{i 1}^{0}+M_{i 2}^{0}+M_{i 3}^{0}=1, \quad i=1,2,3 \tag{20}
\end{equation*}
$$

follows from the fact that an error-free operator $\overline{\Lambda_{n}}$ remains error-free after application of (19). In other words, $(1,1,1)$ is the eigenvector of $M^{0}$ with eigenvalue 1 .

Further, due to trace conservation

$$
\begin{align*}
& M_{11}^{0}+M_{21}^{0}+3 M_{31}^{0}=1, \\
& M_{12}^{0}+M_{22}^{0}+3 M_{32}^{0}=1,  \tag{21}\\
& M_{13}^{0}+M_{23}^{0}+3 M_{33}^{0}=3 .
\end{align*}
$$

Trace conservation here implies that the traces of $\overline{\Lambda_{n+1}}$ and $\overline{\Lambda_{n}}$ coincide, which follows directly from Eq. (19).
Relations $(20,21)$ strongly constrain the structure of the iteration matrix $M^{0}$. However, there is a further relation: the matrix $M^{0}$ remains intact under qubit transposition as we show in the next section with the use of local invariants. This implies that $M^{0}$ is symmetric: $M_{i j}^{0}$ remains the same if in the subscript $i j$ each 1 is replaced by 2 and 2 by 1 , or explicitly

$$
\begin{equation*}
M_{12}^{0}=M_{21}^{0}, M_{13}^{0}=M_{23}^{0}, M_{31}^{0}=M_{32}^{0}, M_{11}^{0}=M_{22}^{0} . \tag{22}
\end{equation*}
$$

Using this and the previous relations, we find the general form of the iteration matrix

$$
M^{0}=\left(\begin{array}{ccc}
m_{1} & m_{2} & 1-m_{1}-m_{2}  \tag{23}\\
m_{2} & m_{1} & 1-m_{1}-m_{2} \\
\frac{1-m_{1}-m_{2}}{3} & \frac{1-m_{1}-m_{2}}{3} & \frac{1+2 m_{1}+2 m_{2}}{3}
\end{array}\right)
$$

and its spectrum:

$$
\begin{equation*}
\text { Spectrum of } M^{0}: 1, m_{1}-m_{2}, \frac{5 m_{1}+5 m_{2}-2}{3} \text {. } \tag{24}
\end{equation*}
$$

The corresponding eigenvectors (isotropic superoperators) are $W$-independent: ( $1,1,1$ ) for the identity superoperator, $(1,-1,0)$ and $(3,3,-2)$ for the antisymmetric/symmetric traceless superoperators. Hence iteration matrices $M^{0}$ for all gates commute.

There are no further relations between the matrix elements of the iteration matrix as illustrated in Fig. 1, in which ( $m_{1}, m_{2}$ ) for various possible gates are plotted. They all fall within an area, limited by the four curves:

$$
\begin{gather*}
0 \leq m_{1} \leq 1, \quad 0 \leq m_{2} \leq 1,  \tag{25}\\
m_{1}+m_{2} \geq \frac{1}{3}  \tag{26}\\
\sqrt{m_{1}}+\sqrt{m_{2}} \leq 1 . \tag{27}
\end{gather*}
$$

These relations were directly checked analytically, for instance, by using an explicit representation of two-qubit gates $W_{0}$ from all possible equivalence classes with the same local invariants ${ }^{43-45}$. In terms of these invariants $G_{1}$, $G_{2}$ (cf. the next section) they read:


Figure 1. Distribution of possible values of the entries $m_{1}, m_{2}$ of the iteration matrix $M^{0}$ for possible twoqubit gates, drawn uniformly from the unitary group $\mathrm{U}(4)$. Each point $\left(m_{1}, m_{2}\right)$ corresponds to a family of two-qubit gates. Large solid dots correspond to (the families of) the gates SWAP, iSWAP, $\sqrt{\text { SWAP }}$, identity, and CNOT. Boundaries of this region are discussed in the text. The dashed line indicates the family in Eq. (42) with the solid square showing the gate $W_{\lambda}$ especially suited for partial RB—with only a single decay factor (here $\cos \lambda \pi=-1 / 5$ ), see discussion around Eq. (42). Inset: the partial-RB decay factors for each of these gates, that is the eigenvalues of the respective iteration matrix $M^{0}$.

$$
\begin{gather*}
2\left|G_{1}\right|+1 \geq\left|G_{2}\right|  \tag{28}\\
\left|G_{1}\right| \geq 0  \tag{29}\\
\left(G_{2}\right)^{2}+3 \geq 12\left|G_{1}\right| . \tag{30}
\end{gather*}
$$

## Iteration matrix and local invariants

The special form of Eq. (19) entails an important property of the mapping and the corresponding matrix $M^{0}$. Indeed, the mapping from $\overline{\Lambda_{n}}$ to $\overline{\Lambda_{n+1}}$ is the same for two two-qubit gates $w_{0}^{A}$ and $w_{0}^{B}$ if they differ only by application of single-qubit gates before and/or after the gate: $w_{0}^{A}=S_{1} S_{2} w_{0}^{B} T_{1} T_{2}$, where $S_{1}, S_{2}, T_{1}, T_{2}$ are single-qubit unitary gates applied to the qubit 1 or 2 as indicated by the subscript. Such two gates are referred to as locally equivalent, or equivalent up to local transformations, and physically have the same correlation, or entanglement properties. It has been shown that two gates are locally equivalent if and only if they have the same value of the so called local invariants, and a complete set of such invariants was found ${ }^{45}$. These invariants of a two-qubit gate, a complex number $G_{1}$ and a real number $G_{2}$, are given by explicit expressions in terms of the matrix of the gate and thus can be efficiently calculated. They turn out to be useful in the analysis of optimal decompositions of complex unitary operations in terms of elementary quantum logic gates for specific physical realizations of qubits ${ }^{46-48}$.

Explicitly the invariants can be found using the $4 \times 4$ matrix $Q$ of transformation to the Bell basis ${ }^{45}$ : first, one finds the matrix of the gate in the Bell basis, $w_{B}=Q^{\dagger} w Q$, then the product $\omega=w_{B}^{T} w_{B}$, and finally, for a unitary gate the invariants are given by

$$
\begin{equation*}
G_{1}=\frac{\operatorname{tr}^{2} \omega}{16}, \quad G_{2}=\frac{\operatorname{tr}^{2} \omega-\operatorname{tr} \omega^{2}}{4} . \tag{31}
\end{equation*}
$$

The observation above about the local invariance of the iteration matrix $M^{0}$ implies that it is completely determined by the local invariants $G_{1}, G_{2}$. This observation has useful consequences for our analysis. First, one can show explicitly that the gates $W_{0}$ and SWAP. $W_{0}$.SWAP, which differ only by the transposition of the two qubits, have the same values of the local invariants. Hence they are locally equivalent and, in particular, have the same iteration matrix $M^{0}$. Here the SWAP gate is a standard operator, which exchanges the states of two qubits. On the other hand, it is obvious, and can be checked directly, that the $M^{0}$-matrices for $W_{0}$ and SWAP• $W_{0}$.SWAP differ by the exchange of the first two basis vectors, that is by the transposition of the first two columns and first two rows. This immediately proves the relation (22).

Further, we found an explicit expression for the iteration matrix $M^{0}(23)$ in terms of the local invariants:

$$
\begin{align*}
& m_{1}=\frac{2\left|G_{1}\right|+G_{2}+1}{6},  \tag{32}\\
& m_{2}=\frac{2\left|G_{1}\right|-G_{2}+1}{6} . \tag{33}
\end{align*}
$$

One can verify these identities by various methods. For example, we used the fact that the family of the gates $W_{0}=\exp \left(\frac{i}{2}\left[c_{x} \sigma_{x}^{1} \sigma_{x}^{2}+c_{y} \sigma_{y}^{1} \sigma_{y}^{2}+c_{z} \sigma_{z}^{1} \sigma_{z}^{2}\right]\right)$, with real $c_{x, y, z}$ contains representatives with all possible local invariants (hence, any two-qubit gate is locally equivalent to some gate in the family) ${ }^{43}$. For this family we calculated both sides of these identities in order to verify them.

Thus, we found that the iteration matrix $M^{0}$ is completely determined by the local invariants of the gate $W_{0}$. However, we notice that the matrix depends only on $G_{2}$ and the absolute value $\left|G_{1}\right|$, but not on the phase of $G_{1}$. Thus, a question arises which two-qubit gates form this fixed-iteration-matrix family with the same $\left|G_{1}\right|$ and $G_{2}$, but various $\arg G_{1}$. To analyze it, it is convenient to introduce the parameters $k_{x}=\cos 2 c_{x}, k_{y}=\cos 2 c_{y}$, $k_{z}=\cos 2 c_{z}$. In the $k$-space each point in the cube $-1 \leq k_{x}, k_{y}, k_{z} \leq 1$ represents two local-equivalence classes of two-qubit gates with the same $G_{2}$ and complex conjugate values of $G_{1}$. One can verify that

$$
\begin{equation*}
G_{2}=k_{x}+k_{y}+k_{z} \quad \text { and } \quad\left|G_{1}\right|=\left(2+G_{2}^{2}-\mathbf{k}^{2}\right) / 8 \tag{34}
\end{equation*}
$$

(In fact, $\operatorname{Re} G_{1}=\left(k_{x}+k_{y}+k_{z}+k_{x} k_{y} k_{z}\right) / 4$ and $\operatorname{Im} G_{1}= \pm \sqrt{\left(1-k_{x}^{2}\right)\left(1-k_{y}^{2}\right)\left(1-k_{z}^{2}\right)} / 4$.) Thus, the family with fixed $\left|G_{1}\right|$ and $G_{2}$ is a circle in $k$-space, orthogonal to the main diagonal $(1,1,1)$ and with a center on this diagonal.

More precisely, the family only covers the part of circle within the cube. At the same time, $\arg G_{1}$ does not assume all values in $[0,2 \pi]$ on this circle. Using the expression ${ }^{44}$ for the uniform (Haar) measure in terms of the local invariants $G_{1}, G_{2}$, one finds that it can be expressed as $\propto d m_{1} d m_{2} d\left(\arg G_{1}\right)$, and thus the density of points in Fig. 1 shows directly, which fraction of the full interval $[0,2 \pi]$ is covered by admissible values of arg $G_{1}$ for given $\left|G_{1}\right|$ and $G_{2}$. In particular, at each point on the main diagonal of the cube in $k$-space the phase arg $G_{1}$ has only one fixed value, and thus the density of points at the upper boundary in Fig. 1 vanishes. We note further that the circles for the identity and the SWAP gates are just the points $(1,1,1)$ and $(-1,-1,-1)$ on the main diagonal.

## Decay factors

The spectrum of $M$ determines the decay factors in the decay curves measured in an IRB experiment as we discussed above. It is close to the spectrum of $M^{0}$, and as one can see from the explicit expression (24), one eigenvalue of $M$ is always close to 1 , while two other eigenvalues are typically smaller (it follows from Eq. (24), Eqs. (25)-(27) and Fig. 1 that the eigenvalues cannot exceed 1 by absolute value; they always correspond to decay rather than growth.) This implies that the measured decay curve is a linear combination of three decaying exponentials, one slow and two others, which decay fast and vanish already at small values of the sequence length $n$. Below in this section we compare this slow decay constant to that observed in standard IRB with complete twirling over $\operatorname{SU}(4)$ or $C_{2}$, see Eq. (38) and below.

However, we begin with the analysis of exceptions to this general picture: our approach allows us to find and analyze all exceptional cases, when more than one exponent with the decay constant close to $\pm 1$ may appear so that more than one exponential is visible in the decay curve. Analysis, based on the explicit expressions (24) for the spectrum, demonstrates that this happens only near $m_{1}=1, m_{2}=0$ and $m_{1}=0, m_{2}=1$. Translation to the language of local invariants allows us to find that the exceptional gates are those close to the identity and the SWAP gate, as well as to those locally equivalent to them. In other words, the exceptional cases are single-qubit gates, perhaps, in combination with one SWAP gate.

Thus, generically only one decay factor defines the IRB decay curve. As for the exceptional situations, for nearly single-qubit gates there are three decay factors $a, b, c$, close to 1 , which determine the decay, and they can be extracted, for instance, using the procedure described near Eq. (15). In the remaining exceptional case of the SWAP and locally equivalent gates, the eigenvalues of $M$ are close to those of $M^{0}(1,1,-1)$ and can be extracted similarly as above. In this case the iteration matrix is

$$
M=\left(\begin{array}{lll}
0 & a & 0  \tag{35}\\
b & 0 & 0 \\
0 & 0 & c
\end{array}\right),
$$

where $a, b, c$ can be expressed via matrix elements of the $\Lambda$ superoperator in the basis of Pauli matrices $\hat{\sigma}_{i} \otimes \hat{\sigma}_{j}$ in the space of density matrices: if we define the basis vectors as $\sigma_{i} \otimes \sigma_{0}, \sigma_{0} \otimes \sigma_{j}, \sigma_{i} \otimes \sigma_{j}, \sigma_{0} \otimes \sigma_{0}$ (with $i, j=x, y, z$ ), then

$$
\begin{equation*}
a=\frac{1}{3} \sum_{\alpha=1,2,3} \Lambda_{\alpha \alpha}, b=\frac{1}{3} \sum_{\alpha=4,5,6} \Lambda_{\alpha \alpha}, c=\frac{1}{9} \sum_{\alpha=7}^{15} \Lambda_{\alpha \alpha} . \tag{36}
\end{equation*}
$$

Then we find that after $n$ steps the error superoperator $\overline{\Lambda_{n}}$ is described by $\mathbf{f}_{n}=\left((a b)^{n / 2},(a b)^{n / 2}, c^{n}\right)$ for even $n$ and $\mathbf{f}_{n}=\left(a(a b)^{(n-1) / 2}, b(a b)^{(n-1) / 2}, c^{n}\right)$ for odd $n$. This gives us a simple procedure for extracting all three decay factors, $a, b, c$ from combinations in Eq. (15):

$$
\left(\begin{array}{cccc}
1 & -1 & -1 & 1  \tag{37}\\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
P_{\uparrow \uparrow} \\
P_{\uparrow \downarrow} \\
P_{\downarrow \uparrow} \\
P_{\downarrow \downarrow}
\end{array}\right)=\left(\begin{array}{c}
c^{n} \\
a^{k} b^{k+p} \\
a^{k+p} b^{k} \\
1
\end{array}\right) \quad \text { for } n=2 k+p, p=0 / 1
$$

here the powers on the rhs depend on the parity $p=0 / 1$ of the length sequence $n$. Thus, one can easily extract the decay factors of the gate by using the fact that the upper entry of the column (Eq. 37) is multiplied by $c$ with extension of the random sequence by one step, while the second and third entries are multiplied alternatively by $a$ and $b$ on odd and even steps. Having extracted $a, b$, and $c$, one can also obtain the decay factor $\mu=(a+b+3 c) / 5$, which would be measured in the standard, more complex IRB experiment with complete twirling.

Now let us account, perturbatively, for the deviations of the error operator $\Lambda$ from identity: $\Lambda_{\alpha \beta}=\delta_{\alpha \beta}+\varepsilon_{\alpha \beta}$ with $\varepsilon_{\alpha \beta} \ll 1$. We find for the highest eigenvalue of $M$ in the non-degenerate case:

$$
\begin{equation*}
\mu=1+\frac{1}{15} \operatorname{Tr} \hat{\varepsilon}=\frac{1}{15} \operatorname{Tr} \hat{\Lambda} \tag{38}
\end{equation*}
$$

We note that exactly this value (to the first order in $\varepsilon$ ) one would obtain in a full RB procedure with complete averaging over all random two-qubit operations. Thus, the highest eigenvalue of $M$ coincides with the decay factor for the full RB, to the first order in the errors $\varepsilon$. This means that the decay factor extracted from the partial RB experiment would coincide with that in the full RB , and hence the simpler partial twirling is efficient.

To study this further, we found the second-order correction to the highest eigenvalue $\mu$ in the case of the error operator $\Lambda$, isotropic w.r.t. single-qubit rotations and described by the parameters $a, b, c$ close to 1 :

$$
\begin{equation*}
\mu=\frac{a+b+3 c}{5}+\frac{\left(m_{1}-m_{2}\right)(a-b)^{2}}{10\left(1-m_{1}+m_{2}\right)}-\frac{3\left(-2+5 m_{1}+5 m_{2}\right)(a+b-2 c)^{2}}{250\left(-1+m_{1}+m_{2}\right)} . \tag{39}
\end{equation*}
$$

Thus, due to these corrections a difference appears between the results of the full RB and simple partial RB (with single-qubit twirling only). Hence strictly speaking the partial RB does not reproduce the result of full RB, although corrections are typically weak. Note that the second-order correction diverges at the exceptional gates (locally equivalent to the identity or SWAP); thus, for gates $W$ close to such exceptional gates deviations between full and partial RB are stronger.

We note also a special gate family with $m_{1}=m_{2}=1 / 5$ especially suited for partial randomized benchmarking with only one non-vanishing decay constant, see "Methods".

## Conclusions

We analyzed the process of partial randomized benchmarking with the focus on the case of testing a two-qubit quantum gate with twirling only over single-qubit rotations (in other words, with interleaving only with random single-qubit gates). We demonstrated that in this case, unlike for the standard randomized benchmarking, the decay of the fidelity as a function of the length of the gate sequence is not purely exponential, but is a combination of three exponential contributions with three different decay factors. These three exponents can be extracted from the experiment and provide information about the errors of the tested quantum gate.

To analyze these decay factors, we showed that the dynamics of the realization-averaged RB sequence as a function of its length may be described as linear and markovian with the use of a $3 \times 3$ iteration matrix $M$.

In the absence of errors, we found a complete description of the iteration matrix $M^{0}$. We expressed it in terms of the local invariants of the tested two-qubit gate. This allows one to efficiently find the matrix and its spectrum for a given gate, and thus to analyze partial-RB experiments.

It turns out that for generic gates only one of the three decay factors is close to 1 in absolute value, while the other two are smaller. As a consequence, already for not too long sequences only one exponential survives, and the experimental dependence of fidelity on the sequence length is just exponential to a high accuracy (we even found a family (Eq. 42) of two-qubit gates, especially suited for partial RB, where the second and third decay factors vanish). Furthermore, the decay factor of this exponential is very close to that, which one would obtain in a full RB experiment with complete twirling. Thus, a simplified partial RB provides the same information as the standard full-scale RB, which is harder to implement experimentally.

However, we found out that there are corrections to this statement: while the slowest decay factor in partial RB coincides with the full-RB decay factor to the leading order in the size of the errors, the second-order corrections are non-zero, and we found explicit expressions.

Moreover, there exist exceptional quantum gates: for these gates, more than one of the three decay factors are close to one in absolute value, and hence the decay curve is not a simple exponential. Using the local invariants of the gates, we found and analyzed all the exceptional gates. These gates are the identity, SWAP, and all the gates, locally equivalent to these two. The gates close to these also have similar properties.

Three decay factors for a generic gate, if measured, can be viewed as a fingerprint of the tested two-qubit gate. This fingerprint determines the gate, as we showed, up to local single-qubit operations and up to the phase of the invariant $G_{1}$. It defines not a unique gate but a one-parameter family of gates (or rather, a family of local equivalence classes).

## Methods

Recurrence relation for the error superopertor. Here we derive the recurrence relation (Eq. 16). We start from Eq. (8) and use it to relate $\Lambda_{n+1}$ to $\Lambda_{n}$ :

$$
\begin{equation*}
\Lambda_{n+1}\left(\tilde{U}_{1}, \ldots, \tilde{U}_{n+1}\right)=\left(\tilde{U}_{1}^{\dagger} W_{0}^{\dagger} \tilde{U}_{1}\right) \Lambda_{n}\left(\tilde{U}_{2}, \ldots, \tilde{U}_{n+1}\right)\left(\tilde{U}_{1}^{\dagger} W_{0} \Lambda \tilde{U}_{1}\right) . \tag{40}
\end{equation*}
$$

To find $\overline{\Lambda_{n+1}}$ from this, we need to (1) average over $\tilde{U}_{2}, \ldots, \tilde{U}_{n+1}$ (that is average each of them over the group) and (2) average then over $\tilde{U}_{1}$ (averaging can of course be done in any order). Averaging in stage (1) transforms $\Lambda_{n}$ in Eq. (40) to $\overline{\Lambda_{n}}$, and then only stage (2) remains:

$$
\begin{equation*}
\overline{\Lambda_{n+1}}=\left\langle\tilde{U}_{1}^{\dagger} W_{0}^{\dagger} \tilde{U}_{1} \overline{\Lambda_{n}} \tilde{U}_{1}^{\dagger} W_{0} \Lambda \tilde{U}_{1}\right\rangle_{\tilde{U}_{1}} . \tag{41}
\end{equation*}
$$

Since the average $\overline{\Lambda_{n}}$ is isotropic with respect to the group, $\tilde{U}_{1}$ and $\tilde{U}_{1}^{\dagger}$ around it can be dropped, and we obtain Eq. (16) (cf. the definition (4), (5)).

Gate family with $m_{1}=m_{2}=\mathbf{1 / 5}$. We note a special role of the gate family with $m_{1}=m_{2}=1 / 5$. In this case the second and third eigenvalues of $M^{0}$ in Eq. (24) vanish, and the decay curve is a single exponential to a high accuracy. In other words, these gates are especially suited for partial randomized benchmarking. Furthermore, for these gates next-order corrections (Eq. 39) also vanish. Such a gate can be implemented, for example, by turning on the qubit-qubit coupling $H_{\mathrm{cpl}}=g\left[1-(1+\lambda) \sigma_{x}^{1} \sigma_{x}^{2}-(1-\lambda) \sigma_{y}^{1} \sigma_{y}^{2}-\sigma_{z}^{1} \sigma_{z}^{2}\right]$ for a finite period $t=h /(16 \mathrm{~g})$, provided that $\cos \lambda \pi=-1 / 5$ :

$$
W_{\lambda}=\exp \left(-\frac{i}{\hbar} H_{\mathrm{cp1}} t\right)=\left(\begin{array}{cccc}
\cos \frac{\lambda \pi}{4} & 0 & 0 & i \sin \frac{\lambda \pi}{4}  \tag{42}\\
0 & \frac{1-i}{2} & \frac{1+i}{2} & 0 \\
0 & \frac{1+i}{2} & \frac{1-i}{2} & 0 \\
i \sin \frac{\lambda \pi}{4} & 0 & 0 & \cos \frac{\lambda \pi}{4}
\end{array}\right) .
$$

For general $\lambda$ the gates in Eq. (42) describe a family with $m_{1}=m_{2}=\frac{1}{24}(5+\cos \lambda \pi)$ between $1 / 6$ and $1 / 4$.

## Data availability

All data generated or analysed during this study are included in this published article.
Received: 25 October 2021; Accepted: 26 May 2022
Published online: 16 June 2022

## References

1. Shor, P. W. Scheme for reducing decoherence in quantum computer memory. Phys. Rev. A 52, R2493 (1995).
2. Steane, A. M. Error correcting codes in quantum theory. Phys. Rev. Lett. 77, 793-797 (1996).
3. Terhal, B. M. Quantum error correction for quantum memories. Rev. Mod. Phys. 87, 307 (2015).
4. Shor, P. W. Fault-tolerant quantum computation. In Proceedings of 37 th Conference on Foundations of Computer Science, 56-65 (IEEE press, Los Alamitos, California, 1996).
5. Aharonov, D. \& Ben-Or, M. Fault-tolerant quantum computation with constant error. in Proceedings of the $29 t h$ Annual ACM Symposium on Theory of Computing, 176-188 (ACM Press, 1996).
6. Kitaev, A. Y. Quantum computations: Algorithms and error correction. Russ. Math. Surv. 52, 1191-1249 (1997).
7. Knill, E., Laflamme, R. \& Zurek, W. Resilient quantum computation. Science 279, 342-345 (1998).
8. Chuang, I. \& Nielsen, M. Prescription for experimental determination of the dynamics of a quantum black box. J. Mod. Opt. 44, 2455-2467 (1997)
9. Poyatos, J. F., Cirac, J. I. \& Zoller, P. Complete characterization of a quantum process: The two-bit quantum gate. Phys. Rev. Lett. 78, 390-393 (1997).
10. Mohseni, M., Rezakhani, A. T. \& Lidar, D. A. Quantum-process tomography: Resource analysis of different strategies. Phys. Rev. A 77, 032322 (2008).
11. Nielsen, E. et al. Gate set tomography. Quantum 5, 557 (2021).
12. Mills, A. R. et al. Two-qubit silicon quantum processor with operation fidelity exceeding 99\%. Sci. Adv. 8, eabn5130 (2022)
13. Xue, X. et al. Quantum logic with spin qubits crossing the surface code threshold. Nature 601, 343-347 (2022).
14. Rudinger, K. et al. Experimental characterization of crosstalk errors with simultaneous gate set tomography. PRX Quant. 2, 040338 (2021).
15. Emerson, J. et al. Symmetrized characterization of noisy quantum processes. Science 317, 1893-1896 (2007).
16. Onorati, E., Werner, A. \& Eisert, J. Randomized benchmarking for individual quantum gates. Phys. Rev. Lett. 123, 060501 (2019).
17. Flammia, S. T., Gross, D., Liu, Y.-K. \& Eisert, J. Quantum tomography via compressed sensing: Error bounds, sample complexity and efficient estimators. New J. Phys. 14, 095022 (2012).
18. Gross, D., Liu, Y.-K., Flammia, S. T., Becker, S. \& Eisert, J. Quantum state tomography via compressed sensing. Phys. Rev. Lett. 105, 150401 (2010).
19. Emerson, J., Alicki, R. \& Życzkowski, K. Scalable noise estimation with random unitary operators. J. Optics B 7, S347-S352 (2005).
20. Knill, E. et al. Randomized benchmarking of quantum gates. Phys. Rev. A 77, 012307 (2008).
21. Magesan, E., Gambetta, J. M. \& Emerson, J. Scalable and robust randomized benchmarking of quantum processes. Phys. Rev. Lett. 106, 180504 (2011).
22. Magesan, E., Gambetta, J. M. \& Emerson, J. Characterizing quantum gates via randomized benchmarking. Phys. Rev. A 85, 042311 (2012).
23. Magesan, E. et al. Efficient measurement of quantum gate error by interleaved randomized benchmarking. Phys. Rev. Lett. 109, 080505 (2012).
24. Gaebler, J. et al. Randomized benchmarking of multiqubit gates. Phys. Rev. Lett. 108, 260503 (2012).
25. Córcoles, A. D. et al. Process verification of two-qubit quantum gates by randomized benchmarking. Phys. Rev. A 87, 030301(R) (2013).
26. DiVincenzo, D. P., Leung, D. W. \& Terhal, B. M. Quantum data hiding. IEEE Trans. Inform. Theory 48, 580-598 (2002).
27. Dankert, C., Cleve, R., Emerson, J. \& Livine, E. Exact and approximate unitary 2-designs and their application to fidelity estimation. Phys. Rev. A 80, 012304 (2009).
28. Home, J. P. et al. Complete methods set for scalable ion trap quantum information processing. Science 325, 1227-1230 (2009).
29. Riebe, M. et al. Process tomography of ion trap quantum gates. Phys. Rev. Lett. 97, 220407 (2006).
30. Wallman, J. J. \& Flammia, S. T. Randomized benchmarking with confidence. New J. Phys. 16, 103032 (2014).
31. McKay, D. C., Sheldon, S., Smolin, J. A., Chow, J. M. \& Gambetta, J. M. Three-qubit randomized benchmarking. Phys. Rev. Lett. 122, 200502 (2019).
32. Proctor, T. J. et al. Direct randomized benchmarking for multiqubit devices. Phys. Rev. Lett. 123, 030503 (2019).
33. Arute, F. et al. Quantum supremacy using a programmable superconducting processor. Nature 574, 505 (2019).
34. Brown, W. G. \& Eastin, B. Randomized benchmarking with restricted gate sets. Phys. Rev. A 97, 062323 (2018).
35. Epstein, J. M., Cross, A. W., Magesan, E. \& Gambetta, J. M. Investigating the limits of randomized benchmarking protocols. Phys. Rev. A 89, 062321 (2014).
36. Gambetta, J. M. et al. Characterization of addressability by simultaneous randomized benchmarking. Phys. Rev. Lett. 109, 240504 (2012).
37. Chen, Y. et al. Qubit architecture with high coherence and fast tunable coupling. Phys. Rev. Lett. 113, 220502 (2014).
38. Casparis, L. et al. Gatemon benchmarking and two-qubit operations. Phys. Rev. Lett. 116, 150505 (2016).
39. Helsen, J., Xue, X., Vandersypen, L. M. \& Wehner, S. A new class of efficient randomized benchmarking protocols. NPJ Quantum Inf. 5, 71 (2019).
40. Erhard, A. et al. Characterizing large-scale quantum computers via cycle benchmarking. Nat. Commun. 10, 5347 (2019).
41. Meier, A. M. Randomized benchmarking of Clifford operators. Ph.D. thesis, University of Colorado at Boulder (2013).
42. Zhu, H. Multiqubit Clifford groups are unitary 3-designs. Phys. Rev. A 96, 062336 (2017).
43. Zhang, J., Vala, J., Sastry, S. \& Whaley, K. B. Geometric theory of nonlocal two-qubit operations. Phys. Rev. A 67, 042313 (2003).
44. Watts, P., O'Connor, M. \& Vala, J. Metric structure of the space of two-qubit gates andperfect entanglers and quantum control. Entropy 15, 1963-1984 (2013).
45. Makhlin, Yu. Nonlocal properties of two-qubit gates and mixed states and the optimization of quantum computations. Quantum Info. Proc. 1, 243-252 (2002).
46. Plourde, B. L. T. et al. Entangling flux qubits with a bipolar dynamic inductance. Phys. Rev. B 70, 140501(R) (2004).
47. Hanneke, D. et al. Realization of a programmable two-qubit quantum processor. Nat. Phys. 6, 13-16 (2010).
48. Wang, X., Barnes, E. \& Sarma, S. D. Improving the gate fidelity of capacitively coupled spin qubits. NPJ Quant. Inf. 1, 15003 (2015).

## Acknowledgements

We thank A. Shnirman for valuable discussions. This work was supported via the Basic research program of HSE.

## Author contributions

K.D. and Y.M. wrote and reviewed the manuscript.

## Competing interests

The authors declare no competing interests.

## Additional information

Correspondence and requests for materials should be addressed to Y.M.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
© The Author(s) 2022


[^0]:    ${ }^{1}$ Moscow Institute of Physics and Technology, Dolgoprudny, Russia. ${ }^{2}$ Condensed-Matter Physics Laboratory, HSE University, Moscow, Russia. ${ }^{3}$ Landau Institute for Theoretical Physics, Chernogolovka, Russia. ${ }^{\boxtimes}$ email: makhlin@ itp.ac.ru

