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Reading text works better 
than watching videos to improve 
acuity in a simulation of artificial 
vision
Katerina Eleonora K. Rassia1, Konstantinos Moutoussis1 & John S. Pezaris2,3*

Simulated artificial vision is used in visual prosthesis design to answer questions about device 
usability. We previously reported a striking increase in equivalent visual acuity with daily use of a 
simulation of artificial vision in an active task, reading sentences, that required high levels of subject 
engagement, but passive activities are more likely to dominate post-implant experience. Here, 
we investigated the longitudinal effects of a passive task, watching videos. Eight subjects used a 
simulation of a thalamic visual prosthesis with 1000 phosphenes to watch 23 episodes of classic 
American television in daily, 25-min sessions, for a period of 1 month with interspersed reading tests 
that quantified reading accuracy and reading speed. For reading accuracy, we found similar dynamics 
to the early part of the learning process in our previous report, here leading to an improvement in 
visual acuity of 0.15 ± 0.05 logMAR. For reading speed, however, no change was apparent by the end 
of training. We found that single reading sessions drove about twice the improvement in acuity of 
single video sessions despite being only half as long. We conclude that while passive viewing tasks 
may prove useful for post-implant rehabilitation, active tasks are likely to be preferable.

Contemporary visual prostheses provide only a crude approximation to normal vision, thus post-implant thera-
pies play an important role in an over-all treatment plan. The ideal rehabilitation strategy for patients receiving 
visual prostheses remains an open question: what sort of activities would best assist the recipients to adapt to their 
new visual modality? To help answer such questions, we have previously studied improvements in visual acuity 
through near-daily use of an active, reading task with normal, sighted subjects viewing a simulation of artificial 
vision1. Here, we extend that work to study the effects of a passive, video viewing task that does not require the 
same levels of engagement and concentration. We postulate that at-home passive tasks are likely to occupy a 
larger fraction of daily living than clinic-based active tasks, so it may prove advantageous to incorporate passive 
tasks into a comprehensive therapeutic strategy.

Predicting influence of passive tasks versus active tasks.  The idea that active engagement is required 
to drive Visual Perceptual Learning (VPL) is rooted in the intuitive notion that unbridled visual plasticity needs 
to be tempered to prevent the constant barrage of visual input leading to an undesirable outcome. The temper-
ing force that would modulate VPL is canonically thought to be the conscious effort of attention (see review 
by Sasaki and colleagues2), but many investigations have now shown that even without attention, VPL remains 
possible3–8. Similar modulatory roles are thought to be played by motor action that reinforces accompanying vis-
ual perception9 and feedback as to the correctness of responses10, both factors serving to amplify VPL. The effect 
is seen for feedback even when that feedback is only internal such as successful recognition of an object11,12. 
Underscoring the importance of modulation of VPL are experiments that bridge the gap between engagement 
and passivity by recording active experience of one group of subjects in a visually-based virtual reality explora-
tion task and then playing those recordings to a second group of subjects to create passive experiences13–16. This 
comparison using otherwise identical stimuli showed that the effects of active versus passive engagement, such 
as the ability to identify and remember visual targets or features, are best characterized as graded rather than 
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absolute. We are left, therefore, with the expectation that a passive task lacking feedback would drive VPL more 
slowly than an active task that included it.

Quantitative assessment of performance.  To predict the potential for improving device utility 
through VPL, and to suggest rehabilitation training profiles, the field has used simulations of artificial vision 
with normal-sighted subjects performing psychophysical tasks. These tasks typically employ simple quantifiable 
behaviours (visual recognition, reading, visuo-motor interaction) in virtual reality setups that simulate the way 
vision would appear through a prosthesis to measure some aspect of visual perception as a model for blind indi-
viduals with implanted devices. Like other researchers, we use visual acuity as the primary performance metric 
as it is widely understood and recognized in scientific and clinical settings, as well as among the lay population.

Adaptation to artificial vision has been directly studied, or observed as a secondary finding, in many previ-
ous studies using active tasks. Experimental paradigms that have been used include visually-guided mobility 
and navigation17–20, object and face recognition21,22, letter recognition23–26, reading1,27–31 or combinations of 
the above32,33. Reading tasks34 in particular have proven to be a robust means to assess visual acuity in our 
laboratory1,31,35, and we continue their use here to measure the effects of training.

Previous reports of learning effects in simulations of artificial vision.  Through a line of inquiry 
using simulated artificial vision, our laboratory has observed instances of VPL in both human1,25,31 and animal 
models26. Our most extensive study thus far has been a longitudinal experiment1 that assessed both accuracy 
and speed of reading performance through a simulation of artificial vision31,36. Subjects read 40 novel sentences 
per day conforming to the MNREAD criteria34 for 40 sessions over approximately 8 weeks. This training resulted 
in a general doubling of equivalent visual acuity across the population, with substantial improvements in both 
reading accuracy and reading speed. Prior to that work, hints of learning effects had been found over a brief 
period of exposure with humans25 and more substantial effects over longer periods with non-human primates26.

Learning effects with reading tasks from other laboratories.  Other groups have found that read-
ing under simulations of artificial vision improves with practice for a wide range of conditions. In an early 
study, Hayes and colleagues found that multiple sessions lead to a twofold increase in reading speed with a 
hand-manipulated camera32. Sommerhalder and colleagues observed impressive increases in reading accuracy 
and reduced response times in reading 4-letter words, after 1 month of daily training with a retinally-stabilized 
eccentric field28. The same group expanded their study to full-page reading and reported improvements with 
daily training that asymptoted after 2  months29. Dagnelie and colleagues also found that reading short para-
graphs of text through a pixelized display benefits from practice for a variety of difficulty levels30. Fu and col-
leagues reported that a similar brief course of daily practice improved reading performance across difficulty 
levels24. Pérez Fornos and colleagues demonstrated that training of more than 1 month allowed subjects to read 
at 15° eccentricity with the same accuracy as with central reading, but interestingly also with improved perfor-
mance on other visuo-motor tasks18.

Examples of VPL in non‑reading tasks from other groups.  In addition to reports using reading 
tasks, examples of VPL for a wide range of non-reading tasks have been published in studies that simulated 
artificial vision, typically demonstrating measurable effects within a small number of sessions. For instance, 
Xia and colleagues reported that multi-object recognition improves after 5 days of 2-h sessions22, and Chen and 
colleagues reported the ability to identify Landolt C orientation plateaus between 15 to 20 sessions23. Dagnelie 
and colleagues described decreasing error rates and completion times for object counting and placement tasks 
using checkers on a checkerboard with 17 or fewer daily 1-h sessions17. In a related study, Srivastava and col-
leagues described quite substantial decreases in completion time for a similar object placement task along with 
maze explorations19. In contrast, van Rheede and colleagues found trends toward improvement for object place-
ment and wayfinding with three sessions that did not obtain significance33, and without confidence that they 
measured improved perception rather an increased familiarity with the practiced tasks20. Finally, Thompson and 
colleagues found no change in accuracy, but a substantial decrease in response time in a single session of nearly 
200 trials of a face recognition task21.

Observations of learning effects in clinical trials of artificial vision.  A small handful of reports 
have studied learning in a clinical setting with recipients of implanted retinal visual prostheses. Patients with 
the Alpha IMS or AMS devices (Retina Implant AG) showed substantial learning effects on a wide range of 
behavioral tests37 that span from generally improved visuomotor abilities or elimination of nystagmus initially 
preventing successful fixation to visual objects38 to recognizing small words and shapes (1.39 logMAR, 2.2 log-
MAR of visual acuity respectively) following an intensive 5-day training regime, 3 years after implantation39. 
Patients with the Argus II device (Second Sight Medical Products, Inc.) showed improvements in performance 
over the first weeks of use in a battery of tasks40 that tended to wane over extended time41, although Castaldi and 
colleagues showed a positive correlation in performance in a detection task vs time since implant42. The Argus II 
results were likely confounded by the training regimen required for implant recipients43.

Combining a passive activity and an active assessment.  Previous work across the field has largely 
focused on tasks that require concerted effort rather than ones that do not, despite the expectation that passive 
viewing will dominate real post-implant experience. To address this gap, we investigated VPL while using a sim-
ulated visual prosthesis through the passive experience of video viewing. Given the substantial improvements we 
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previously reported with the active task of reading1, and reports from the literature showing the skill of seeing 
through artificial vision to be highly responsive to training, we hypothesized that the passive task of video view-
ing could be used to drive a similar effect, but that the learning rate might be slower. We repurposed the reading 
task for its readout of acuity rather than its training value, and interleaved it sporadically with a video viewing 
task. Although we minimized the time spent with the reading task by reducing its length and presenting it only 
infrequently, the tests still represented some experiential time, so we expected effects to remain from them.

To compensate for training originating from both video and reading tasks, we designed a stutter-step schedule 
in which we systematically varied the placement of a handful of reading tests (R) within the larger set of video-
viewing sessions (v), so as to create spans within the overall sequence with either three (R, v, v, v, R; abbreviated 
as RvvvR) or six (RvvvvvvR) video sessions between reading tests. This schedule, carefully syncopated across 
subjects, allowed us to measure acuity improvements for runs of consecutive video viewing sessions bounded 
by single reading tests. We used data from the two lengths of video viewing chains, RvvvR and RvvvvvvR, to 
linearly decode βV and βR, the gain factors driving changes in acuity due to video viewing and reading, respec-
tively (see “Methods”).

Results
Eight subjects (8 total; 2 male, 6 female), recruited from students at the University of Athens, Greece, who had 
documented and assessed ability in reading English above that required for the tasks, completed the experiment. 
Subjects had self-reported normal or corrected-to-normal visual acuity, without any major visual defect. A ninth 
subject was disqualified due to gaze tracking issues, and their data are not reported here. Each subject came to the 
laboratory for a total of 23 sessions; the first session included a Snellen acuity assessment; subsequent sessions 
included a reading test through our simulation of artificial vision, and/or watching an episode of a television 
program shown through the same artificial vision simulation.
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Figure 1.   Population performance on reading accuracy and speed. The reading accuracy [(a–c), in units of 
percent correct] and reading speed [(d–f) in units of words per minute] are shown for population means at each 
of the eight possible measurement positions (colored traces, numbered) in the sequence of sessions. As not all 
subjects are administered a test at each measurement position in the sequence in order to create the RvvvR/
RvvvvvvR spans examined elsewhere, the number of subjects varies from curve to curve here (see Fig. 9). Colors 
shift from earlier (blue) to later (red) measurements, with each trace in the left column (a,d) also identified by 
measurement position. The left (a,d) and middle (b,e) columns show curves that are the mean over subjects, 
while the right column (c,f) takes an additional mean over font sizes with dashed lines showing standard 
deviations across subjects. Phosphene view measurements (open circles) show leftward progression of the 
reading accuracy curves, but no similar progression in reading speed. Natural view measurements that serve as a 
control condition (closed circles) show normal values for reading accuracy—all overplotted at 100%—and speed 
without significant learning effects. Note that the lower right subfigure (f) has two different scales for the two 
different curves, left for phosphene view (open circles), and right for natural view (closed circles).
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Reading accuracy.  Before exploring the details of results from the two different spans, we examined overall 
performance across the full sequence of sessions, here for reading accuracy, and in the next section for read-
ing speed. We found that as a population, subjects improved (Fig. 1) in reading accuracy (percentage of words 
read correctly) through the sessions but did not improve in reading speed (number of correctly read words 
per minute). As expected, reading accuracy was near zero at the smallest font sizes and followed a sigmoidal 
increase toward the larger font sizes. Over the suite of eight reading tests the sigmoidal profile shifted leftward 
toward smaller fonts as ability increased for the population (Fig. 1a). The mean accuracy pooled across font sizes 
(Fig. 1c) rose significantly from 28 ± 7% to 53 ± 9% (Wilcoxon rank sum, p = 0.003) echoing the first part of the 
learning curve from our previous report1.

Reading speed.  Reading speed was also near zero for the smallest font sizes and increased with larger font 
sizes (Fig. 1d), but did not show evidence of plateauing for the font sizes used here (larger sizes would likely 
have been necessary), consistent with our previous study. Over the course of the experiment, the curves did not 
move appreciably for the population. The mean speed pooled across font sizes (Fig. 1f) showed initial hints of 
improvement over the first three measurements, but did not change significantly following these first measure-
ments (Wilcoxon rank sum, p = 0.72, 6.4 ± 3.1 WPM at start, 6.8 ± 1.8 WPM at end).

Acuity over time.  Equivalent acuity was then extracted from logistic curves fitted to the reading accuracy 
measurements from each subject and examined for longitudinal effects (Fig. 2). For each subject, there was a 
striking change over the eight measurements in a manner equivalent to a statistically significant acuity improve-
ment of − 0.15 ± 0.05 logMAR (t test of the paired differences, p = 0.0001) from a starting value of 1.28 ± 0.04 
logMAR to a finishing value of 1.13 ± 0.06 logMAR. The level of variability in acuity assessments was elevated 
as expected due to having limited the number of repeated measurements in each reading task in order to mini-
mize the amount of time subjects spent in that activity. Despite the resulting uncertainty in acuity values, there 
remained a clear effect of improvement in acuity for each subject through the duration of the experiment.

Relative contributions of R and v sessions to acuity.  We proceeded to analyze the two factors of 
reading time and video time in driving acuity improvement. An initial assessment showed both factors were 
predictive of visual acuity (R2 = 0.39 for reading, R2 = 0.44 for video, R2 = 0.45 for reading and video together; 
p < 10−6 for all three conditions; see Fig. 3). We then applied a synchronous decoding technique (see “Methods”), 
sorting the incremental improvements in acuity into short (RvvvR) and long (RvvvvvvR) spans between meas-
urements (Fig. 2) to collect the associated factors y1 (− 0.025 ± 0.038; t test for mean being non-zero, p = 0.004) 
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Figure 2.   Acuity over time. The equivalent acuity is shown for each reading test for each subject. Each colored 
trace represents one subject. Acuity measurements from reading tests that are separated by three video sessions 
(RvvvR) are connected with a solid line, while those separated by six video sessions (RvvvvvvR) are connected 
with a dashed line. Each subject displays a progression to improved acuity (lower values on vertical axis) 
through their participation in the experiment (horizontal axis), with the population as a whole moving strongly 
downward.
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and y2 (− 0.035 ± 0.039, p = 0.002) allowed us to decode the per-session learning rate for the active reading task 
βR = − 0.015 ± 0.084 logMAR/session, and the passive video task βV = − 0.003 ± 0.018 logMAR/session (Fig. 4). 
These values were both significantly non-zero (t test for βR, p = 0.001; for βV, p = 0.001) and were statistically 
distinct (paired t test, p = 0.02). To validate this method, we also performed a linear regression of acuity versus 
cumulative time spent reading and viewing video at each acuity measurement, which yielded learning rates of 
− 0.0006 logMAR/min (+ 0.0005, − 0.0017, 95% CI) for reading and − 0.0002 logMAR/min (+ 0.0000, − 0.0004, 
95% CI) for video viewing. When multiplied by the mean session lengths (treading = 13.6 min, tvideo = 24.7 min), 
this second set of values became βV′ = − 0.009 logMAR/session and βV′ = − 0.005 logMAR/session respectively, 
agreeing reasonably well with our primary finding for βR and βV. We therefore draw two conclusions. First, a 
single reading session drove about twice the acuity improvement of a single video session despite being about 
half as long. And second, considering the total number of sessions spent in each task, the overall acuity gain was 
56% from reading (mean improvement, − 0.08 logMAR) and 44% from video watching (mean improvement, 
− 0.06 logMAR).

To ensure the initial transient that can be seen in Fig. 2 was not unduly influencing our results, we repeated the 
primary synchronous decoding analysis, excluding the first through fourth measurements. While the uncertainty 
increased and statistical power was lost as there were fewer data points, the results were highly consistent with 
βR being substantially larger than βV.

Video viewing behavior.  Subjects were not provided guidance on what to do when watching the videos, 
and some were truly passive, hardly moving their gaze location from the center of the screen, whereas others 
appeared to be more intently following the on-screen action. We quantified this range of behavior by measuring 
the total scan path length of gaze location per session and found a trending increase from 279 ± 76 to 338 ± 66 
screen widths per video (Wilcoxon rank sum, p = 0.1) over the 21 video sessions. A similar, although more 
significant, increase was found for the reading task with the scan path increasing from 8.4 ± 2.5 to 14 ± 5 screen 
widths per trial (Wilcoxon rank sum, p = 0.003) over the reading sessions (see “Discussion”). The correlation 
coefficient between the scan path length at each reading session and the subsequent video session, once scan 
paths were corrected for the per-subject mean, was r(46) = 0.42, p = 0.02, suggesting the two conditions have a 
link to an underlying common factor such as session-by-session motivation levels.

Experimental design validation and control condition.  The experiment was intentionally designed 
to minimize the fraction of time during the reading task, so as to limit the known learning effects from that 
task against the intended measurement of learning effects during the video task. We were largely successful 
with the design, as the subjects spent 13 ± 3% of total exposure to the phosphene view simulation in reading 
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(4483 ± 1223 s), as compared to video viewing (30,389 ± 1050 s). The ratio of the mean exposures was therefore 
1:6.8, or 1 min of phosphene reading for about every 7 min of video viewing.

Reading in the Natural View condition, with text shown normally in unmodified form on the screen, was our 
primary control (Fig. 1, see also “Methods”). Reading accuracy at all font sizes was 100% for all subjects in this 
condition, as expected. Mean reading speed pooled across fonts for the population was not significantly different 
(Wilcoxon rank sum, p = 0.51) between the first (138 ± 15 WPM) and last (132 ± 14 WPM) measurements, and 
qualitatively did not appear to be affected through the experiment, matching behavior observed in our previous 
report with a different cohort of subjects drawn from a similar pool1.

Discussion
We found that passive viewing of videos through our simulation of artificial vision was not nearly as effective 
for improving visual acuity as reading for the same amount of time. Although significant increases in popula-
tion reading accuracy were observed, significant improvement for reading speed was not apparent. Our initial 
hypothesis that passive viewing would be a useful tool in rehabilitation was found to be partially correct: while 
there was a specific increase found in reading skill, namely reading accuracy, it was not reflected in a universal 
improvement in proficiency with phosphene vision, as an equivalent increase was not found in reading speed. 
The most compelling interpretation for this dichotomy is a combination of two related aspects, first that our 
assumption that passive experience would result in an overall sharpening of ability was incorrect, and second that 
the sets of skills exercised by the reading task only partially overlapped with those exercised by the video task.

Previous work in the laboratory utilizing multiple phosphene patterns has established that effects of training 
transfer from one pattern to another in an active, letter recognition task26. Thus, we might reasonably expect 
transferability of skill to be present here as well. Despite this expectation, we did not find evidence of transfer 
from the video viewing task to all aspects of reading skill.

Comparison of active task here to previous work.  The cumulative time spent reading here is 
74.7 ± 20.4 min (n = 8 subjects), equivalent to the cumulative time in the first four sessions out of the 40 total 
in our previous experiment1 at 77.6 ± 12.6 min (n = 6 subjects). Here, there was a significant improvement of 
− 0.08 ± 0.02 logMAR attributable to the reading task, versus the slightly higher − 0.10 ± 0.08 logMAR for the 
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acuity between three video viewing sessions (RvvvR) and six video viewing sessions (RvvvvvvR), respectively. 
Improvements y1 and y2 are assumed to contain the influence from one reading session test session R (βR) 
and the three or six video sessions v (βV) in each span [see Eqs. (1) and (2)]. Links are drawn (colored lines) 
between pairs of y1 and y2 values from the same subject. The mean change in acuity (black bars) for both y1 and 
y2 is negative, indicating an improvement in reading ability, but as both RvvvR and RvvvvvvR spans have the 
same number of R sessions, the larger number of encompassed v sessions represented by the value y2 creates a 
larger improvement as compared to y1. That difference allows us to deduce the influence of each session type 
independently, calculating values for βV and βR through linear decomposition in Eqs. (3) and (4) (see “Decoding 
acuity gain factors for reading and video sessions”).
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equivalent time in the previous study. While the two sets of improvements were not significantly different (Wil-
coxon rank sum, p = 0.49), the possibly higher underlying rate in the previous study may stem from the reinforc-
ing effects of frequent training that were not as strong here due to intentional gaps between reading sessions to 
reduce that task’s influence.

Dilution of reinforcement.  The larger gaps between reading sessions here, and the weaker influence of 
video sessions on learning may have diluted reinforcement effects and impeded reading speed development. 
Reinforcement effects that varied with time between sessions were seen in our earlier work1, where reading 
accuracy was found to be more robust to gaps in training than reading speed. Whereas short gaps of a few days 
tended to not affect improvements made in reading accuracy, they worked against or eliminated improvements 
in reading speed such that only a strong gain in a day’s session overcame a low-level of persistent forgetting. With 
that observation in mind, one explanation for the lack of improvement in reading speed here is that the gain 
during video viewing, as indicated by the per-session βV, might not have been large enough to sustain improve-
ments across sessions. Another explanation, perhaps not mutually exclusive, is that the act of reading combines 
two aspects of visual perception, one of raw acuity used to recognize visual patterns and extract probabilistic 
information on underlying object shape, and a second of word recognition from that probabilistic shape descrip-
tion; if we assume that the first is trained both under reading as well as video experience, but the second aspect 
is trained only during reading, then it would be reasonable to see a disparity in reading accuracy versus reading 
speed as observed here.

Scan path lengths.  Increases in scan path length in the reading task as performance improves are slightly 
counter-intuitive. We explored this observation through a re-analysis of the more extensive data from our previ-
ous report1, and found that when subjects are doing very poorly, they generally have short scan lengths in the 
reading test because they quickly abandon sentences under difficult reading conditions. As their skill improves, 
they abandon less and spend more time searching and exploring, increasing the scan length, which peaks when 
the mean performance is 50%. As performance continues to improve, the scan length decreases again as the 
amount of searching drops and the gaze behavior more closely resembles the left-to-right, line-by-line pattern 
from normal reading. Thus, we believe the general increase in scan path length seen here reflects a still-con-
tinuing improvement in skill like the first part of the more fully completed examples in our previous research. 
Scan path lengths would therefore be expected to decline again here with additional training. We might imagine 
that the similar, but less pronounced scan path change observed in the video task would follow a similar up-
and-down profile; without prior evidence to support this speculation, however, certainty can come only with 
additional investigation.

Transferability of visual skill.  In the design of our experiment, we have assumed that there would be 
a transferability for skills learned during the passive task (specifically, the ability to recognize objects that are 
viewed through the phosphene pattern), to the active task where our quantitative measurements are made, and 
thus any specific improvement driven by video viewing would be reflected in a generalized improvement in all 
aspects of the reading assessment. This idea of transferability, or generalization from one set of experiences to 
another, has been the subject of substantial investigation in the visual system, often under the umbrella of VPL.

Transfer of visual skills has been observed in such diverse conditions as with subjects impaired by 
amblyopia44–48, central vision loss49,50, presbyopia51,52, low vision in children53, macular degeneration54, cortical 
blindness from stroke55,56, visual function loss57,58, and impaired vision59,60. And transfer of perceptual learning 
has been demonstrated in situations such as in shaping a preferred retinal locus in the visual periphery50, moving 
regions of sensitivity in areas of the visual cortex54, improving letter recognition46,61,62, seeing biological motion 
in noise63, and eye-hand coordination in sports64,65. Such changes are seen especially when training is based on a 
broad stimulus set65–67, retinal locations56 or uses video games67–73. Training to respond to these stimuli has been 
reported to improve visual acuity and contrast sensitivity for both central and peripheral vision of subjects67, 
actual field performance of baseball players65, as well as reading73. The wide palette of modalities where skill 
transfer has been found suggests that transfer between the two tasks used in this study should be possible.

Observations have been made, however, about limitations or specificity of transfer. For example, McGovern 
and colleagues observed improvements that transferred between the related visual tasks of orientation, curvature, 
and global form discrimination after 10 sessions of 400 trials74. In particular, both orientation and global form 
discrimination transferred to the other two tasks, however, the curvature task transferred only to the orientation 
task. This asymmetry of action demonstrates that visual skill development can be highly specific.

Transferability in studies with simulations of artificial vision.  Narrowing the range of studies to 
those that are closest to the present report, two groups have studied the transferability of trained skills in simu-
lations of artificial vision. The first group, Sommerhalder and colleagues used a reading task to investigate the 
generalization of monocularly presented stimuli to stimuli presented to the fellow eye28,29. They simulated an 
eccentric (non-foveal) placement of a visual prosthesis and had normally sighted subjects perform reading tasks 
with that simulation. Subjects had a series of 1-h sessions reading 4-letter words for a period of 1 month and 
subsequently 1-h sessions of reading full-page text for a period of 2 months. VPL was observed to be successfully 
transferred from the trained to the untrained eye.

The second group, Wang and colleagues investigated the transfer between two related tasks, object-to-name 
labeling and name-to-object identification in a cross-validated experiment using two subject cohorts75. In their 
labeling task, subjects were presented a single object through a simulation of artificial vision and had to choose 
the correct label out of a set of possible words shown in the clear. In the identification task, subjects were 
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presented instead a single label in the clear and had to choose the correct object out of a set of possible objects, 
shown in a simulation of artificial vision. In a 1-day session of 64 trials, visual recognition significantly transferred 
from the labeling task to the identification task with substantial effect in the first cohort but not vice versa in 
the reverse cohort. In a follow-up study, the group investigated persistence of learning with their labeling task 
as well as the effect of viewing images compared to videos76. Training with the labeling task led to an improved 
performance, with the improvement with videos being more pronounced than with still images. Next, using their 
identification task, they found that performance with videos exceeded that with still images in all blocks, but not 
with as robust a difference. These asymmetries between the nature of both the task and the stimuli confirm the 
potential for specificity in visual skill development.

Stutter‑step design and recovery of gain factors for R and v.  We selected a stutter-step design using 
two different length runs of video viewing sessions bounded by reading sessions in order to be able to dissect 
out the relative influences of the reading and video viewing sessions. An alternative design would have been to, 
for example, employ separate control and experimental groups both of whom would be administered regularly 
spaced reading assessments, but only the experimental group would have seen videos in between reading assess-
ments (see our previous report describing an experiment with a similar condition1, and the comparison here in 
section “Comparison of active task here to previous work”). A third alternative would be to employ a crosso-
ver design where videos would be seen by one half of the subjects in the first half of the schedule, and by the 
other group in the second half. Neither of these approaches, or of the many others that were considered, would 
have completely compensated for longitudinal effects while also allowing subjects to be their own controls and, 
importantly, allowing for the rigorous separation of the two factors βR and βV. The stutter-step strategy selected 
supports analysis through the method of synchronous decoding developed for signal detection theory, a power-
ful means to extract signal in the face of noise, allows each subject to be their own control, and maximizes the 
statistical power available from a limited number of subjects.

Video watching as a passive task.  We selected watching videos as a passive task because we wanted 
to use an activity that recipients of visual prostheses might experience without the need for a special-purpose 
rehabilitative apparatus. We reasoned that video watching might be effortlessly and pleasantly incorporated into 
post-implant daily routines with little prodding required from rehabilitation specialists. While the visual aspect 
of watching videos was expected to be the primary driver of the effects seen here, we included the audio track 
of each episode in our simulations to more accurately emulate the experience of a prosthesis recipient sitting in 
front of a television. We did not, however, explore whether the presence of audio itself was a facilitating factor.

Conclusions
Although the idea of being able to improve the utility of a visual prosthesis through an enjoyable pastime like 
watching television programs is highly attractive, in our hands, this process does not have nearly the impact 
as an active, at times challenging task which provides clear-cut automatic feedback for correct answers. While 
there appear to be benefits from passively viewing videos, the gains are much slower per unit time, and do not 
appear to transfer universally to other visual skills. During post-implant rehabilitation, therefore, having patients 
engage in an active process appears to be preferable to ensure successful treatment with a visual prosthesis device. 
Further research will help identify self-administered active and passive tasks that overcome specificity to allow 
broad improvements in prosthetic vision, while being as enjoyable as possible to encourage patient engagement 
in post-implant rehabilitation.

Methods
The methods employed in this report are very similar to those previously described1 with differences as high-
lighted below. Briefly, we used a simulation (Fig. 5) that included 1000 phosphenes in a center-weighted pattern36 
that were activated in a gaze-contingent fashion77, tracking instantaneously measured eye position on a frame-by-
frame basis so as to approximately stabilize their position in retinal coordinates. The phosphenes were used both 
as a filter to measure the average image luminance at each phosphene’s location, and then as a display, illuminated 
as a 2D-Gaussian at the matching luminance. This method is often called veridical encoding. The simulation was 
used to provide two different tasks to the subjects, a reading task that was used as metric of visual performance 
(Figs. 6, 7), and a video task that was the focus of this work (Fig. 8); the first task requires active participation 
from the subject, and was designed to be a small fraction of the total experience, while the second task has no 
specific burden of action from the subject, and was designed to be the dominant portion of the total experience. 
Each of the two tasks are described below in more detail.

Differences: extended viewing and visual load.  Reading tests here and in our previous work involved 
brief periods of phosphene viewing (approximately 30 s on average per trial) separated by inter-trial intervals, 
interleaved with natural viewing and presented through multiple trials per test, whereas video viewing was for 
a much more extended, continuous time, typically 24 min, that did not include interruptions. The level of sub-
ject engagement required was very different between the reading tests and video viewing, as the act of reading 
demands active focus to understand each word, whereas watching light entertainment has no goal-directed need 
to parse visual information.

Differences: more complicated schedule.  Although subjects shared the same number of video-viewing 
sessions, each subject’s six pseudo-periodic measurements of their reading performance took place distributed 
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across eight different possible positions, in a per-subject pattern that was determined beforehand. This pattern 
resulted in gaps between reading tests of either three (RvvvR) or six (RvvvvvvR) videos, with each subject having 
three of the shorter gaps and two of the longer gaps.

Differences: lower system latency, higher monitor refresh rate.  In contrast to the previous experi-
ment for which the eye-tracking system was operating at 500 Hz, the monitor’s refresh rate was 60 Hz, and the 
overall system-latency was expected to be 35 ms total, here, we operated the eye-tracking system (SR Research, 
EyeLink 1000+) at 1000 Hz, used a monitor that could support 144 Hz refresh rate (Asus ROG PG279Q), opti-
mized the custom simulation code, and estimate the latency from eye position measurement to display update to 
be 11 ms (1 ms gaze measurement, plus 7 ms frame update, plus 3 ms monitor lag).

Reading task and stimuli.  Reading tests used the MNREAD corpus of simple, three-line sentences pre-
sented in a range of font sizes (logMAR 0.9 to 1.4 in 0.1 increments) to assess visual acuity34,78, modified so that 
subjects viewed the sentences shown on a computer monitor either through natural vision as a control condition, 
or through a simulation of a thalamic visual prosthesis1,31,35 with 1000 phosphenes that spanned the visual field36. 
The reading test method has been described previously in detail1,25,26,31,35, and is summarized here. In a series of 
trials, subjects are shown novel sentences from the corpus at different font sizes in a pre-determined, pseudo-
random sequence. Each font size and viewing condition is presented twice in a given reading test. The number 
of correctly read words is scored by the experimenter, and the time taken to read each sentence is recorded auto-
matically. From these values, profiles of reading accuracy (percent of correctly read words) and reading speed 
(number of correctly read words per minute) are developed across the calibrated font sizes. Reading accuracy 
versus font size can be fitted with a sigmoidal curve where the 50% level is considered the visual acuity of the 
subject for the given viewing condition. All font sizes presented were substantially larger than native acuity of 
the subjects, and thus reading accuracy was 100% for the Natural condition that used text presented without 
filtering. An example of the range of font sizes against the phosphene pattern is given in Fig. 6, while an example 
sentence seen under phosphene view with different gaze positions is given in Fig. 7.

Video stimuli.  During video sessions, subjects were presented full episodes of the classic American comedy, 
“I Love Lucy,” viewed through the visual prosthesis simulation. We used these shows because of the ready avail-
ability of the material on recorded media, the light and entertaining subject matter, and the expectation that 

Figure 5.   Apparatus. The experimental setup is shown in this photograph with a subject seated on the left in 
front of the stimulus monitor, and the gaze-tracking camera just visible to the left of their head. The subject’s 
position with arms on the table helps reduce head movement. The stimulus monitor displays a phosphene-view 
image of one frame from a video. On the right, the experimenter is sitting in front of the behavioral control 
system and gaze tracker. This image has been intentionally over-exposed to help reveal detail, as the room is 
normally dim.
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while our subjects would likely be generally familiar with the series, none of them would have recently, if ever, 
seen the show. We compiled various publicly available best-of lists to identify the most engaging and popular 
episodes and selected a suite of 21 that were presented in order. Episodes were shown through our simulation 
of artificial vision using a real-time gaze-contingent architecture (see below) and were presented with normal 
audio that was synchronized to the simulation. Videos were typically 24–27 min long, although subjects often 
broke off their viewing at the closing credits. A representative frame in its original state and as viewed through 
the simulation is given in Fig. 8.

Gaze‑contingent architecture.  Visual stimuli were presented on a contemporary LCD monitor (ROG 
PG279Q by Asus, Inc.) set to 1600 by 900 pixels resolution and a frame rate of 144 Hz (6.9 ms between frame 
updates). This monitor was selected because of its high-quality IPS panel, fast refresh rate, and extremely low 
latency (3.25 ms measured by TFT Central, https://​www.​tftce​ntral.​co.​uk/​revie​ws/​asus_​rog_​swift_​pg279q.​htm). 
Video signals sent to the monitor were computed in real-time based on subject gaze position measured through 
a head-free tracker (EyeLink 1000+, by SR Research, Inc.) running at 1000 Hz. For each monitor refresh, the 
center of the phosphene pattern was computationally translated to the most recently read gaze location and each 
phosphene used as a local-averaging filter at its position on the current frame from the television episode to con-
struct a phosphene-view frame displayed on the subject monitor. The ratio between monitor refresh (144 Hz) 
and episode frame rate (23.96 Hz) of 6.01 meant that each video frame was presented 6 times to the subject, with 
one frame shown 7 times approximately every 4 seconds to resynchronize; when videos were viewed in the clear 
during development, these periodic resynchronizations were imperceptible. With this monitor and gaze tracker, 
we estimate the system latency to have been approximately 10 ms. Additional details of the gaze tracking and 
filtering process can be found in our previous publications1,25,26,31,35.

Syncopated schedule.  A pre-determined testing schedule was used, developed on the basis of eight sub-
jects with 23 visits each to the laboratory. At the first session, each subject was given an informal Snellen chart 
evaluation to verify that they had normal or corrected-to-normal vision. At subsequent sessions they were either 
given a reading test, or watched an episode of the television series, or both, as determined by the testing sched-
ule. Positions in the schedule were created for reading tests every three sessions of video viewing, with a final 
test on the last day, alone, for a total of eight potential testing days. We utilized an interleaved syncopation when 
determining when subjects would be administered reading tests within those eight possible positions such that 
each subject skipped two tests in the 23 sessions (see Fig. 9). This schedule resulted in gaps between reading 
tests of either three (RvvvR) or six (RvvvvvvR) video sessions, with each subject having two tests separated by 
six videos, and three tests separated by three videos. Across the population, the first and last test positions were 
fully populated and thus produced eight measurements, whereas the second through seventh test positions were 
partially populated so produced either five or six measurements.

Figure 6.   Reading test stimuli. This figure shows the twelve possible stimulus conditions for the example word 
way. The left column depicts the central 10° of viewing although it is presented here in negative colours. Stimuli 
were always presented to the subjects with white on black. In the right columns, gaze location is at the center 
of the word so that the highest density of phosphene layout overlays the text. Viewing conditions were either 
presented in Natural view for control (bottom row) or P1000, a simulation of a thalamic visual prosthesis with 
1000 phosphenes (top row). Font size ranged from logMAR 0.9 to 1.4, corresponding to a Snellen acuity from 
20/160 to 20/500 (left to right). The full three-line simple sentences occupied the entire video screen at the 
largest font size (see Fig. 7), although only the central-most patch is shown here. The P1000 phosphene map spans 
the entire visual field, although only the central portion is shown here, with some 250 phosphenes.

https://www.tftcentral.co.uk/reviews/asus_rog_swift_pg279q.htm
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Figure 7.   Reading screenshots. These panels depict three points during the reading of a typical sentence, “We 
will climb only to be better able to give a helping hand,” at the largest font size. The subject reads each of the 
three lines in turn, scanning along the text. (a) Gaze position over time (purple trace) is overlaid on the base 
image used to compute the phosphene view animation presented to the subject. The base image is never itself 
visible during phosphene view conditions. Three example points at the start, middle, and end of the scanning are 
highlighted and connected to their equivalent locations on the lower panels that are snapshots from the trial’s 
gaze-contingent presentation. (b) The phosphene pattern shown to the subject at the start of this trial when 
the subject is gazing at the start of the first line, and is about to read the word, We. (c) The subject has scanned 
through the first line and is mid-way through the second line during this second screen capture. As the subject’s 
gaze position shifts, the phosphene pattern shifts in rigid concert, and we now see the subject looking at the 
word, better. (d) The subject has nearly finished the trial, scanning through all three lines, and is about to read 
the last word, hand. The number of phosphenes landing on the monitor area that are potentially activated are 
500, 640, and 430 for subplots, (b), (c) and (d), respectively. Of these phosphene locations, 260, 400, and 250 
have been activated, respectively, to represent the image of the text.



12

Vol:.(1234567890)

Scientific Reports |        (2022) 12:12953  | https://doi.org/10.1038/s41598-022-10719-6

www.nature.com/scientificreports/

Decoding acuity gain factors for reading and video sessions.  For the short spans between reading 
tests/acuity measurements, RvvvR, we assumed there would be a constant factor of improvement from R (the 
second R measures the influence of the first R, but is assumed to carry no influence on its own measurement) 
and a different, constant factor from each v, thus generating an overall improvement y1:

For the long spans between measurements, RvvvvvvR, we assumed these same factors would combine with 
twice as many instances of v, to yield an overall improvement y2:

These expressions for the measured improvements y1 and y2 create a system of two linear equations with two 
unknowns, allowing us to decode the influence from reading βR, and video watching βV:

Equations (3) and (4) were thus used to convert y1 and y2 measurements of acuity improvements from one 
reading test to the next (Fig. 4) into separated values for βV and βR.

We note that accepting this model for extracting βV and βR from y1 and y2 requires understanding that there 
is no a priori expectation for statistical independence of y1 and y2 . For example, in the hypothetical case where 
video viewing has no influence whatsoever, the value of βV would be 0 and the model formed by Eqs. (1) and (2) 
implies that the observations of y1 and y2 would be statistically indistinguishable.

Ethics statement.  The protocol used in this experiment was approved by the Institute Review Board of the 
Massachusetts General Hospital and the Ethics Board of the Cognitive Sciences Department in the Department 
of History and Philosophy of Science at the National and Kapodistrian University of Athens. It conformed to 
the Declaration of Helsinki. The protocol was classified as a minimal risk study with informed consent obtained 
from each subject. Subjects were provided modest monetary compensation for their participation.

(1)y1 = 3βV + βR

(2)y2 = 6βV + βR

(3)

y1 − y2 = 3βV + βR − (6βV + βR)

= 3βV + βR − 6βV − βR

= −3βV

βV =
(

y2 − y1
)

/3

(4)

2y1 − y2 = 2(3βV + βR) − (6βV + βR)

= 6βV + 2βR − 6βV − βR

= βR

βR = 2y1 − y2

Original Frame
(input to simulation)

Comparative Overlay
(illustration)

Phosphene View
(shown to subject)

a b c

Figure 8.   Video stimuli. (a) A representative stimulus frame. Video frames are used as input to the simulation 
along with the current gaze position that determines the location of the phosphene field as it is overlaid on 
the image. (b) An example overlay of the phosphene pattern for the gaze position at the center of the frame. 
Each phosphene will represent the mean brightness of the image behind it, thus the brightest points are at the 
woman’s white hat and face, and the darkest are over her coat and portions of the background. The phosphene 
pattern is updated in position based on gaze location and brightness with each video frame. Phosphenes are 
smaller and denser toward the point of regard, here near the center of the face, and become larger and more 
separated in the periphery. (c) The resulting constructed phosphene image as shown to the subject. The head 
and neck of the actress can be made out against larger rectangular fields that correspond to portions of the 
background. With some effort, the eyes and mouth are discernible—while the example screen shot suggests 
it might be quite difficult to perceive fine detail, with an animated presentation the experience is surprisingly 
improved as motion information becomes available to the viewer.
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