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Neural representations 
of own‑voice in the human auditory 
cortex
Taishi Hosaka, Marino Kimura & Yuko Yotsumoto*

We have a keen sensitivity when it comes to the perception of our own voices. We can detect not only 
the differences between ourselves and others, but also slight modifications of our own voices. Here, 
we examined the neural correlates underlying such sensitive perception of one’s own voice. In the 
experiments, we modified the subjects’ own voices by using five types of filters. The subjects rated the 
similarity of the presented voices to their own. We compared BOLD (Blood Oxygen Level Dependent) 
signals between the voices that subjects rated as least similar to their own voice and those they 
rated as most similar. The contrast revealed that the bilateral superior temporal gyrus exhibited 
greater activities while listening to the voice least similar to their own voice and lesser activation 
while listening to the voice most similar to their own. Our results suggest that the superior temporal 
gyrus is involved in neural sharpening for the own‑voice. The lesser degree of activations observed 
by the voices that were similar to the own‑voice indicates that these areas not only respond to the 
differences between self and others, but also respond to the finer details of own‑voices.

Humans have the ability to distinguish themselves from others. This ability is not limited to humans; some 
animals also exhibit  it1–3. The animals that can recognize themselves are sometimes categorized as “intelligent” 
species. They generally have large brains relative to their body weight and show evidence of social behavior such 
as  empathy1,4–6. Therefore, self-recognition seems to be an essential ability to live in a society where individuals 
socially interact. Humans in particular live in the most complex social structure and have the ability to not only 
discriminate oneself from others but also to recognize themselves. The present study examines the nature of fine 
self-recognition in humans.

The ability of self-recognition in humans has been investigated in many studies. In behavioral experiments, 
the subjects were instructed to observe and respond to the stimuli that represented themselves. Pictures of 
their own faces have been the most frequently used of such stimuli. For instance, one previous  study7 presented 
pictures of each subject’s own face and the face of an unfamiliar person to identify the brain regions selectively 
involved in the recognition of one’s own face. While pictures are easy to use in experiments, we only observe our 
faces either in photographs or horizontally flipped images in mirrors. In addition, the time we observe our own 
face is limited. On the other hand, we are exposed to our own voice whenever we speak. Therefore, one’s voice 
also constitutes a component of “self ” and indeed may be a better, more representative example of real-world 
self-representation. Thus, we employed voice as the stimulus in this study.

While voice may represent the “self ” better than or as well as a picture of oneself, there is a technical dif-
ficulty in reproducing a voice stimulus that sounds like one’s own-voice, that is, the voice one hears when one 
speaks. Sound recognized as own-voice travels to the ear through two pathways: an air-conducted pathway and 
a bone-conducted pathway via the cranial  bones8. The recorded voice, on the other hand, only contains sounds 
conducted through the air. This means that the own-voice includes sounds from both bone conduction and air 
conduction, while the recorded-voice only includes sounds from air  conduction9,10. Because of these differences, 
recorded voices are often perceived as strange even though they are recognized as one’s own voice.

Several studies have examined methods to reproduce the own-voice from the recorded-voice by applying 
filters that emulate bone  conduction11–13. Based on previous studies of the transfer function for the own-voice, 
the equalization filter was used to reproduce the own-voice from the recorded voice. Although the filtered voice 
was rated closer to the own-voice than to the recorded voice, the suggested filter types varied across  studies11–13. 
A previous  report14 compared multiple filters and examined which filter was most effective in emulating the 
subject’ s own-voice, and found that the best filter differed across subjects, indicating large individual differ-
ences, and that perception of the own-voice is constant across different sessions within a subject, indicating the 
stability of own-voice perception.
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Neural mechanisms underlying the perception of self have been examined using  faces7,15–28, as well as 
 voices18,29–31. These studies reported higher neural activities in subjects observing their own faces/voices than 
others’ faces/voices. The areas exhibiting such activity patterns include the right inferior frontal  area18,23–25,29, 
the parietal  area15,20,22, and the inferior temporal  area18,24,25,28. The brain regions exhibiting higher activities for 
own-faces/voices were distributed unilaterally with right hemisphere dominance, but differed across studies, 
indicating that self-recognition takes place in multiple cortical areas.

Comparing one’s own voice with the presented stimulus and detecting a mismatch requires the ability of self-
recognition. A previous  research32 measured neural activities while the subject spoke in the scanner and heard 
the feedback. The feedback was either another person’s voice, distorted own-voice, or their own undistorted voice. 
When neural activation was compared, the bilateral superior and middle temporal gyri showed greater activity 
with self-distorted feedback and other’s voice feedback than with self-undistorted feedback. Similar results have 
been reported using voice  stimuli33–35. However, the focus of these studies was on the interactions between motor 
and sensory processing systems and their findings were explained based on forward models, which allow for the 
outcome of any action to be estimated and used before the actual sensory feedback becomes available. When the 
subject spoke and heard the feedback, the feedback was compared to the predicted outcome, and a mismatch 
between them triggered a corrective  signal36,37. In reality, however, we are able to detect the differences between 
our own voice and the presented voice while passively listening to them without speaking.

The recognition of voices is also related to the ability to identify a person. The bilateral middle and superior 
temporal gyrus (STG), the bilateral inferior frontal gyrus, and right precuneus are involved in person-identity 
recognition by a vocal  sound38. A previous  study39 investigated the neural basis of voice identity with fMRI by 
comparing the areas involved in the perception of pre-memorized voices and new voices. Their results showed 
that BOLD (blood oxygenation level dependent) responses in the bilateral middle and posterior superior tempo-
ral sulcus (STS) were suppressed when the subjects heard the pre-memorized voices. They attributed this reduced 
neural response to neural sharpening. Neural sharpening is a pattern of neural activity induced by a stimulus that 
is more typical within an object space. With neural sharpening, a more typical stimulus elicits reduced neural 
responses. Neural sharpening can be observed with  faces40 and  voices41,42, and is considered to reflect long-lasting 
cortical plasticity. The neural sharpening account suggests that humans are familiarized with the own-voice over 
a life-long exposure, and therefore exhibit reduced neural responses to it. On the other hand, a voice that does 
not sound like their own would show less reduction in the neural responses.

Furthermore, it is worth examining the parametric characteristics of the neural responses. Do BOLD signals 
gradually change with the magnitude of own-voice-ness? Or are there any specific BOLD responses only induced 
by own-voice perception? In other words, is own-voice coded parametrically or categorically? Previous studies 
that compared stimuli of self and others did not answer these questions. The present study aimed to investigate 
the neural correlates of recognition of the own-voice in finer detail by manipulating the subjects’ own voices.

The neural characteristics examined in this study are two-fold: First, we searched for the brain areas exhibit-
ing lower responses to the voice that sounded most similar to the own-voice, consistent with neural sharpening. 
Second, we searched for the brain areas that exhibited higher responses to the voice most similar to the own-
voice, consistent with previous studies that compared stimuli of the self and others.

The experiment consisted of three sessions conducted on three separate days (Fig. 1a). In Session 1, we 
recorded the subjects’ voices and applied filters to modify them. We made five types of voices as stimuli (original 
recorded voice, step filtered voice, bandpass filtered voice, lowpass filtered voice, and adjusted-by-will voice). 
In the following sessions, each subject rated the five types of voices by how similar they were to their own voice 
on an eight-point scale ranging from did not sound like their own voice at all (1) to sounded very much like their 
own voice (8). We called these ratings the “own-voice score.” The ratings were conducted once in a soundproof 
room (Session 2) and once during an fMRI scan (Session 3). Because we expected large individual differences 
in terms of filters that reproduce own  voices14 and we did not know how the fMRI environment affects our 
stimuli, we calculated BOLD signal changes separately for each subject based on the behavioral ratings in the 
fMRI scanner, not on the filter types.

Results
Behavioral results. In Session 2 and 3, we categorized the trials based on the responses. The trials with 
high own-voice scores (7,8) were named as HIGH, and the trials with low own-voice scores (1,2) were named 
as LOW. In Session 2 (rating task in the soundproof room), the total number of trials across subjects was 335 
for LOW trials and 383 for HIGH trials. In Session 3 (rating task in the MRI scanner), the total number of trials 
across subjects was 1516 for LOW trials and 1461 for HIGH trials. All subjects were aware that the stimuli were 
generated from their recorded voice, and that there were variations in the stimuli. We first examined consisten-
cies in the own-voice evaluations between the soundproof room and fMRI scanner. For each subject, we speci-
fied the filters that earned the highest and lowest own-voice scores. The scores for Session 2 (soundproof room) 
and Session 3 (fMRI) were compared as a measure of consistency. Of the 17 subjects, 6 showed consistency in 
filters for both the highest and the lowest scores. Three subjects were consistent only in the filter for the highest 
scores, and another three subjects were consistent only in the filter for the lowest scores. Five subjects showed 
no consistency in their ratings.

The voice rated as most similar to own-voice differed across subjects. In the soundproof room, 6 subjects 
chose the raw recorded voice as most representative of their own voice, while 11 rated modified voices as most 
like their own voice. In the fMRI scanner, 3 subjects chose the raw recorded voice as most representative of their 
own voice, while 14 rated the modified voices as most like their own voice. Individual differences were found 
in the own-voice scores in both environments, indicating that there was no general filter that could reproduce 
own-voice, as we previously  reported14. Even though each subject tried to reproduce their own voice by adjusting 
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the pitch, vibrato, and frequency cut-off filter, only a few subjects rated the adjusted voice as the one most similar 
to their own voice.

The numbers of LOW and HIGH trials for each filter condition for each subject are shown in Fig. 2. The 
filters with low and high own-voice scores varied across subjects. Figure 2 also shows that both the LOW and 
HIGH trials included more than one type of filter, indicating that the effects of filters have large between-subject 
variability and some within-subject variability. Thus, we analyzed fMRI data based on the subjects’ responses, 
not on the filter types.

Brain imaging results. We first compared task-related conditions and baseline fixation conditions. The 
task-related activations were found in the occipital area, temporal area, precentral gyrus, postcentral gyrus, and 
cerebellum (t(16) = 21.77, uncorrected p < 0.001, and corrected p < 0.05, Table 1).

Rating effects. To identify regions activated more for voices dissimilar to own-voice than those similar to 
own-voice, the contrast was calculated by subtracting the activation during trials with high own-voice scores 
(7,8) from the trials with low own-voice scores (1,2), named LOW–HIGH. We also set the opposite contrast and 
named it HIGH–LOW.

The LOW–HIGH contrast revealed that mainly the bilateral temporal area had a higher activation for trials 
with low own-voice scores than those with high own-voice scores. One significant cluster was found in the left 
hemisphere and included the middle temporal gyri and superior temporal gyri. In the right hemisphere, two 
significant clusters were found within the area from the superior temporal gyri to the middle temporal gyri 
(Table 2). Figure 3a,b show the activation maps of these clusters and the contrast estimates. Both the LOW and 
HIGH trials exhibited increased activities compared to the fixation trials, but the activations were significantly 
higher in the LOW trials than in the HIGH trials.

No significant clusters were found with the HIGH–LOW contrast. Although not significantly so, the right 
superior frontal gyri and right dorsal dentate nucleus showed stronger activations for the HIGH trials than the 
LOW trials (uncorrected p < 0.005 and cluster extent > 10 voxels; Table 2).

Figure 1.  Experimental methods. (a) Three sessions were conducted in the experiment. In Session 1, each 
subject’s voice was recorded and adjusted to reproduce the own-voice. In Session 2, the subjects rated the voice 
stimuli on an eight-point scale in the soundproof room. In Session 3, the subjects again rated the voice stimuli 
while the MRI images were acquired. (b) Schematic of the task. The subjects rated how much the sound stimuli 
were like their own voice by pressing the corresponding one of eight buttons. The response was visually shown 
by changing the color.
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Figure 2.  The numbers of LOW and HIGH ratings for each filter condition for each subject. [Upper panel] 
Rating results in the soundproof room. Left: The number of low-own-voice score (1,2) trials. Right: The number 
of high own-voice score (7,8) trials; [Lower panel] The rating results in the MRI scanner. Left: The number of 
low-own-voice score (1,2) trials. Right: The number of high own-voice score (7,8) trials.

Table 1.  The task-related activations. Contrasts were significant at a voxel level threshold of p < .001 combined 
with an FWE correction of p < .05 for cluster size. MNI coordinates and t-scores are from the peak voxel of a 
cluster (listed 6 peaks).

Cluster size x, y, z t Region

20,562 18, − 79, − 18 21.77 R Cerebelum(VI)

24, − 52, − 26 19.48 R Cerebelum(VI)

− 24, − 55, − 22 18.83 L Cerebelum(VI)

− 6, − 1, 58 17.18 L posterior-medial frontal

12, − 70, − 22 17.08 R Cerebelum(VI)

− 66, − 25, 6 16.86 L superior temporal gyrus
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Next, we examined parametric effects in areas that showed significant differences for the LOW–HIGH con-
trast. This analysis was conducted to model a linear relationship between BOLD responses and own-voice scores. 
We set the own-voice score as a factor. The eight rating scores were independently modeled by their own column 
in the design matrix and were represented numerically from 1 to 8.

We found no significant clusters exhibiting parametric changes corresponding to the eight rating responses. 
However, with a relatively lenient statistical threshold (p < 0.005, uncorrected with at least 10 contiguous voxels; 
Table 2), regions in the bilateral superior temporal gyrus were found to increase in activity as the own-voice 
score decreased.

Effects of filter type. We also examined the effects of filter type on BOLD responses. Data were ana-
lyzed using a random-effect procedure. The first stage identified subject-specific activations in all subjects with a 

Table 2.  Rating effects. Results of LOW – HIGH contrast and HIGH – LOW contrast. Contrasts were 
significant at a voxel-level threshold of p < .001 combined with an FWE correction of p < .05 for cluster size. 
MNI coordinates and t-scores are from the peak voxels of a cluster. * Contrasts were significant at a peak voxel 
threshold of p < .005 (uncorrected), with no cluster thresholding.

Cluster size x, y, z t Region

LOW–HIGH

218  − 60, − 7, − 1 6.59 L Superior Temporal Gyrus

 − 63, − 52, 16 4.9 L Middle Temporal Gyrus

 − 48, − 25, 10 4.67 L Middle Temporal Gyrus

88 66, − 10, 2 6.13 R Superior Temporal Gyrus

57, − 10, − 4 5.12 R Superior Temporal Gyrus

60, 5, − 18 4.96 R Medial Temporal Pole

74 51, − 31, 10 6.65 R Superior Temporal Gyrus

HIGH–LOW

27 21, 35, 41 4.93 R Superior Frontal Gyrus *

12 18, − 64, − 36 4.06 R Dorsal Dentate Nucleus *

Figure 3.  LOW–HIGH contrast. (a) Left: Significant voxels for the LOW–HIGH contrast. Right: contrast 
estimates for LOW, HIGH, and LOW – HIGH in the left STG. (b) Left: Significant voxels for the LOW–HIGH 
contrast. Right: Contrast estimates for LOW, HIGH, and LOW–HIGH in the right STG. Displayed contrasts 
were significant at a voxel-level threshold of p < .001 combined with an FWE correction of p < .05 for cluster size. 
The error bars represent 90% confidence intervals.
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design matrix consisting of five filter types and FIXATION as an implicit baseline. To directly assess differences 
between the filter types, in the second-level group analysis, a one-way ANOVA was performed on the filter types.

The one-way ANOVA revealed a significant difference in the left angular gyrus (F(4,64) = 7.49, p < 0.001). In 
this area, the step filter exhibited less deactivation than the other filters (Fig. 4a).

We then conducted a post hoc analysis, comparing the step filter condition with the other filters using 
one-sample t-tests applied to the voxels that exhibited significant differences in ANOVA with an uncorrected 
statistical threshold of 0.05. The left panel in Fig. 4b illustrates the differences between the step filter condition 
and the other filters calculated across all subjects. The step filter induced less deactivations in the left angular 
gyrus than did the other filters (t(16) = 6.09, uncorrected p < 0.001 and corrected p < 0.05 on cluster level; Table 3, 
Left panel in Fig. 4b).

To further evaluate the effects of the filters, we separated the subjects into two groups: one of subjects with 
the highest own-voice score for the step filter, and one of subjects with the highest own-voice score for the other 
filters. We then contrasted the step filter condition with the other conditions separately for these two groups. 
In the former group, the left angular gyrus exhibited larger activations with the step filter than the other filters 
(t(12) = 5.54, uncorrected p < 0.001; Table 3, Right panel in Fig. 4b). However, such a difference was not observed 
in the latter group. These results indicate that the activity differences found with the step-filter reflected the 
tendency that voices with the step-filter were more often perceived as own-voice.

Discussions
The aim of this study was to investigate the neural basis of voice recognition in humans. We searched for the 
areas that exhibited lower responses to the voice least similar to the own-voice and the areas that exhibited higher 
responses to the voice most similar to the own-voice.

In the experiments, we examined the perception of the voices once in a soundproof room and once during the 
fMRI scans. While the filters perceived as the most and the least similar to own-voice were somewhat consistent 
across the different environments, we also observed some within-subject variability across the environments. This 
variability may be attributed to noise, earplugs, modulations applied by noise-cancelling headphones, or posture 
during the fMRI scans (i.e., subjects needed to lie down during fMRI scans). There was also within-subject vari-
ability within the same environment. There was no filter that was always perceived as the most similar to the 

Figure 4.  Effects of filter type. (a) Left: Significant voxels from ANOVA for the main effect of filter condition, 
yielding extensive clusters in the left inferior parietal lobes, with peak voxels in the left angular gyrus. Right: 
Contrast estimate for each filter condition in the left angular gyrus. Displayed contrasts were significant at a 
voxel-level threshold of p < .001, uncorrected. (b) Left: Significant voxels for step filtered voice—other contrast. 
The left angular gyrus showed a contrast peak. Right: Difference in the contrast estimates in the left angular 
gyrus between the step filter condition and the other filters. Sbj with Step: Subjects who scored high on the 
step filter. Sbj with other: Subjects who scored high on the other filters. Displayed contrasts were significant at 
a voxel-level threshold of p < .001 combined with an FWE correction of p < .05 for cluster size. The error bars 
represent 90% confidence intervals.
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own-voice. This variability may be due to the task demands; self-recognition by own-face or own-voice stimuli 
requires a relatively larger cognitive load than other kinds of stimulus processing. Self-recognition tasks have 
reaction times longer and accuracies lower than discrimination tasks that do not involve self-stimuli43. Since all 
stimuli were generated from the subjects’ own voices in the present study, the rating task might have required 
a relatively larger cognitive load, thereby reducing within-subject consistency. The filter type rated as the most 
similar to the own-voice differed across subjects. This individual difference was consistent with our previous 
 study14. Such individual differences are reasonable because the bone structures and frequencies of the voices were 
different across subjects, and the magnitudes of bone and air conduction depend on the sound  frequency44. We 
took these within- and between-subject variations into consideration by analyzing the fMRI data based on the 
subjects’ rating responses, not on the filter types.

The bilateral STG exhibited greater activation for the voice least similar to the subject’s own voice than the 
voice most similar to their own. The superior temporal area, including the STG, has been reported to show 
voice-selective responses. The “voice-selective” regions of the STS/STG showed a greater response to vocal 
sounds than to non-vocal sounds from natural sources or to acoustical controls such as scrambled voices or 
amplitude-modulated  noise45–47. Voice recognition involves different aspects of voice  processing48,49, but it is 
not yet clear which brain area is involved in each processing. A previous  research39 examined the neural basis 
of voice-acoustic processing and voice-identity processing separately by employing the same stimuli for the 
voice-acoustic categorizing task and for the voice-identity categorizing task. In their experiment, the voices were 
unfamiliar to all listeners, and listeners were trained to categorize the voice stimuli as a certain person’s voice. 
Their results revealed that the bilateral middle and posterior STS showed a contrast between trained voice and 
not-trained voice during the voice-identity task, so these areas were considered to be related to the sensitivity to 
voice identity. They explained these identity effects through short- and long-term similarity-based mechanisms. 
With long-term neural sharpening, the stimuli that are more typical in long-term memory elicit reduced neural 
 responses50,51.

Our results showed that the bilateral STG and MTG responded less for the voice most similar to the own-
voice. This can be interpreted by neural sharpening for the own-voice repeatedly perceived throughout one’s life. 
In fact, the bilateral temporal areas have been reported to respond differently for the own-voice and for the other’s 
 voices33,34, suggesting that these areas respond not only to the large differences such as own vs. others’ voices, 
but also to the finer variations of the own-voices. The STG and MTG are also involved in the acoustic–phonetic 
processing, which is necessary to map a stimulus to its phonetic category. A  study42 reported that medial por-
tions of the bilateral STG and MTG showed increased activation for stimuli that were less prototypical of their 
phonetic category than for those that were more prototypical. We speculate that each person has an own-voice 
space where the own-voice is a long-term central representation. When we hear voices that sounds like our own, 
they were processed in their own voice space, and the typicality-based neural sharpening would occur for their 
voices. It should be noted that we only used own-voice as familiar stimuli in the present study, but the areas and 
activations we found may not be specific to the own-voices. Similar results might be observed when we train 
subjects to be familiar with other acoustic stimuli. However, considering that we have been listening to our own 
voice throughout our lives, it would be difficult to dissociate the familiarity and the voice to be their own. In fact, 
neural sharpening can be triggered by any stimuli related to long-term memory. Further studies are required to 
examine whether these responses are specific to individuals’ own voices.

The bilateral superior temporal area is also known to reduce activation for self-face and self-name stimuli. 
An fMRI  study24 compared cortical responses during the recognition of the self-face, self-name, friends, and 
unfamiliar persons. They observed increased activation in the right temporoparietal regions and the left STS 
for friends and for unfamiliar persons compared to the self-face and the self-name. These results imply that the 
bilateral superior temporal area shows domain-general and self-specific characteristics during self-recognition, 
which may reflect suppression of an automatic preparatory process for social interaction. However, with our 
experimental design, we cannot conclude whether the responses were domain-general or specific to the voice.

Table 3.  Post hoc analysis of step filter condition > all other filter conditions masked by using the above 
ANOVA results. Step—Others (the upper part) is the result for all subjects for this contrast, and the lower part 
is the result for subjects who rated the voice with the step filter to be most similar to the own-voice. Contrasts 
were significant at a voxel-level threshold of p < .001 combined with an FWE correction of p < .05 for cluster 
size. MNI coordinates and t-scores are from the peak voxels of a cluster. *Contrasts were significant at a peak 
voxel threshold of p < .001 (uncorrected), with no cluster thresholding.

Cluster size x, y, z t Region

Step—others

125  − 48, − 70, 34 6.09 L Angular Gyrus

 − 48, − 61, 38 5.92 L Angular Gyrus

25  − 3, − 58, 34 4.24 L Precuneus *

 − 6, − 46, 38 3.92 L Precuneus *

18 15, 35, 41 3.69 R Superior Frontal Gyrus *

Step—others (subjects with step)

39  − 48, − 70, 34 5.54 L Angular Gyrus *
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We also evaluated the neural responses using the parametric contrast for the eight rating levels. We did not 
observe a significant parametric response at the cluster level. However, some contiguous voxels in the bilateral 
STG respond parametrically to the unfamiliarity of the voice. Our results were insufficient to conclude whether 
the neural responses to the own voice in the bilateral STG were parametric or categorical. One previous  study52 
measured neural activity in the auditory cortex during overt speech. The subjects received auditory feedback from 
their own speech. Activation was found to increase in the auditory cortex as the quality of feedback decreased. 
Their study differs from the present study in two respects. First, they parametrically varied the physical noise 
level, not the perceptional level. Second, they used the feedback voice as stimuli during self-generated speech. 
Further studies are needed to examine whether the efferent signal for the speech generation may affect the neural 
responses to the own-voice.

We also searched for areas that show higher activation to the voices that are most similar to their own, 
compared to the voices that are least similar to their own (HIGH–LOW). We found no significant clusters. We 
speculated this is because reducing activations for voices more similar to own voice is more efficient than increas-
ing activations for those voices. Although our subjects did not articulate the stimuli during the experiments, we 
normally hear our own voices as feedback from articulations. This may reduce the need for processing auditory 
inputs, as we already know the contents of the sound. This is consistent with a previous study that reported that 
the auditory cortex showed a reduced BOLD signal in response to vocalization without pitch-shifted feedback 
compared to pitch-shifted  feedback35.

Although our main analyses were conducted based on perceptual responses, we also analyzed the effects of 
the filters applied to the voice stimuli, finding differences in activations in the left inferior parietal lobule, with 
the peak voxels in the left angular gyrus. This region showed an increase in the BOLD signal in response to 
the step filter compared to the other filters, resulting from less deactivation of the step-filtered voice. Post-hoc 
analysis revealed that this particular activation was observed only in subjects whose most own-voice-like filter 
was the step filter, not in those whose most own-voice-like filter was one of the others. The left angular gyrus is 
a part of the default network that is deactivated during all goal-directed  tasks53,54. Thus, deactivation of this area 
might be related to its function within the default network. The left angular gyrus is also known to be a part of 
the associative cortex that receives multiple inputs from the modality-specific sensory regions and provides a 
unique representation of the combined sensory  features55–60. In addition, the left angular gyrus shows higher 
activation when the target sentences match propositional prior information than when the target mismatches 
the prior  information61. Moreover, the left angular gyrus has the enhanced connectivity with the cerebellum and 
motor and pre-motor cortical regions, including the supplementary motor area, the pre-central gyrus, and the 
middle and superior frontal  gyri62. This parieto-premotor cortical network is involved in the control of  attention63 
and in  visual64,65,  auditory66, and cross-modal67,68 processing. Thus it is possible that this network acts to direct 
attention simultaneously to the voice that closely resembles the own-voice.

There are limitations to the present study. First is the repetitive exposure to the own voices in the experimental 
setting. A  study69 indicated that the number of exposures to subjects’ own recorded voice affects their own-voice 
recognition. In our experiments, the subjects were repeatedly presented voices generated from their own voice. 
Therefore, repetitive exposure to their own voices might have affected their perceptions and neural responses to 
some degree. Second, the task was to evaluate how the voice sounded like their own. Therefore, we assumed that 
the neural correlate we observed in this study reflected the subjective experience of recognizing one’s own voice. 
However, we cannot deny the possibility that the subjects preferred the voices that sounded like their own, and 
the neural correlate resulting from that preference. In addition, it is unclear whether similar neural correlates 
can be observed when the subjects passively hear the stimuli. Finally, as we mentioned earlier, the brain activi-
ties observed in the present study may not be specific to voice-perception. Similar patterns of activities may be 
observed with other auditory stimuli with high familiarities. Further studies are required to examine these points.

We conclude that the bilateral temporal area plays a key role in the keen recognition of the own-voice, poten-
tially due to neural sharpening through life-time exposure to their own voices.

Methods
Subjects. Nineteen paid volunteers (6 females and 13 males, 21.4  years; SD = 2.0; 18–28  years old) who 
were native Japanese speakers participated in the experiments. All subjects had normal vision and audition. The 
experiment protocol was approved by the Institutional Review Board at the University of Tokyo, and followed 
according to Declaration of Helsinki. All subjects provided written informed consent to participate in the study. 
Two subjects were excluded from data analyses because one missed too many button-presses during fMRI scans 
and the other one reported a misunderstanding of the task.

Apparatus and procedure. In Session 1, conducted in a soundproof room, we first recorded each subject’s 
voice. Then, the subject reproduced their “own-voice” by modifying the parameters of their recorded voices, 
which we named “adjusted-by-will” voice. Each subject’s voice was recorded using a Sennheiser Microphone 
ME62 (Sennheiser electronic GmbH & Co. KG, Germany) and a Focusrite audio interface (Scarlett 2i4, First 
Generation model; Focusrite, UK). Audacity, downloaded from www.audac ityte am.org, was used to save a digi-
tal recording of the voice. All recorded voices were digitized at a 16-bit/44.1  kHz sampling rate. Twenty-six 
three-syllable Japanese words categorized as  neutral70 were selected and recorded as stimuli. Each word was 
presented on a monitor, and the subjects were instructed to articulate the word into the microphone.

After recording all 26 words, the subjects freely modified filters for pitch, vibrato, and frequency features of 
the original voice (recorded voice) so that the recording sounded like the voice that they heard when they spoke 
(own-voice). An open-source patch DAVID (Da Amazing Voice Inflection  Device71) was used to allow subjects 
to control the auditory features of the voice in real-time. The auditory stimuli were presented through a USB 

http://www.audacityteam.org
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digital-to-analog converter Focusrite audio interface Scarlett 2i4 1st Generation and MDR-XB500 headphones 
(SONY, Japan). The experimenter instructed the subject how to use the graphical user interface of DAVID step 
by step until the subject fully understood the procedure. The subjects were allowed to take as much time as they 
needed until they were convinced that the adjusted voice was their own voice. Vocalization was not restricted 
while the subject modified the parameters of the voice. Six of the recorded words were used in this voice adjust-
ment procedure, and the remaining 20 recorded words were used later in Sessions 2 and 3; that is, words used 
in the voice adjustment procedure were not used in the later sessions.

After Session 1, the experimenter created five different types of stimuli by applying filters to the recorded 
voices. The filters were determined based on previous studies that intended to reproduce the own-voice: + 3 dB 
for a signal higher than 1 kHz and − 3 dB for a signal lower than 1 kHz as a step  filter11; a filter passing from 300 
to 1200 Hz as a bandpass  filter13; and a trapezoid-like filter as a low-pass  filter12. As a result, there were five dif-
ferent types of stimuli: original recorded voice, step filtered voice, bandpass filtered voice, lowpass filtered voice, 
and adjusted-by-will voice.

In Session 2, conducted in a soundproof room, the subjects rated the voice stimuli on an eight-point scale 
ranging from did not sound like their own voice at all (1) to sounded very much like their own voice (8). We called 
these ratings the “own-voice score.” There were 20 recorded words for each of the five filters. As a result, 100 
stimuli were rated once in 100 trials. All 100 trials were randomized within each session. In each trial, a fixation 
cross was first displayed for 300 ms, followed by a word displayed for 200 ms from the onset of the voice stimulus, 
whose duration was 800 ms. After the offset of the voice stimulus, a rating scale was displayed. The subjects were 
asked to respond within 2700 ms by pressing one of eight buttons (Fig. 1b). The subjects were instructed to use 
all eight buttons during Session 2 so that the responses would not cluster. Figure 4b shows an overview of the 
experimental design. Subjects were able to take a break after the 50th trial. The visual stimuli were presented 
on a LCD monitor (BenQ, China) using MATLAB R2015b (The MathWorks, Inc., USA) and the Psychtoolbox 
(www.psych toolb ox.org). The polarity of the rating scale was reversed after the break. That is, if the least own-
voice-like rating was placed on the left side for the first 50 trials, it was placed on the right side for the next 50 
trials. The order of the polarity of the rating scale was counterbalanced across subjects.

In Session 3, the subjects conducted the voice rating task while undergoing an fMRI scan. The stimuli and 
procedures were the same as those in Session 2, except that the stimuli were presented in a rapid event-related 
design. The order and timing of the stimulus presentation and the inter-trial intervals (ITI) were determined 
using optseq2  software72. The ITI was jittered from 2 to 20 s. During ITI, the subjects fixated on the fixation 
cross. fMRI data during ITI were used as FIXATION conditions for the analyses. The 20 words used in Session 
2 were again used in this session. Each subject participated in 9 or 10 functional scans. Each functional scan 
comprised 50 trials, yielding 450 or 500 trials in total, with 90 or 100 ratings per filter condition. The polarity of 
the rating scale was reversed with each functional scan: If the least own-voice-like rating was placed on the left 
side for the even-numbered scans, it was placed on the right side for odd-numbered ones. The order of polarity 
was counter-balanced across subjects. After the fMRI scans, we asked the subjects if they pressed the wrong but-
tons and, if they did, how many times they thought they pressed said buttons. According to these self-reports, 
their responses were entirely correct or contained few mistakes if there were any. Moreover, we excluded trials 
in which they missed pressing the buttons.

MRI/fMRI data acquisition. We employed the same MRI protocol used in our previous  study73. All 
MRI images were acquired using a 3 T MRI scanner (Magnetom Prisma, Siemens, Germany) equipped with a 
20-channel head coil. Prior to the functional sessions, a high-resolution anatomical image of each subject’s whole 
brain was acquired using the MPRAGE protocol (TR = 2000 ms, TE = 2.9, TI = 900 ms, flip angle = 9.0°). The 
slices were aligned parallel to the AC-PC line, and the spatial resolution of the volume was 1.0 × 1.0 × 1.0 mm3.

In all functional sessions, BOLD signals were acquired with echo-planar imaging (EPI) sequences. In the 
experimental sessions, 39 slices aligned parallel to the AC-PC line were acquired in each run to cover the whole 
brain. The thickness of each slice was 3.5 mm (TR = 2000 ms, TE = 25 ms, flip angle = 75°, in-plane resolu-
tion = 3 × 3 mm2, FOV = 224 mm, slice gap = 10%). Each functional run comprised 159 volumes. The noise-
cancelling headphone (OptoActive, Optoacoustics, Israel) was calibrated during the first 18 s of each functional 
scan. Trials started after calibration. Auditory stimuli were presented through the aforesaid MR-compatible 
headphone. The visual stimuli were presented on an MRI-compatible flat-panel LCD display (NNL-LCD, Nor-
dicNeuroLab, Norway). Subjects viewed stimuli on the display through an oblique mirror mounted on the head 
coil. Subjects were instructed to restrain the movements of their heads in order to avoid motion artifacts. The 
responses at each trial were acquired by two MRI-compatible four-button response devices (Current Designs 
Inc, USA). Subjects who needed vision correction used plastic correction lenses in the scanner.

Behavioral data analysis. We compared the own-voice scores under the five filter conditions for each sub-
ject to identify the conditions that gave the highest and lowest scores, then examined whether the conditions that 
gave the highest and lowest scores were consistent between Session 2 (soundproof room) and Session 3 (fMRI).

MRI data analysis. Pre‑processing. We employed the same pre-processing protocol used in the previous 
 study74. Data processing and analyses were performed using MATLAB (The Math Works, Inc., USA) and SPM8 
(Wellcome Department of Cognitive Neurology, UK). The high-resolution structural image was co-registered 
with the mean image of the EPI series. The structural image was normalized to the Montreal Neurological In-
stitute (MNI) template. All functional images were collected for head motion, and for slice-time, and spatially 
smoothed with a Gaussian kernel of 8.0 mm (FWHM). The individual volumes were spatially realigned to the 
mean image by rigid body transformation.

http://www.psychtoolbox.org
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General GLM analysis. We applied the general linear model to the fMRI  results26. A conventional two-level 
approach for event-related fMRI data was adopted using SPM8. A voxel-by-voxel multiple regression analysis 
was conducted for the first-level within-subject model. The expected signal changes were modeled for the eight 
rating conditions. In the model, we also included regressors to account for variance associated with head motion. 
A voxel-by-voxel statistical inference on the contrasts of the parameter estimates was performed on the second-
level between-subject (random effects) model, using one-sample t-tests. Activations are reported at a level of 
significance of p < 0.001 uncorrected, and a cluster-level p < 0.05 corrected with 10 contiguous voxels. We did 
not directly measure the acoustic characteristics of our stimuli in our experimental settings. Due to the unusual 
acoustic environment in the fMRI  scanner75, we expected the subjects’ perception to differ between the environ-
ments (soundproof room and fMRI scanner). We also expected large individual differences, as observed in our 
previous  study14. Therefore, we did not have any specific predictions as to which filter would be evaluated as the 
voice most similar to their own-voice.

Data availability
Reported data from all experiments in this study are publicly available on the Open Science Framework (https 
://osf.io/q34vn /).

Received: 16 July 2020; Accepted: 15 December 2020

References
 1. Gallup, G. G. Self-awareness and the emergence of mind in primates. Am. J. Primatol. 2, 237–248 (1982).
 2. Plotnik, J. M., De Waal, F. B. M. & Reiss, D. Self-recognition in an Asian elephant. Proc. Natl. Acad. Sci. 103, 17053–17057 (2006).
 3. Reiss, D. & Marino, L. Mirror self-recognition in the bottlenose dolphin: A case of cognitive convergence. Proc. Natl. Acad. Sci. 

98, 5937–5942 (2001).
 4. Hart, B. L., Hart, L. A. & Pinter-Wollman, N. Large brains and cognition: WHERE do elephants fit in?. Neurosci. Biobehav. Rev. 

32, 86–98 (2008).
 5. Marino, L. & Marino, L. Convergence of complex cognitive abilities in cetaceans and primates. Brain Behav. Evol. 59, 21–32 (2002).
 6. Suddendorf, T. & Collier-baker, E. The evolution of primate visual self-recognition: Evidence of absence in lesser apes. Proc. R. 

Soc. B Biol. Sci. 276, 1671–1677 (2009).
 7. Sugiura, M. et al. Cortical mechanisms of visual self-recognition. Neuroimage 24, 143–149 (2005).
 8. Tonndorf, J. A new concept of bone conduction. Arch. Otolaryngol. 87, 595–600 (1968).
 9. Békésy, G. V. Note on the definition of the term: Hearing by bone conduction. J. Acoust. Soc. Am. 26, 106–107 (1954).
 10. Maurer, D. & Landis, T. Role of bone conduction in the self-perception of speech. Folia Phoniatr. 42, 226–229 (1990).
 11. Shuster, L. I. & Durrant, J. D. Toward a better understanding of the perception of self-produced speech. J. Commun. Disord. 36, 

1–11 (2003).
 12. Vurma, A. The timbre of the voice as perceived by the singer him-/herself. Logop. Phoniatr. Vocology. 39, 1–10 (2014).
 13. Won, S. Y., Berger, J., & Slaney, M. Simulation of one‘s own voice in a two-parameter model. Proc Int Conf Music Percept Cogn. 

(2014).
 14. Kimura, M. & Yotsumoto, Y. Auditory traits of “own voice”. PLoS ONE 13, e0199443 (2018).
 15. Apps, M. A., Tajadura-Jiménez, A., Turley, G. & Tsakiris, M. The different faces of one’s self: An fMRI study into the recognition 

of current and past self-facial appearances. Neuroimage 63, 1720–1729 (2012).
 16. Apps, M. A. J., Tajadura-jiménez, A., Sereno, M., Blanke, O. & Tsakiris, M. Plasticity in unimodal and multimodal brain areas 

reflects multisensory changes in self-face identification. Cereb. Cortex 25, 46–55 (2015).
 17. Devue, C. et al. Here I am: The cortical correlates of visual self-recognition. Brain Res. 1143, 169–182 (2007).
 18. Kaplan, J. T., Aziz-Zadeh, L., Uddin, L. Q. & Iacoboni, M. The self across the senses: An fMRI study of self-face and self-voice 

recognition. Soc. Cogn. Affect. Neurosci. 3, 218–223 (2008).
 19. Morita, T. et al. The role of the right prefrontal cortex in self-evaluation of the face: A Functional magnetic resonance imaging 

study. J. Cognit. Neurosci. 20, 342–355 (2008).
 20. Oikawa, H. et al. Self-face evaluation and self-esteem in young females: An fMRI study using contrast effect. Neuroimage 59, 

3668–3676 (2012).
 21. Platek, S. M., Paul, J., Gallup, G. G. & Mohamed, F. B. Where am I ? The neurological correlates of self and other. Cognit. Brain 

Res. 19, 114–122 (2004).
 22. Platek, S. M. et al. Neural substrates for functionally discriminating self-face from personally familiar faces. Hum. Brain Mapp. 

27, 91–98 (2006).
 23. Sugiura, M. et al. Multiple brain networks for visual self-recognition with different sensitivity for motion and body part. Neuroim‑

age 32, 1905–1917 (2006).
 24. Sugiura, M. et al. Face-specific and domain-general characteristics of cortical responses during self-recognition. Neuroimage 42, 

414–422 (2008).
 25. Sugiura, M., Sassa, Y., Jeong, H. & Wakusawa, K. Self-face recognition in social context. Hum. Brain Mapp. 33, 1364–1374 (2012).
 26. Sugiura, M. et al. Neural mechanism for mirrored self-face recognition. Cereb. Cortex 25, 2806–2814 (2015).
 27. Taylor, M. J. et al. Neural correlates of personally familiar faces: Parents, partner and own faces. Hum. Brain Mapp. 30, 2008–2020 

(2009).
 28. Uddin, L. Q., Kaplan, J. T., Molnar-Szakacs, I., Zaidel, E. & Iacoboni, M. Self-face recognition activates a frontoparietal “mirror” 

network in the right hemisphere: An event-related fMRI study. Neuroimage 25, 926–935 (2005).
 29. Jardri, R. et al. Self awareness and speech processing: An fMRI study. Neuroimage 35, 1645–1653 (2007).
 30. Zaytseva, Y., Gutyrchik, E., Bao, Y., Pöppel, E. & Han, S. Self processing in the brain: A paradigmatic fMRI case study with a 

professional singer. Brain Cogn. 87, 104–108 (2014).
 31. Candini, M. et al. The lost ability to distinguish between self and other voice following a brain lesion. Clinical 18, 903–911 (2018).
 32. Fu, C. H. Y. et al. An fMRI study of verbal self-monitoring: Neural correlates of auditory verbal feedback. Cereb. Cortex. 16, 969–977 

(2006).
 33. Hirano, S. et al. Cortical processing mechanism for vocalization with auditory. NeuroReport 8, 2379–2382 (1997).
 34. Mcguire, P. K., Silbersweig, D. A. & Frith, C. D. Functional neuroanatomy of verbal self-monitoring. Brain 119, 907–917 (1996).
 35. Parkinson, A. L. et al. Understanding the neural mechanisms involved in sensory control of voice production. Neuroimage 61, 

314–322 (2012).
 36. Borden, G. J. An interpretation of research on feedback interruption in speech. Brain Lang. 7, 307–319 (1979).

https://osf.io/q34vn/
https://osf.io/q34vn/


11

Vol.:(0123456789)

Scientific Reports |          (2021) 11:591  | https://doi.org/10.1038/s41598-020-80095-6

www.nature.com/scientificreports/

 37. Paus, T., Perry, D. W., Zatorre, R. J., Worsley, K. J. & Evans, A. C. Modulation of cerebral blood flow in the human auditory cortex 
during speech: Role of motor-to-sensory discharges. Eur. J. Neurosci. 8, 2236–2246 (1996).

 38. Blank, H., Wieland, N. & von Kriegstein, K. Person recognition and the brain: Merging evidence from patients and healthy indi-
viduals. Neurosci. Biobehav. Rev. 47, 717–734 (2014).

 39. Andics, A. et al. Neural mechanisms for voice recognition. Neuroimage 52, 1528–1540 (2010).
 40. Loffler, G., Yourganov, G., Wilkinson, F. & Wilson, H. R. fMRI evidence for the neural representation of faces. Nat. Neurosci. 8, 

1386–1391 (2005).
 41. Bélizaire, G., Fillion-Bilodeau, S., Chartrand, J. P., Bertrand-Gauvin, C. & Belin, P. Cerebral response to ‘voiceness’: A functional 

magnetic resonance imaging study. NeuroReport 18, 29–33 (2007).
 42. Myers, E. B. Dissociable effects of phonetic competition and category typicality in a phonetic categorization task: An fMRI inves-

tigation. Neuropsychologia 45, 1463–1473 (2007).
 43. Hughes, S. M. & Nicholson, S. E. The processing of auditory and visual recognition of self-stimuli. Conscious. Cogn. 19, 1124–1134 

(2010).
 44. Yadav, M., Cabrera, D. & Kenny, D. T. Towards a method for loudness-based analysis of the sound of one’s own voice. Logoped. 

Phoniatr. Vocol. 39, 117–125 (2014).
 45. Belin, P. & Zatorre, R. J. Voice-selective areas in human auditory cortex. Nature 403, 309 (2000).
 46. Watson, R., Latinus, M., Charest, I., Crabbe, F. & Belin, P. People-selectivity, audiovisual integration and heteromodality in the 

superior temporal sulcus. Cortex 50, 125–136 (2013).
 47. Zheng, Z. Z., Munhall, K. G. & Johnsrude, I. S. Functional overlap between regions involved in speech perception and in monitor-

ing one’s own voice during speech production. J. Cognit. Neurosci. 22, 1770–1781 (2010).
 48. Belin, P., Fecteau, S. & Bedard, C. Thinking the voice: Neural correlates of voice perception. Trends Cognit. Sci. 8, 129–135 (2004).
 49. Campanella, S. & Belin, P. Integrating face and voice in person perception. Trends Cognit. Sci. 11, 535–543 (2007).
 50. Hoffman, K. L. & Logothetis, N. K. Cortical mechanisms of sensory learning and object recognition. Philos. Trans. R. Soc. B Biol. 

Sci. 364, 321–329 (2009).
 51. Papcun, G., Kreiman, J. & Davis, A. Long-term memory for unfamiliar voices. J. Acoust. Soc. Am. 85, 913–925 (1989).
 52. Christoffels, I. K., van de Ven, V., Waldorp, L. J., Formisano, E. & Schiller, N. O. The sensory consequences of speaking: Parametric 

neural cancellation during speech in auditory cortex. PLoS ONE 6, e18307 (2011).
 53. Grabner, R. H., Ansari, D., Koschutnig, K. & Reishofer, G. The function of the left angular gyrus in mental arithmetic: Evidence 

from the associative confusion effect. Hum. Brain Mapp. 34, 1013–1024 (2013).
 54. Seghier, M. L., Fagan, E. & Price, C. J. Functional subdivisions in the left angular gyrus where the semantic system meets and 

diverges from the default network. J. Neurosci. 30, 16809–16817 (2010).
 55. Booth, J. R. et al. Functional anatomy of intra-and cross-modal lexical tasks. Neuroimage 16, 7–22 (2002).
 56. Booth, J. R. et al. Relation between brain activation and lexical performance. Hum. Brain Mapp. 19, 155–169 (2003).
 57. Clark, C. R. et al. Updating working memory for words: A PET activation study. Hum. Brain Mapp. 9, 42–54 (2000).
 58. Damasio, A. R. Time-locked multiregional retroactivation: A systems-level proposal for the neural substrates of recall and recogni-

tion. Cognition 33, 25–62 (1989).
 59. Niznikiewicz, M. et al. Abnormal angular gyrus asymmetry in schizophrenia. Am. J. Psychiatry 157, 428–437 (2000).
 60. Rämä, P. & Courtney, S. M. Functional topography of working memory for face or voice identity. Neuroimage 24, 224–234 (2005).
 61. Clos, M. et al. Effects of prior information on decoding degraded speech: An fMRI study. Hum. Brain Mapp. 35, 61–74 (2014).
 62. Joassin, F. et al. Cross-modal interactions between human faces and voices involved in person recognition. Cortex 47, 367–376 

(2011).
 63. Driver, J. & Spence, C. Multisensory perception: Beyond modularity and convergence. Curr. Biol. 10, 731–735 (2000).
 64. LaBar, K. S., Gitelman, D. R., Parrish, T. B. & Mesulam, M. M. Neuroanatomic overlap of working memory and spatial attention 

networks: A functional MRI comparison within subjects. Neuroimage 10, 695–704 (1999).
 65. Richter, M. et al. Cytoarchitectonic segregation of human posterior intraparietal and adjacent parieto-occipital sulcus and its 

relation to visuomotor and cognitive functions. Cereb. Cortex 29, 1305–1327 (2019).
 66. Binder, J. R. et al. Human brain language areas identified by functional magnetic resonance imaging. J. Neurosci. 17, 353–362 

(1997).
 67. Shomstein, S. & Yantis, S. Control of attention shifts between vision and audition in human cortex. J. Neurosci. 24, 10702–10706 

(2004).
 68. Stiles, N. R., Li, M., Levitan, C. A., Kamitani, Y. & Shimojo, S. What you saw is what you will hear: Two new illusions with audio-

visual postdictive effects. PLoS ONE 13, e0204217 (2018).
 69. Rousey, C. & Holzman, P. S. Recognition of one’s own voice. J. Pers. Soc. Psychol. 6, 464 (1967).
 70. Gotoh, F. & Ohta, N. Affective valence of two-compound kanji words. Tsukuba Psychol. Res. 23, 45–52 (2001).
 71. Rachman, L. et al. DAVID : An open-source platform for real-time transformation of infra-segmental emotional cues in running 

speech. Behav. Res. Methods 50, 323–343 (2018).
 72. Dale, A. M. Optimal experimental design for event-related fMRI. Hum. Brain Mapp. 8, 109–114 (1999).
 73. Tanaka, R. & Yotsumoto, Y. Networks extending across dorsal and ventral visual pathways correlate with trajectory perception. J. 

Vis. 16, 1–14 (2016).
 74. Kühn, S., Brass, M. & Haggard, P. Feeling in control: Neural correlates of experience of agency. Cortex 49, 1935–1942 (2013).
 75. Ravicz, M. E., Melcher, J. R. & Kiang, N. Y. S. Acoustic noise during functional magnetic resonance imaging. J. Acoust. Soc. Am. 

108, 1683–1696 (2000).

Acknowledgements
This study was supported by JSPS KAKENHI (Grant #19H01771, #19H05308, #17K18693), and UTokyo CisHub 
to YY. We would like to thank Editage (www.edita ge.com) for English language editing.

Author contributions
T.H., M.K. and Y.Y. designed the research. T.H., M.K. and Y.Y. conducted the experiments. T.H. analyzed data. 
T.H. prepared the figures and tables. T.H. and Y.Y. wrote the manuscript. All authors reviewed the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Y.Y.

Reprints and permissions information is available at www.nature.com/reprints.

http://www.editage.com
www.nature.com/reprints


12

Vol:.(1234567890)

Scientific Reports |          (2021) 11:591  | https://doi.org/10.1038/s41598-020-80095-6

www.nature.com/scientificreports/

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://creat iveco mmons .org/licen ses/by/4.0/.

© The Author(s) 2021

http://creativecommons.org/licenses/by/4.0/

	Neural representations of own-voice in the human auditory cortex
	Results
	Behavioral results. 
	Brain imaging results. 
	Rating effects. 
	Effects of filter type. 

	Discussions
	Methods
	Subjects. 
	Apparatus and procedure. 
	MRIfMRI data acquisition. 
	Behavioral data analysis. 
	MRI data analysis. 
	Pre-processing. 
	General GLM analysis. 


	References
	Acknowledgements


