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Detecting intermittent switching 
leadership in coupled dynamical 
systems
Violet Mwaffo1, Jishnu Keshavan1, Tyson L. Hedrick2 & Sean Humbert1

Leader-follower relationships are commonly hypothesized as a fundamental mechanism underlying 
collective behaviour in many biological and physical systems. Understanding the emergence of 
such behaviour is relevant in science and engineering to control the dynamics of complex systems 
toward a desired state. In prior works, due in part to the limitations of existing methods for dissecting 
intermittent causal relationships, leadership is assumed to be consistent in time and space. This 
assumption has been contradicted by recent progress in the study of animal behaviour. In this work, 
we leverage information theory and time series analysis to propose a novel and simple method for 
dissecting changes in causal influence. Our approach computes the cumulative influence function of 
a given individual on the rest of the group in consecutive time intervals and identify change in the 
monotonicity of the function as a change in its leadership status. We demonstrate the effectiveness of 
our approach to dissect potential changes in leadership on self-propelled particles where the emergence 
of leader-follower relationship can be controlled and on tandem flights of birds recorded in their 
natural environment. Our method is expected to provide a novel methodological tool to further our 
understanding of collective behaviour.

The self-organizing structure observed in biological and physical systems such as bacterial colonies1, fish schools2, 
bird flocks3, smart mob4, and mechanical oscillators5 are attractive for their potential application in science and 
engineering. These structures can be extended to social and engineered systems6 and consist of interacting units 
that can be represented as a network where the nodes are individuals and the edges represent the links between 
them. The network graph representation of such complex structure is essential to understand and anticipate the 
mechanisms underlying the emergence of collective behaviour7,8 as well as their resilience to noise and external 
perturbations9.

The study of the interaction between individuals using a networked approach is pervasive across science as 
illustrated by the large attention of researchers in the field of biology10, neuroscience11, epidemiology12, social 
sciences13, and technology4. Particular attention has been devoted to the notion of leadership which is defined14 
as the initiation of new heading directions by some individuals which are then followed by other group members. 
In several complex systems, such notion is thought to be fundamental in explaining the emergence of collective 
behaviour and thus central to the understanding of the interaction between group members. In biological groups 
for example, it has been reported that leadership might benefit the group in foraging15 or avoiding predatory 
attacks16,17.

Several approaches have been proposed to quantify causal relationships in coupled dynamical systems using 
time series based observational datasets. These methods may rely on an underlying model or be model-free. 
Examples of model based methods include cross-correlation18 and Granger causality19 which have been success-
fully utilized to dissect causal directional relationships in biological groups14,20, physical systems21,22, and in social 
science23. In such methods, it is hypothesized that the parameters of a system can be well apprehended through 
linear approximation of system dynamics8.

In general, the dynamics of real world systems might be subject to complexities including consistent noise per-
turbations, varying time delays, and nonlinearities24,25. In such cases, model-free methods such as event synchro-
nization26, and those based on information-theoretic measures27–29 ranging from transfer entropy30, conditional 
transfer entropy31, maximum entropy32, causation entropy33,34, and union transfer entropy35 offer the possibility 
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of dissecting causal relationships without the assumption of an underlying model nor linearity. Event synchro-
nization has been successfully applied to dissect causal relationships in complex atmospheric phenomena36 and 
policy diffusion37. Transfer entropy has been applied to predict cause effect relationships in animal robot interac-
tions38,39, predator-prey interactions40,41, and neuronal and physical networks29,42.

To address the limitations inherent to individual methods in dissecting between leader and follower, we have 
demonstrated in43, that a combination of individual methods yields more robust and consistent results. Yet, iden-
tifying leadership based on current approaches poses several challenges. Specifically, in prior works, the funda-
mental hypothesis assumes that group leaders are consistent in time and in space which may not hold44,45 since 
in a large group undergoing complex manoeuvres, for example, the group might experience an instantaneous 
change of its heading direction resulting in a change of group leadership. In addition, it is commonly assumed in 
existing approaches that the dynamics of group leaders are completely independent from the rest of the group. 
This might not be realistic since in the absence of consensus46, leadership might also be influenced by a subset of 
followers. Also, the study of groups with multiple leaders has received less attention for the reason that they might 
possibly induce large correlation lengths and cluster formation47.

To the best of our knowledge, few works have addressed the question of intermittent switching leadership. 
Recently, two methods based on Granger causality and implemented on data segments were utilized to reveal 
intermittent causal relationship in between the observation length48,49. Another method build on time series 
analysis has been proposed in50 to dissect spatio-temporal propagation patterns in leader-follower relationships. 
In this work, we develop a novel method to detect switching and intermittent leadership in coupled networked 
dynamical systems. Our approach builds on non-linear and model-free measures of causality: transfer entropy 
or directed event synchronization. Our algorithm initially determines appropriate data partitioning by system-
atically increasing the length of the detection window starting from a small interval allowing the computation 
of the causality measures to an optimal value. Then from the network divergence which quantifies the level of 
influence of each individual on other group members assessed using either of these measures, it computes the 
cumulative influence of individuals on other group members over successive time windows. A change in the 
cumulative influence of an individual apprehended through these indicators is interpreted as a change in its causal 
relationship. Such changes occur when the cumulative influence over consecutive data segments reaches either a 
maximum or exhibits a significant decrease in slope, when a leader switches roles to become a follower, or passes 
through a minimum or displays a significant increase in slope, when a follower takes leadership.

We test our approach initially on synthetic datasets which allow us to control the emergence of leadership43. 
Self-propelled particle models such as the Vicsek model51 offer an excellent mathematical framework for gen-
erating such datasets and allow testing of the resilience of the method to variation of noise level, strength of the 
interaction between particles, and density of particles which might considerably affect the level of coordination of 
the group3. Next, we apply our approach to a data-driven model of fish shoaling52,53 which has recently emerged as 
an excellent testbed for replicating real world fish datasets departing from experimental data. Data-driven models 
offer the possibility to recreate realistic locomotory pattern of animal as observed in their natural environment 
and incorporating detailed individual dynamics along with specific interactions rules52–60. Finally, we demon-
strate our method on real world datasets of bird flocks observed in the nature61. These data consist of trajectories 
of tandem flight of cliff swallows (Petrochelidon pyrrhonota) engaged in a chase pursuit. Using our method, we 
seek to unravel any change in the causal relationship over the period of observation as opposed to traditional 
methods which consist of assessing leadership over the entire length of the dataset.

Materials and Methods
Detecting causal relationships in networks of dynamical systems. We consider the case of a com-
plex system whose states can be apprehended through N time series =x{ }t

i
t
T( )

1, where t is the time step, T is the total 
length of the time series, and i = 1, …, N represent individuals or components of the system. We seek to uncover 
leader-follower relationships within the group by studying the influence of each individual on other group mem-
bers. Similar to43, we assimilate the system to a directed network where individuals are the nodes and the links are 
measured by the strength of the interaction between them determined by weighted directed edges.

A network structure can be depicted by a graph of i = 1, …, N finite nodes denoted G A( , , )( )= ⋅V E  with set of 
nodes   of cardinality N, set of edges E V V= × , and adjacency matrix A(⋅) with elements ≥⋅A 0ij

( )
( ) , where (⋅) 

indicates the method to identify interaction. For out-diagonal elements, =⋅A 0ij
( )
( )  if no interaction exist between 

nodes i and j, otherwise >⋅A 0ij
( )
( ) . For convenience, diagonal elements are set to A 0ij

( )
( ) =⋅ . We distinguish undi-

rected networks where the adjacency matrix A(⋅) is symmetric, that is A Aij ji
( )
( )

( )
( )=⋅ ⋅  for i ≠ j, and directed network 

when there exist i and j such that A Aij ji
( )
( )

( )
( )≠⋅ ⋅ , meaning that node exerts a strong influence on another node. Note 

also that for fixed or static networks, the interaction between nodes is constant over time, that is =⋅ ⋅A Aij ji
( )
( )

( )
( ), 

whereas in networks with switching on-off topology, A 0ij
( )
( ) =⋅  when no interaction exists between i and j, other-

wise = >⋅ ⋅A A t( ) 0ij ij
( )
( )

( )
( ) . We comment that, in the above formulation, only pairwise interaction is considered 

whereas in practice, one might observe triplets where two nodes interact indirectly through a third node33. To 
investigate leader-follower relationships, we consider a threshold value A 0>  such that for two nodes i ≠ j, i 
influences j if and only if A Aij

( )
( ) >⋅ , otherwise =⋅A 0ij

( )
( ) . In practice, such a threshold value can be determined by 

a significance test such as a t-test implemented on a sampled or shuffled surrogate datasets where no interaction 
exists between time series depicting node dynamics62. In particular, the t-test returns the t-confidence interval for 
the sample average value X  with confidence level 1 − α determined as X t

n
± ς  where ς is the standard deviation 

of the sample, n is the sample size, t is the t-distribution critical value with n − 1 degree of freedom and signifi-
cance level α. Note that most software returns the values of the confidence interval whose upper bound can be 
selected as the threshold value.
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We construct the directed interaction between individuals using the network divergence which for convenience in 
our analysis of leader-follower is defined as the difference between nodes out-degree and in-degree, that is:

S S S A A ,
(1)

i i i

j

N
ji

j

N
ij

( )
( )

out
( )

in
( )

1
( )
( )

1
( )
( )∑ ∑Δ = − = −⋅

=
⋅

=
⋅

where S i
out
( )  is known as the weighted out-degree and indicates the intensity of the influence of nodes i on others 

nodes; and S i
in
( ) is known as the weighted in-degree and indicates the intensity of the influence of other nodes on 

nodes i. Therefore, ∆ >S 0i( )  can be interpreted as individual i exerting more influence on the rest of the network 
nodes, while ΔS(i) < 0 indicates that i is influenced by other nodes. Hence, we consider group leaders as individ-
uals that exert a stronger influence on other group members quantified by S 0i( )Δ >  and the problem of detecting 
leadership reduces to identify individuals i maximizing ΔS(i). To assess Δ ⋅S i

( )
( ), we compute pairwise interaction 

between group members. Note that the approach can be easily extended to dissect the network graph in the case 
of multivariate time series63 and to account for multiple interactions33,64. Pairwise interactions A ij

( )
( )
⋅  are quantified 

between nodes through two different measures namely transfer entropy (TE)27–30 and directed event synchroni-
zation (ES)26,36 which have been successfully utilized in the literature to diagnose non-linear causal relationships 
between time series. Although the method is illustrated using transfer entropy and event synchronization, other 
relevant measures of causality capturing complex form of interactions such as triplets can also be utilized. This 
include causation entropy33,34 and spike synchronization37.

Transfer entropy. Transfer entropy (TE)30 from individual j to i measures the reduction in the uncertainty 
in predicting X{ }t

i
t

( )  given values of X{ }t
j

t
( )  and is quantified through the expression:
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where X{ }t
i

t
( )  and X{ }t

j
t

( )  are time series, considered as stationary process, depicting the dynamics of nodes i and j 
respectively, and taking values in a finite set χ allowing to estimate the probability and joint probability distribu-
tions p(⋅), p(⋅, ⋅), and p(⋅, ⋅, ⋅) either through histograms65 or kernel density estimators30; p X X X( , , )t

i
t

i
t

j
1

( ) ( ) ( )
+  is the 

joint probability of future and current states of individual i and j respectively; |+p X X X( , )t
i

t
i

t
j

1
( ) ( ) ( )  is the conditional 

probability of future states of i given current states of both i and j; and |+p X X( )t
i

t
i

1
( ) ( )  is the probability of future 

states of i given its current state.
Note that TE(ij) = TE(ji) = 0 if and only if the processes Xt

i( ) and Xt
j( ) are independents implying that the proba-

bilities p X X X( , )t
i

t
i

t
j

1
( ) ( ) ( )|+  and |+p X X( )t

i
t

i
1

( ) ( )  are equals. Otherwise, TE 0ji >  indicates that information flows from 
individual j to individual i. Finally, the weighted directed influence of node i on node j measured by transfer 
entropy can be assessed against spurious causal relationships by comparing the values of net transfer entropy 
against a threshold ≥A 0(TE) , that is

=





− − >
.

A A: TE TE if TE TE ,
0 otherwise (3)

ij ij ji ij ji

TE
( ) ( ) ( ) ( ) ( )

TE

Directed event synchronization. Event synchronization (ES)26 measures the synchronicity between pairs of 
time series through the occurrence of events within a given time interval 0τ > . An event can be identified for example 
by a rapid change in an individual heading direction or a spike in the acceleration time series. To implement the 
method, the time series of events ek

i( ) occurring at time tk
i( ), k = 1, …, m(i), where m(i) is the number of events identified, 

is extracted for each time series X{ }t
i

t
( ) , i = 1, …, N. To evaluate synchronicity between events66, from the waiting time 

between events = −d t tk k k
i

k
j( ) ( )

i j i j
, the dynamical delay is defined as τ =

− + − +
d d d dmin( , , , )k k k k k k k k

1
2 i i i i j j j j1 1 1 1

 and is 
utilized to compute the directed influence between ek

i( ) and ek
j( ) as:

τ
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where wki is a weight associated to the number of events identified at the same location ki in X{ }t
i

t
( ) . Finally, defin-

ing τmax as the maximum delay for two events to be considered synchronized, directed event synchronization 
between i and j is computed as:

∑ ∑= .
= =
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The above quantity is normalized between 0 to 1 to facilitate comparisons of the strength of the interaction in 
different trials.

Using a threshold value ≥A 0(ES)  computed using a t-test on sampled surrogate datasets to discard spurious 
links, the directed event synchronization between i and j, can then be utilized to construct the weighted adjacency 
matrix measuring the interaction between individuals i = 1, …, N as
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=






− − >
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A A: ES ES if ES ES ,

0 otherwise (6)
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ij ji ij ji
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( ) ( ) ( ) ( )
(ES)

Detecting intermittent switching leadership. For each time series =X{ }t
i

t
T( )

1, i = 1, …, N, we decompose 
the entire length of the observation T into twin = 1, …, Tseg segments of length win enabling the computation of 
transfer entropy and event synchronization. For each time window twin, we evaluate the directed influence of 
individual i on other group member through the network divergence Δ ⋅S t( )i

win( )
( )  defined in Eq. (1) for twin = 1, …, 

tseg, with tseg ≤ Tseg. These values are utilized to build a measure of the directed influence as time evolves by inte-
grating over the time segments as:

S t S t( ) ( )
(7)

i
seg

t

t
i

win( )
( )

1
( )
( )

win

seg

∑= Δ .⋅
=

⋅

The above quantity is a step function indicating the evolution of the directed influence for individual nodes 
measured at interval of length win after a number of time segments tseg from the beginning of the observation 
period. Under the hypothesis that any change in the causal influence can be fully observed in between two time 
windows of length win, the best continuous and differentiable function approximating S i

( )
( )
⋅ , that is ⋅Ŝ t( )

i
( )
( )

, can be 
estimated using polynomial or spline interpolation. Prior to estimating S t( )

i
( )
( )ˆ
⋅ , a filter is applied to ⋅S i

( )
( ) to smooth 

the function. Figure 1 illustrates the method with the values of ⋅S i
( )
( ) computed in subsequent data segments along 

with a spline interpolation S t( )
i

( )
( )ˆ
⋅  on the entire length of the dataset. We comment that values of ˆ ⋅S t( )

i
( )
( )

 might not 
match exactly those of S i

( )
( )
⋅ . If such difference is not critical to assess the influence of a given individual on another 

one, it might result in small difference in estimating the extrema of S i
( )
( )
⋅ . Hence, such difference should be consid-

ered in analysing the numerical values of the switching time.
The monotonicity of ˆ ⋅S t( )

i
( )
( )

 can be studied and its extrema computed using numerical differentiation to identify 
changes into the causal relationship from any individual i and the rest of the group members. Specifically, initially 
if an individual i is a leader, it switches from leader to follower at a given time instant <t Ti

max
( )  if either the func-

tion ⋅Ŝ t( )
i

( )
( )

 reaches a maximum at tmax
i( )  before decreasing, that is ^= ⋅t S targmax{ ( )}i i

max
( )

( )
( )

, or its slope significantly 
decreases. In the case where i transitions from follower to leader, the function S t( )

i
( )
( )
⋅

ˆ  reaches either a minimum at 
<t Ti

min
( )  before increasing, that is ^= ⋅t S targmin{ ( )}i i

min
( )

( )
( )

, or its slope significantly increases. If leadership is con-
stant over the observation period, the function ⋅Ŝ t( )

i
( )
( )

 is monotonic increasing while for followers j ≠ i, the func-
tion is monotonic decreasing.

In case of multiple individuals, the computational time required to analyse the monotonicity of the cumulative 
influence index ˆ ⋅S t( )

i
( )
( )

 for =i N1, , can be reduced by setting a threshold value corresponding to the p = 1 − 2/N 
quantile of the final value of =⋅S t T( )

i
( )
( )ˆ  for i N1,=  to differentiate potential leaders from followers. This proce-

dure allows to study the monotonicity only for the most influential individuals such as multiple leaders which 
share common state. In addition, to establish the order of influence in case more than a single leader/follower is 
detected such as in triplets, the method can be successively reapplied to a subset of leaders/followers discarding 
the most/less influential individuals till the chain of influence is clearly established. Further, if group leaders have 

Figure 1. Illustration of the cumulative influence function estimated with transfer entropy (TE) and directed 
event synchronization (ES) on segmented raw datasets (circle) and interpolated dataset (solid line) overs the 
entire length of the observation. The plot in red indicates the influence of individual 1 on individual 2 and the 
plot in blue is the influence of 2 on 1.
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different states, one might observed the formation of clusters47 which can be detected by computing the clustering 
coefficient defined by:

ξ
=

−
C

k k
2

( 1)
,

(8)
i

i

i i
( )

( )

( ) ( )

where ξ(i) is the total number of links existing in node i and its k(i) linked nodes. If an individual i is at the center 
of cluster, C(i) is expected to be higher. Other elements of the cluster can be identified by implementing a simple 
machine learning algorithm such as the k-means clustering which minimizes the total intra-cluster variance 
defined by

Xdist( , ),
(9)i

k

X

j i

1

( ) ( )

j i( ) ( )
∑ ∑ μ
= ∈

where dist is a distance measure;  i( ) is the ith cluster, with i = 1, …, k; μ(i) is the centroid of  i( ); and X(j) is the state 
of individual j. To implement the k-means algorithm, k is set to the number of individuals identified having the 
largest value of i( ) .

To implement our method (see the flowchart in Fig. 2 and Supplementary Table S1 for further details), we 
hypothesize that data are sampled at a rate sufficiently large to allow good estimates of both event synchronization 
and transfer entropy in the small time interval win. In practice, the window length win is determined on a train-
ing dataset where switching leadership is well known. The training dataset can be generated using, for example, 
a theoretical model reproducing similar dynamics such as data-driven model of fish shoaling43 or by generating 
an artificial dataset from the segments of experimental data time series. An appropriate value of win can then be 
determined by initially setting a fixed value, and then increasing the window size until additional data points do 

Figure 2. Steps to implement the method. The loop indicates the procedure to establish a leadership order in 
case of need.
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not provide further information. In case of multiple switching events, the interpolation procedure might under-
mine the true value of the switching time. Hence, when a switching time is returned by the interpolated function, 
a correction can be introduced by taking instead the time corresponding to the peak value in the raw data closer 
to the estimated value of the extrema predicted by the interpolated function.

Case study: triplets. To further illustrate the method, we consider at a time instant t1 the network configu-
ration in Fig. 3(a) consisting of a triplet of the form A influences B and B influences C leading to an adjacency 
matrix with 0 everywhere except for the directed links from A to B, B to C, and eventually A to C with interaction 
weights w w0, 0AB BC> > , and wAC ≥ 0 respectively. Note that we do not consider self-loop. Also, in case of indi-
rect interaction between A and C, the measures of causality might return either wAC = 0 or w 0AC > . The network 
divergence in Equation 1 evaluated in the time interval win for node A, B, and C is ΔSA(win) = wAB + wAC, 
ΔSB(win) = wBC − wAB, and ΔSC(win) = −wBC − wAC respectively. Assuming the above values are sustained in all 
time windows, the cumulative influence index over successive time interval of length win will be 
S S win S win( ) ( )i i i T1 win

= Δ + … + Δ , for i = A, B, C, where Twin is the number of interval windows. Thus, SA will 
be monotonic increasing and SC will be monotonic decreasing. SB will be monotonic increasing only if >w wBC AB, 
otherwise it will decrease or stay constant. An individual is identified as leader only if it has an increasing cumu-
lative index otherwise it is a follower. From this consideration, A is a leader and C is a follower. Depending on the 
inequality w wBC AB>  or wBC ≤ wAB, B will be identified either as a leader or as a follower. If both A and B are 
identified as leaders, then the order of influence can be determined by excluding C and repeating the analysis or 
simply by looking at the direction of the information flow between A and B. In both case, this will result in A 
identified as leading B. Similarly, if B is identified as follower, to determine the leadership order between B and C, 
A can be excluded from the analysis resulting in B leading C.

If at a different time instant t2, we consider that leadership switches from A to B, the rest remaining unchanged, 
then the network divergence in the time interval win for node A, B, and C will be ΔSA(win) = wAC − wBA, 
ΔSB(win) = wBA + wBC, and ΔSC(win) = −wBC − wAC respectively. The cumulative influence index for A, B, and C 
over successive time window can be computed as above. Since S win( ) 0BΔ >  starting after time t2, SB will either 
reach a minimum and start to increase, or its slope will significantly increase, indicating that B is taking leader-
ship. SC will keep decreasing since ΔSC(win) < 0. For A, SA will either reach a maximum, then decreases or stays 
constant if wAC ≤ wBA, or its slope will significantly decrease, indicating that A is switching to be a follower, other-
wise it will increase indicating that A is also a leader. As above, the leadership order can be determined by discard-
ing C and applying the method to A and B or simply by evaluating the direction of the information flow between 
A and B. Similar procedure can be applied to determine the leadership order between A and C.

Modeling switching leadership in Vicsek model. The Vicsek self-propelled particle model (VM)3,51 
proposes a discrete time framework to model collective behaviour in a group of N particles moving in a periodic 
bounded domain with constant speed v. This model can be augmented to include group leaders moving with 
constant heading angle i

0
( )θ  while the rest of the group identified as followers update their heading angle θt

i( ) by 
averaging closer neighbors orientation angle within a radius R43. For a particle i with position vector 

= x yr [ ]t
i

t
i

t
i( ) ( ) ( ) T

, this updating rule is defined as:

U
i

i

v

v

1 , if is a follower,

, if is a leader, (10)
t

i
t
i

j
t
j

( ) ( )
( )

0

t
i( ) 

∑
=










| | ∈

where θ θ= vv [ cos( )sin( )]t
j

t
j

t
j( ) ( ) ( ) T is the velocity vector of particle j; vv [ cos( )sin( )]i i

0 0
( )

0
( ) Tθ θ=  is the leader’s con-

stant velocity vector; j N Rr r{ 1, , : }t
i

t
i

t
j( ) ( ) ( ) = = … | − | ≤  are the | |t

i( )  particles found in a domain of radius 
R 0>  around particle i. Assuming particles are randomly distributed in a square bounded domain of length L, a 
number π= + −K N1 ( 1)r

L

2

2  of particles is likely to be within a circle of radius R of particle i67,68. Uncertainty in 

Figure 3. Illustration of the method on a triplet with directed interaction from A to B and B to C at a given 
instant t1, with leadership switching from A to B at another instant t2. Note that dashed line indicates whether 
the measures of causality are capable to detect or not the presence of direct/indirect interaction between A and 
C with either w 0AC >  or wAC = 0.
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both leaders and followers heading angle is modeled by adding uniform noise to each individual heading 
direction.

The position r(i) and orientation θ(i) of the i-th particle is determined in the Cartesian plane  as

x x v cos( ), (11a)t
i

t
i

t
i

1
( ) ( )

1
( )θ= ++ +

y y v sin( ), (11b)t
i

t
i

t
i

1
( ) ( )

1
( )θ= ++ +

θ ηζ= ++ +UAngle[ ] , (11c)t
i

t
i

1
( )

1
( )

where Angle[⋅] is a function returning the angle between the argument vector and the x-axis direction in the 2D 
plane; η ≥ 0 is the noise intensity; and ζ is uniform random noise with support in π π−[ , ).

We introduce switching leadership to the above model by intermittently assigning the leader or follower role 
to particles. Such assignment can be modeled through a deterministic process with scheduled single or repeated 
switches at identical or different frequencies. The network underlying the interaction in the Vicsek model given 
above is by definition time varying. Thus detecting switching leadership becomes more challenging since it 
requires differentiating between on-off links between particles and the larger causal influence induced by group 
leaders.

Using the Vicsek model, we generate synthetic datasets on group of N = 2 self-propelled particles. Particle 
positions and orientations are initially uniformly randomized within the square domain of length L = 1 and 
within the interval [ , )π π−  respectively. For each simulation, we perform 20,000 × ns + Ttr time steps where ns 
is the number of switching events and Ttr = 10,000 is a transient time for which simulations are discarded before 
the analysis. For a model with constant speed, a natural parameter to assess leadership in the Vicsek model is 
particle change of heading angle rate measured here by the turn rate and computed for the i-th particle using a 
simple first differentiation of the heading angle, that is t

i
t

i
1

( ) ( )θ θ−+ . Note that, in the analysis, transfer entropy is 
parametrized with a total number of 18 bins similar to43.

Modeling intermittent switching leadership in fish shoaling. We test our method on a data-driven 
model designed to replicate fish shoaling behaviour as observed in experiments. The framework was first devel-
oped to capture the individual dynamics of barred flag-tails fish54 and later adapted to account for the specific 
locomotion of small fish species such as zebrafish57. In this model, the individual dynamic of i = 1, …, N fish at 
time t is captured by a mean reverting stochastic process52,69:

d v dt dW[ ( ) ], (12)t
i i

t
i

t
i i

t
i( ) ( ) ( ) ( ) ( ) ( )⁎ω α ω ω σ= − − +

where ms−1 is the fish speed; (rads )t
i( ) 1ω −  is the turn rate; α > −0(m )i( ) 1  measures the rate at which a fish engaged 

in a turning maneuver cease to turn; Wt
i( ) is a Wiener process with increments dWt

i( ) defined as a Gaussian process 
with standard deviation td ; v is the constant speed; σ(i)(m−1 rad s−1/2) scales the level of uncertainty into fish 
heading direction; and (rad s )t

i( ) 1⁎ω −  is a response function.
Unlike the simple Vicsek model, the response function captures fish interaction with other fish by simulating 

alignment and attraction to closer neighbors and also interaction with the tank walls52. This function is modeled as:

⁎ ∑ω
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where the first summand is the wall avoidance function with parameters the control gain kW
i( ), the anticipated time 

to collision W
i( )τ , and the incidence angle with the wall W

i( )φ ; the second summand measures fish alignment with the 
rest of the group with parameters the alignment gain kv

i( ) and the relative angle t
ij

t
i

t
jφ φ φ= −  of fish i with 

respect to fish j; the third summand controls fish grouping behaviour with parameters the attraction gain kp
i( ), the 

difference in heading angle θt
ij, and the distance dt

ij of a fish i with respect to another group member j ≠ i. Note 
that with the exception of parameters defining control gain, the rest is updated at each time step based on current 
and anticipated position and orientation of the fish with respect to the tank inertial frame.

Group leaders parameters are set to k k 0v
i

p
i( ) ( )= =  while for followers, >k 0v

j( )  and >k 0p
j( )  j ≠ i. Switching 

leadership can be introduced in the model through a deterministic process following similar procedure as in the 
Vicsek model. Switching events can be assimilated to instances where the group drastically changes its swimming 
direction to avoid, for example, an obstacle or a predator attack.

The above model can be discretized under a standard Euler-Maruyama scheme to numerically compute the 
turn rate which can then be used to determine fish heading angle. The coordinates of fish position can also be 
determined using a simple Euler forward integration similar to the Vicsek model in Eq. (11). We comment that 
the above model can be viewed as a 2D representation of fish swimming in 3D such that there is no need for the 
model to incorporate collision avoidance between individuals in 2D. In fact, one can always suppose that trajec-
tory crossing or overlapping represents a fish swimming above or below another fish. For 3D applications, the wall 
avoidance function can always be adapted to simulate collision avoidance between individual fish.

In the experiments, we generate 30 samples of the fish shoal model for groups of N = 2 fish including a leader 
using an Euler-Maruyama discretization scheme with time step 0.01 s. The model is simulated in a circular arena 
of diameter 4 m. Fish orientation is randomly initialized in the interval [−π, π) and positions are also uniformly 



www.nature.com/scientificreports/

8SCiENtifiC RepoRTS |  (2018) 8:10338  | DOI:10.1038/s41598-018-28285-1

randomized in the circular domain. Model parameters are summarized in Supplementary Information Table S2. 
In the fish shoal model, leader-follower relationship is obtained by setting k k 0p

i
v

i( ) ( )= =  for group leaders and 
k 0p

j( ) > , k 0v
j( ) >  for the followers. Transfer entropy is evaluated on a total number of 18 bins similar to43.

Experiments. Experiments on Vicsek self-propelled particles. The threshold value to differentiate true from 
false interactions is determined by generating a total of 30 sample datasets consisting of two non-interacting 
Vicsek particles for a total duration of 30,000 time steps. The first 10,000 time steps are discarded and we utilize 
transfer entropy and directed event synchronization to compute elements of the adjacency matrix A i j, , 1, 2ij

( )
( ) =⋅ . 

The confidence interval of the mean value of A i j, 1, 2ij
( )
( ) ≠ =⋅  is determined using a one-sided t-test at 5% con-

fidence level. The upper bound is retained as the threshold value.
To identify an appropriate time window for switching leadership detection, a total of 30 sample Vicsek trajec-

tories consisting of N = 2 particles and a single switching leadership event is generated. We set the initial switch-
ing detection time window to 100 time steps and run the algorithm to detect the predefined switching event. 
Then the time window is increased successively by adding an additional 100 time steps and repeating the same 
procedure to detect the switching event up to a time window of 2,000 time steps.

Using the selected threshold value and the switching detection time window, we test the method on Vicsek 
data in a series of four experiments. For each experiment, we generate a total of 30 samples of 2 Vicsek particles 
including a single leader and a single follower at a time for a total duration of 30,000 time steps and discarding 
the first 10,000 time steps. Initially, leadership is assigned to individual 1 and then switches to individual 2 after 
10,000 time steps. Note that in case more than a single switching event is simulated, the number of time steps is 
increased by a factor of 10,000 for each event. In the case no switching is simulated, the simulations stop after 
20,000 time steps.

In the first experiment, we simulate 30 samples of a group of two Vicsek particles with a single and constant 
leader over the entire length of the experiments. In the second set of experiments, we generate a total of 30 sam-
ples of a group of two Vicsek particles with leadership switching from individual 1 to 2 at a predefined time step. 
In the third experiment, we generate 30 samples of Vicsek particles with leadership switching twice, the first time 
from individual 1 to 2 at a predefined time steps 10,000, and the second time from individual 2 to 1 at time step 
20,000 of the experiments.

In the fourth experiment, we test the resilience of our algorithm to varying levels of noise. We recall that in the 
Vicsek model, the level of coordination between agents is measured by the polarization defined by Pt i

N v

v1
t

i

t
i

( )

( )= ∑ = . 

When all agents move in the same direction, this order parameter takes value 1, and as noise in increased in the 
system, a phase transition from order to complete disorder is observed where the polarization tends to 03,51. As 
such, the Vicsek model offers an excellent framework to test the resilience of our method to noise.

In the fifth experiment, we test the sensitivity of the method to multiple switching events at different frequen-
cies by generating 30 sample datasets of N = 2 Vicsek particles including 2 switching leadership occurring after 
10,000 time-steps each, one after 15,000 time-steps, and 2 occurring after 5,000 time-steps each. Finally, we test 
the method to group of more than two individuals in a series of three experiments. In the sixth experiment, we 
test the sensitivity of the method to triplets by simulating 30 sample of Vicsek particles where in average, each 
particle interacts with a single neighbour. In the seventh experiment, we generate 30 samples of N = 10 Vicsek 
particles including two leaders that share the same goal and in the eight experiment we simulate 30 datasets con-
sisting of N = 10 Vicsek particles with a single switching event between two particles.

In all experiments, the accuracy of the method is measured by the ratios of true positive (TPR) and false pos-
itive (FPR). To illustrate the performance of the method for increasing noise level, we plot a receiver operating 
characteristic curve (ROC) parametrized by the noise intensity level varying from 0 to 1 in 0.1 increments. We 
recall that in a standard ROC curve, the points in the plot are parametrized by different cut-off values. In the ROC 
plot, when a method provides good classification of a binary test, the points in the ROC curve fall on the top left 
panel of the plot indicating high TPR and low FPR. However, when they fall within the diagonal plotted with 
dashed lines, the classifier performs poorly and the predictions are completely random.

Experiments on fish shoaling. Similar to the Vicsek model above, prior to implement the method, a threshold 
value to differentiate between true and spurious interactions is determined by generating 30 pairs of 
non-interacting fish datasets for 60 seconds. We compute pairwise interaction =⋅A i j, , 1, 2ij

( )  between fish using 
transfer entropy end directed event synchronization.

An appropriate time window segment to identify switching leadership in fish shoaling dataset is determined 
by generating 30 datasets of a couple of fish shoaling for a duration of 120 seconds including a single leadership 
switching event after 60 seconds. We then vary successively the detection time window from 1 to 10 seconds in 
increment of 1 second.

We consider for the fish shoaling three experiments where 30 sample datasets of pair of fish are generated 
including a single experiment with a constant leader, and two experiments with respectively single and multiple 
switching leadership. The datasets are generated for a duration of 70 seconds in case of no switching event and the 
duration is eventually increased by 60 seconds proportionally to the number of switching events predefined. This 
result in a duration of 130 seconds for the datasets with a single switching event, and 190 seconds for the datasets 
with two switching events. Prior to performing the analysis, we discard the first 10 seconds.

Tandem flights of cliff swallows. We implement our method to investigate potential change in leadership in tan-
dem flights of birds drawn from a previously published paper61. Note that no animal use protocol was required 
since the videos were recorded in nature with no direct interaction with or handling of the animals. These data 
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comprise 39 tandem flights recorded in the field using three high-speed video cameras at 100 frames per second. 
Tracking software was utilized to extract the salient kinematics of the birds manoeuvring and interacting in their 
natural environment. The recording were conducted on a colony of approximately 50 birds at the North Carolina 
Highway 751 bridge over Jordan Lake, Chatham County, NC, USA, 35° 49′ 42′′ N and 78° 57′ 51′′ W (latitude, 
longitude). The dataset analysed here comprises the 3D X-, Y-, and Z-position, the velocity and acceleration 
vectors obtained using first and second time derivatives. The length of the datasets varies between 0.72 to 4.71 sec-
onds and a smoothing spline method was applied to birds position with known uncertainty for each position 
parametrized from the stereo retro-projection error in the cameras, see61 for further methodological details. The 
datasets are also publicly available in the website http://biomech.web.unc.edu/datasets/.

We investigate leadership in pairs of birds using only transfer entropy. In fact, given the short duration of 
the recordings resulting in few number of spikes present in the dataset, directed event synchronization which is 
based on the synchronicity between spikes could not be implemented. To apprehend the full 3D dynamics of the 
natural flight dataset which includes widely varying speeds, turns, and roll manoeuvres, we used the acceleration 
time series as our variable of interest to implement the method instead of the turnrate, which is more appropri-
ate in cases of constant speed and 2D motion. We start our analysis by implementing our method over different 
time window lengths and also over the entire length of the dataset in order to compare our results to traditional 
approaches43,70 which consider leadership as constant over the entire length of the dataset.

Prior to implement the method on tandem flights, the threshold value to differentiate between true and false 
links is computed using surrogate data obtained by randomly pairing the first trajectory in a given trial to the 
second trajectory of a different trial. Note that in this dataset the first bird is always ahead of the second bird along 
the shared flight trajectory and was termed the leader in the original analysis61. Pairwise interactions A ij

(TE)
( ) , for 

i ≠ j = 1, 2 were computed on this new dataset consisting of virtually interacting birds and we retained the upper 
confidence interval bound of a t-test at 5% confidence level. We repeat the same procedure 30 times and compute 
the average value of the upper confidence interval bound (0.1190 ± 0.0217) which is taken as threshold ATE. In 
the calculations, transfer entropy is evaluated using 10 bins for the tandem flight dataset. To validate the leader 
identity in pair of tandem flight using traditional methods with transfer entropy, we performed a paired t-test 
which returns a t-value (t(.)) with degree of freedom (.) and a p-value. The upper bound confidence interval is 
utilized to differentiate between leaders and followers in each trial.

Results
Detecting intermittent leadership in the Vicsek model. Threshold value and time window length.  
Using a sample dataset of pairs of non-interacting Vicsek particles, the upper bound confidence interval of the 
mean value of ≠ =⋅A i j, 1, 2ij

( )
( )  is computed as = .A 0 0040TE  for transfer entropy and A 0 0091ES = .  for directed 

event synchronization. These values are retained as the threshold value for the Vicsek datasets.
The predicted switching time returned by successively increasing the time window length (win) from 100 to 

2,000 time steps are presented in Supplementary Information Table S3. In the Table, we observe that for both 
transfer entropy and event synchronization, the algorithm parametrized by time intervals from 800 to 1,000 time 
steps tends to present a higher success rate and accurate values of the switching time. For other time windows, 
the algorithm exhibits low success rate and large variability of the switching time. Thus, for the Vicsek model, we 
retain in the analysis an investigation time window of length 1,000 time steps.

Performance of the method in in-silico experiments. Fig. 4(a,b) illustrates the method on a pair of Vicsek particles 
with a single and constant leader. In the figure, the cumulative influence of particle 1 on particle 2 is monotonic 
increasing indicating that our method is capable of predicting that leadership (resp. follower role) is sustained 
for particles 1 (resp. particle 2) during the entire length of the experiments. Table 1 presents the accuracy of the 
method measured by the ratios of true positive (TPR) and false positive estimated (FPR). Results in the table show 
that the method provides with a good accuracy rate that in average, particle 1 sustains leadership all along the 
observation period TPR = 0.97 and FPR = 0.03 for transfer entropy, and TPR = 0.93 and FPR = 0.10 for directed 
event synchronization respectively.

Figure 4(c,d) illustrates the method for a pair of Vicsek particles with leadership switching from individual 1 
to 2 at a predefined time step. Results in Table 1 show that the method predicts change of leadership with a good 
accuracy rate estimated at TPR = 1 and FPR = 0 for both transfer entropy and directed event synchronization 
respectively. In addition, the method provides a good detection of the leadership switching time estimated at 
10,200 ± 847 for transfer entropy and 10,167 ± 379 for directed event synchronization respectively.

Figure 4(e,f) provides an illustration of the method with two leadership switching events. Results in Table 1 
show that the intermittent causal relationship detection algorithm predicts these changes of leadership with a very 
good accuracy rate (TPR = 1 and FPR = 0) for transfer entropy and directed event synchronization. In addition, 
the method provides a good prediction of the switching time for the first change of leadership while for the sec-
ond one, the predicted time is about 1000 steps different from their predetermined value for both transfer entropy 
and directed event synchronization. Such a difference is inherent to the interpolation procedure to estimate the 
best differentiable function approximating the cumulative influence function which might result in a predicted 
time slightly different from its true value.

Resilience of the method to noise perturbation. Figure 5 depicts the performance of the method for increasing 
noise level. Results show that as noise is progressively increased (arrow direction) in the system, the performance 
of our method evaluated by the receiver operating characteristic (ROC) varies from the top left corner for small 
noise values to the diagonal dashed line for large noise intensities above 0.5. This trend indicates that, for small 
noise intensities, the method correctly classifies leaders and followers and as noise is increased, the method can 
no longer clearly differentiate between leaders and followers. We present also in Table 2 the time leadership is 

http://biomech.web.unc.edu/datasets/
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predicted to switch from particle 1 to 2. In the Table, we observed also that as noise is injected into the system, the 
error in predicting the switching time considerably increases as attested by their estimated standard deviation.

Note that in the total absence of noise, the particles reaches consensus at steady state and the algorithm cannot 
differentiate leaders from followers. In such a case, one needs to introduce of a slight perturbation in the system 
or to consider an appropriate time delay to capture synchronicity and eventually a change of leadership. For a 
system with more than two followers, indirect interactions between followers might be observed resulting in 
delays between, for example, a turning manoeuvre initiated by the leader and the response of a distant follower. 
However, since the influence of group leaders is constant over time as compared to a follower transmitting the 
information to another group member, one should expect group leaders to exert a much stronger influence on 
the rest of the group in the long run43.

Figure 4. Illustration of switching leadership detection on simulated Vicsek particles with (a,b) constant 
leadership, (c,d) a single switching leadership event, (e,f) two leadership switching events. Left plot indicates 
the influence of individual 1 on individual 2 and right plot is the influence of 2 on 1. Note that the values of the 
cumulative influence (Si) are normalized between −1 and 1. Model parameters for the simulations are N = 2, 
K = 2, v = 0.05, η = 0.2, and the switching events are set at 10,000 and 20,000 time steps after discarding the first 
10,000 steps.
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Multiple switching at different frequencies. Figure 6 depicts the time trace of the cumulative influence index of 
each particle on the group as they transition either from leader to follower or from follower to leader over five 
successive switching events at different frequencies. The values in Table 3 show that the method provides a good 
prediction time of the change of leadership at the three predefined frequencies with a performance estimated at 
TPR = 0.95 and FPR = 0.04 for transfer entropy and TPR = 1.0 and FPR = 0.0 directed event synchronization 
respectively.

Group of more than two. Figure 7 presents the behaviour of the leadership index in the experiment simulating 
three particles with in average at most a single link between particles. The average leadership switching time 
returned by the method is 9,950 ± 153 time-steps. The prediction of the switching leadership TPR and FPR esti-
mated at 1 and 0 for TE and 0.97 and 0.07 for ES. Overall the method is capable to predict change of leadership 
event in the case the leader might not directly influences a specific individual.

Measure
Switching 
events

Sensitivity 
(TPR)

Specificity 
(FPR)

Time 
(s)

std 
(s)

TE

0 0.97 0.03 — —

1 of 1 1 0 10,200 847

1 of 2 1 0 10,167 531

2 of 2 1 0 18,800 407

ES

0 0.93 0.10 — —

1 of 1 1 0 10,167 379

1 of 2 1 0 10,000 455

2 of 2 1 0 18,866 507

Table 1. Performance of the method and estimated leadership switching time in the Vicsek model.

Figure 5. Performance of the method for transfer entropy (red stars) and directed event synchronization (blue 
circles). This ROC is parametrized here by noise intensities from 0 to 1 in 0.1 increments, that is η = 0.1, 0.2, …, 
1 (black arrow). The threshold utilized is identical for all point (A 0 0040TE = .  and = .A 0 0091ES ). Note that the 
point (0, 0) correspond to noise level η = 0 and other model parameters retained in the simulations are N = 2, 
K = 2, v = 0.05.

η 0.1 0.2 0.3 0.4 0.5 0.7 0.9 1

TE
mean 9,462 9,607 9,828 10,069 9,704 9,958 10,632 9,250

std 1,881 685 602 1,534 1,171 2,274 3,562 2,896

ES
mean 9,767 9,633 9,931 9,724 9,862 9,680 10,375 10,214

std 430 669 530 797 789 1,069 3,202 3,577

Table 2. Predicted leadership switching time (mean and standard deviation) between particle 1 and 2 as a 
function of the noise intensity.
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Figure 8(a,b) illustrates the behaviour of the cumulative influence index for each particle for both transfer 
entropy and directed event synchronization with leaders cumulative influence index increasing while followers 
index decreases. This behaviour is observed for all 30 sample datasets simulated. Figure 8(c,d) depicts the time 
trace of the leadership index for a group of N = 10 particles including a switching event after 10,000 time steps. In 
the Figure, followers leadership index is monotonic decreasing while it reaches a maximum (resp. minimum) for 
individuals whose state change from leader to follower (resp. follower to leader). The method predictive perfor-
mance given by the TPR and the FPR is 0.99 and 0.1 respectively for transfer entropy with a predicted switching 
time of 10,000 ± 68-time steps. For even synchronization, the TPR and the FPR are 0.98 and 0.13 respectively 
with the switching time predicted at 9,870 ± 778-time steps.

Figure 6. Time trace of the cumulative influence index of particle 1 on particle 2 (red) and particle 2 on particle 
1 (blue) in an experiment where five switching events are simulated including 2 occurring after 10,000 time-
steps, one after 15,000 time-steps, and 2 occurring after 5,000 time-steps. Note that the values of the cumulative 
influence (Si) are normalized between −1 and 1. Model parameters retained in the simulations are N = 2, K = 2, 
v = 0.05, and η = 0.2.

Events Frequency

TE ES

mean std mean std

1 of 5 10,000 10,033 663 10,000 —

2 of 5 10,000 20,233 1,212 19,967 181

3 of 5 15,000 34,633 920 35,000 —

4 of 5 5,000 39,700 1,013 40,000 —

5 of 5 5,000 45,167 693 45,033 181

Table 3. Predicted leadership switching time in the Vicsek model for multiple events at different frequencies.

Figure 7. Time trace of the leadership index for particle 1 (red), particle 2 (blue reaching a minimum), and 
particle 3 (blue decreasing) in an experiment where a single switching event is simulated and each particle is 
set to interact in average with a single one. Note that the values of the cumulative influence (Si) are normalized 
between −1 and 1. Model parameters retained in the simulations are N = 3, K = 1, v = 0.05, and η = 0.2.
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Detecting switching leadership in fish shoaling. Threshold value and time window length. The upper 
bound of the confidence intervals of the mean of =⋅A i j, , 1, 2ij

( )
( )  determined using a t-test at 5% confidence level 

is A 0 0113TE = .  for transfer entropy and = .A 0 0165ES  for directed event synchronization. These values are uti-
lized as thresholds for pairwise interaction in the rest of the analysis.

The results in Supplementary Information Table S4 obtained by varying the time window length to para-
metrize the method show that the interval of length between 4 to 6 seconds provides good estimates of the pre-
defined switching time for transfer entropy with in addition a high success rate and a low standard error. For 
directed event synchronization, only time interval length between 4 and 5 seconds tend to provide acceptable 
results. Finally, we set the detection time window length to 5 seconds in the analysis of fish shoaling datasets.

Performance of the method in in-silico experiments. In Fig. 9(a,b), we illustrate the time trace of the turnrate and 
of the cumulative influence in case of constant leadership and when a change of leadership between fish 1 and 2 is 
observed. Figure 9(a) is a sample time trace of the turnrate for pair of fish including a constant leader. In this fig-
ure, one can see that spikes in the time series of fish 1 always precede those in the times series of fish 2 resulting in 
Fig. 9(b) in a monotonic increasing cumulative influence of fish 1 on 2. In case of switching leadership with time 
trace of the turnrate illustrated in Fig. 9(c), one can observe a change of trend in the time series near t = 60 sec-
onds where spikes in time series of fish 2 begins to precede those in the time series of fish 1. This trend results in 
the cumulative influence of fish 1 on fish 2 reaching a maximum value before decreasing as shown in Fig. 9(d).

The performance of the algorithm is presented in Table 4 with the true and false positive rates, and the pre-
dicted leadership switching time over the 30 sample datasets. The method implemented on both transfer entropy 
and directed event synchronization tends to provide good predictions of the predefined switching leadership 
event with true positive rate values close to 1 and false positive rate values close to 0. In addition, the error in pre-
dicting the leadership switching instants is small and the estimated times fall within a good confidence interval 
of their predefined values.

Detecting switching leadership in tandem bird flight. Threshold value and time window length. The 
threshold value to differentiate between true and false links is estimated as A 0 1190TE = . . To determine an appro-

Figure 8. Illustration of the method on Vicsek model with N = 10 particles with no switching event (a) and (b) 
and a single switching leadership event (c) and (d). In (a) and (b), the time trace of the cumulative influence 
index for leaders is increasing while decreasing for the followers. In (c) and (d), the time trace of the leadership 
index of the particles switching from either leader to follower (red) or follower to leader (blue transition) 
showed a significant change in their monotonicity as time evolved. Note that the values of the cumulative 
influence (Si) are normalized between −1 and 1. Model parameter are N = 10, K = 1, v = 0.05, and η = 0.2. Note 
that K = 1 indicates that in average each particle interacts with a single neighbour.
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priate window size to investigate for switching leadership in the tandem bird flight, we construct a ground truth 
dataset exhibiting switching leadership. The procedure consists of taking a genuine bird dataset where constant 
leadership is observed from bird 1 to bird 2 independently of the window size and merging it to its copy where the 
order of the birds has been flipped to invert the direction of the information flow. A small moving average is 
applied to smooth the transition between the two merged datasets. Supplementary Information Figure S1 illus-
trates the time trace of the cumulative influence index as the switching leadership detection window size is varied 
from 0.15 to 0.40 s. A predictive performance comparison shows that the window size (win = 0.25 s) provides the 
best leadership switching detection in tandem bird flight.

To implement the algorithm, we discard any local extrema that is not preceded and then followed by at least 
two consecutive increasing or decreasing values of the cumulative influence function. We also do not consider 
any local extrema that fall close to the beginning or at the end of the observations period. These restrictions are 
intended to avoid false positives in detecting the local maximum and minimum. Note also that in the absence of 
a well known exemplary trial of cliff swallow tandem flight exhibiting change of leadership, we additionally verify 
the accuracy of the predicted switching time by comparing the predicted values in Supplementary Information 
Table S5 to the time trace of the trajectories, the turnrate, and the acceleration (see Figs 10 and 11) in order to 
identify any specific change of values of these kinematics at the given instant that might explain such change of 
leadership. The videos recordings of the flights are also visualized to validate our findings (see Supplementary 
Information Videos 1 and 2).

Figure 9. Illustration of the time trace of a sample fish turnrate and of the cumulative influence of fish 1 in the 
absence and in the presence of a switching leadership event. The figure depicts the evolution of the turnrate and 
the resulting effect on the cumulative influence index as time evolves. Turnrate time trace is limited to facilitate 
the visualization of the times series. Note that the values of the cumulative influence Si are normalized between 
−1 and 1. Model parameters for the simulations are summarized in Supplementary Information Table S2.

Measure
Switching 
events

Sensitivity 
(TPR)

Specificity 
(FPR)

Time 
(s)

se 
(s)

TE

0 1 0.02 — —

1 of 1 0.98 0.05 59.1 1.5

1 of 2 1 0 60.3 2.2

2 of 2 1 0 120.8 2.6

ES

0 1 0 — —

1 of 1 0.98 0.03 62.1 2.1

1 of 2 1 0 63.0 2.0

2 of 2 1 0 117.7 2.8

Table 4. Performance of the method and estimated time of leadership switching in the fish shoaling.
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Comparison with traditional approaches. We recall that in traditional approaches, leadership is hypothesized to 
be consistent over the duration of the observations and the measures of causality are implemented on the entire 
length of the data. Results are summarized in Table 5 for trials with change of leadership during the tandem flight. 
In Table 5, the first column is a number identifying one of the 39 sample datasets retained for the analysis, the 
second column presents the net transfer of information flow between bird 1 and 2 over the entire length of the 
dataset, the third column indicate the individual identified as group leader through this traditional approach, 
the fourth column are the estimated time instant where leadership is idenfied to change from one individual to 
another one, and the last column indicates from what individual to other one leadership is observed to switch. 
In Supplementary Information Table S5, we present also salient kinematics of bird locomotion in 3D including 
speed, acceleration, and turning rate61.

In Supplementary Information Table S5, assuming consistent leadership, transfer entropy applied on the 
entire dataset predicts that on average, more information flow is transfered from bird 1 to bird 2, meaning that 
on average bird 2’s flight behaviour is in reaction to bird 1’s behaviour. This result is validated by a paired t-test 
(t(38) = 5.23, p < 0.01). We use also the confidence interval bounds of a t-test to compute a threshold to assess 
group leader in the individual datasets. Results in Supplementary Information Table S5 show that bird 1 influ-
ences the behaviour of bird 2 in 22 trials while in 2 trials, bird 2 is identified as the leader. For the other 15 trials, 
the confidence interval of the t-test failed to reveal which bird is definitively leading the other. Compared to the 
above traditional analysis of cause effect relationship, the novel method to detect intermittent causality suggests 
in column 4 and 5 of Table 5 that leadership might not be constant over the observation length for all trials. In 16 
of the 39 trials, the leader-follower relationship between bird 1 and 2 might change within the observation period.

In Fig. 10(a–d), we illustrate an exemple scenario of consistent leadership where the cumulative influence of 
bird 1 on 2 evaluated by our method is monotonic increasing, indicating that individual 1 is constantly influenc-
ing the flight behaviour of individual 2 over the entire length of the observation (Table 5 data 2). Such consistent 
leadership might not always hold over the entire length of the time series as illustrated in the second example in 
Fig. 11(a–d), where the cumulative influence function initially decreases, indicating more information flow from 
bird 2 to bird 1 before reaching a minimum where it starts to increase indicating a change into the directionality 
of the information flow which is now observed to be directed from bird 1 to bird 2 (Table 5 data 7). In case of 
constant leadership along the observations, one can observe in Fig. 10(a–c) that the time trace of the position, 
the acceleration, and the turn rate evolve more smoothly as compared to Fig. 11(a–c), where in case of switching 
leadership, the values of the same kinematics tend to depict sharp turning manoeuvres and large fluctuation of 
the acceleration and the turn rate (see Supplementary Information Videos 1 and 2). Note that for the first dataset, 
although the leadership role is consistent through time, transfer entropy applied to the entire dataset does not 
assign bird 1 the leader role with p < 0.05 although net transfer entropy is positive. In the second case, transfer 
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Figure 10. Time trace of the kinematics of a sample tandem flight with (a) birds 3D position, (b) acceleration, 
(c) absolute turn rate61, and (d) time evolution of the cumulative influence of bird 1 on 2 resulting in a consistent 
leadership over time. Note that the values of the cumulative influence in (d), are normalized between −1 and 1.



www.nature.com/scientificreports/

1 6SCiENtifiC RepoRTS |  (2018) 8:10338  | DOI:10.1038/s41598-018-28285-1

entropy applied over the entire length of the dataset does assign bird 1 the leader role with p < 0.05. Hence, in 
the first example, while traditional method failed to significantly identify group leader, the novel method tend to 
indicate that more information flow from bird 1 to bird 2. In the second example, while traditional methods failed 
to reveal the dynamics of the causal influence, the novel method clearly indicates change in leadership.

Discussion
Understanding the mechanisms at the base of leader follower relationship in natural systems is fundamental to 
explain the interaction between individuals in biological groups and for potential applications in science and 
engineering. In the study of such causal relationship, current methods do not provide the possibility to dissect 
potential dynamics that might exist in group leadership. In this work, we propose a method to investigate inter-
mittent change in causal relationship in coupled networked dynamical systems. The method utilizes transfer 
entropy or directed event synchronization to compute the cumulative influence of individuals on the rest of the 
group over successive time windows. A significant decrease in slope or an extrema detected into the cumulative 
influence function as local maximum indicates a change from leader to follower while a significant increase in 
slope or a local minimum depicts a switching of influence from follower to leader.

Our method is initially implemented on synthetic datasets where the leader-follower relationship can be con-
trolled and a given uncertainty can be introduced. First, the method is tested on Vicsek self-propel particles 
model51 which offers the possibility to test the resilience of our method to increasing noise. In this framework, we 
have shown using indicators of performance such as True positive rate (TPR) and the False positive rate (FPR), 
that, upon selecting appropriate investigation window length to segment data, the information-based statistics 
can predict changes in leadership for pairs at identical or different frequencies and for multiple individuals. We 
have also demonstrated that our method clearly differentiates change of causal influence up to a noise level above 
0.5 where its performance decreases drastically. This trend is similar to the order parameter in the Vicsek model 
where for increasing noise level, a phase transition from order to complete disorder is observed67.

The method is also tested on an authentic dataset generated by a data-driven model whose parameters are 
calibrated against experimental data to reproduce realistic fish social behaviour52,53,69. Unlike the Vicsek model 
where leaders have a constant heading angle, in the fish shoaling model, the leader’s heading angle is unpredict-
able and controlled by a stochastic process. Through a social response function, the follower are coupled to the 
leader and the rest of group where they either align their heading direction, come closer to each other, or interact 
with their environment such as walls and obstacles. In this highly stochastic synthetic datasets of fish shoaling, 
we show that, choosing appropriate window size, for a pair of individuals exhibiting change in leadership, the 
information-based statistics can detect it.
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Figure 11. Kinematics of a sample tandem flight with (a) birds 3D position, (b) acceleration, (c) turn rate, and 
(d) time trace of the cumulative information flow from bird 1 to bird 2. Leadership switches from bird 2 to bird 
1 about 2.25 s after the beginning of the video recordings. Note that the values of the cumulative influence in 
(d), are normalized between −1 and 1.
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Finally, we tested our method on datasets depicting the interaction of pairs cliff swallows in tandem flight and 
recorded in the nature. These datasets offer the possibility to test our algorithm on real world datasets of animals 
interacting freely in their natural environment as opposed to laboratory settings where animal behaviour might 
be confined by the dimensions of the setup and other factors such as social dominance. An implementation of a 
traditional approach to detect causal interaction indicates that in most trials, the bird flying in front (and iden-
tified as bird 1) might influence the flight behaviour of the bird flying just behind (and identified as bird 2). Our 
algorithm suggests instead that, this causal relationship varies over time between individuals in accordance with 
recent literature on animal behaviour44,45, and that bird 2 may herd bird 1 instead of following it as the interaction 
develops. Such change of leadership during the observations whereas an individual identified as leader at a given 
time instant might switch to a follower role at another time of observation has been demonstrated in45 using a 
network approach based on functional mapping between sensory input and behavioural output. These findings 
suggest that prior assumptions of consistent leadership might hinder understanding natural group dynamics in 
animals.

Change in leadership as suggested by our method in cliff swallow is characterized by sharp turns observed in 
their trajectories resulting in high peak values in their acceleration and turn rate dynamics. These manoeuvres 
depict a non-verbal communication by the bird initiating the manoeuvres and are likely intended to influence the 
flight behaviour of the other bird. These manoeuvres are more energetically expensive than smoother pursuits 
with smaller magnitude accelerations and likely indicate a more competitive contest between the two birds. Such 
actions may also be related to boldness which is a risk-taking behaviour observed in several other animal species 
with the purpose to act on the behaviour of a conspecific44.

Cliff swallows (Petrochelidon pyrrhonota) in particular are well known for their highly social behaviour that 
includes but is not limited to foraging and nest-building71. They are also known for their highly manoeuvrable 
flight, which enables them to hunt flying insects72 and importantly, these birds are reported to be conspecific nest 
parasites73. As reported in61, the tandem flights analysed here consist of competitive interactions with an intruder 
approaching a guarded nest. Such behaviour is often observed during their nesting period near the nest colony61. 
It is thus, tenable to hypothesize that the intensive flight manoeuvres of these contests might include intermittent 
changes in leadership, where the rear bird (bird 2) might be termed as chasing (i.e. bird 1 is the leader) or herding 
(i.e. bird 2 is the leader) while defending the nest.

The method proposed in this manuscript is intended to enrich the methodological toolbox to investigate 
leader-follower relationship in coupled networked dynamical systems including but not limited to animal groups 
and swarm robotics. It complements prior investigation tools by offering a mean to unravel intermittent and 
switching causality in coupled networked dynamical systems. Limitation of current approach includes systems 

Data netTE1→2
Leading 
bird time(s)

Switching 
leadership (bird 
i → j)

4 0.011 1 3.00 2 → 1

7 0.039 1 2.25 2 → 1

8 −0.007 — 0.75 2 → 1

10 0.011 1 0.75 2 → 1

11 0.016 1 3.50 1 → 2

17 0.000 — 3.00 1 → 2

18 −0.005 — 0.75 2 → 1

21 0.029 1 3.75 2 → 1

24 −0.002 — 0.75 2 → 1

27 0.018 1 0.75 1 → 2

28 0.023 1 0.75 2 → 1

30 0.047 1 0.75 2 → 1

34 0.000 — 3.00 1 → 2

35 0.034 1 0.75 1 → 2

37 0.036 1 0.75 1 → 2

39 0.042 1 0.75 2 → 1

mean 0.018* — 1.63 —

std 0.005 — 0.3 —

Table 5. Prediction of leadership in the tandem flight using transfer entropy over the entire length of the 
dataset and by implementing the intermittent leadership detection algorithm over time window length of 
0.25 second. Net transfer entropy netTE1→2 = TE1→2 − TE2→1 is utilized to assess the directionality of the 
information flow with * indicating significance using a two-tailed t-test at 5% confidence level. Third column 
indicates the predicted leader using traditional consistent leadership approaches in individual datasets based on 
the confidence interval of a t-test evaluating if bird 1 is the leader >→(netTE 0)1 2 , or bird 2 is the leader 
(netTE1→2 < 0). The symbol − depicts either not significantly detected as leader (column 3) or no switching 
event detected. Only trials with change of leadership are shown here. See Supplementary Information for all 
datasets in Table S5.
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achieving consensus in the absence of noise or or evolving at very low noise level. For such systems, a slight per-
turbation of the system dynamics or the use of appropriate time delay is required to allow for leadership detection. 
Transfer entropy and directed event synchronization retained here to evaluate causal relationship need to be 
parametrized with appropriate time delay. For large network size, the method requires extensive computational 
resources to evaluate pairwise interactions and analysing the monotonicity of individual’s cumulative influence 
index. The computational time might be addressed by parallelising or optimising the procedure and future works 
might extend the method to dissect intermittent leadership in other animal species or in swarm robotics.

References
 1. Czirók, A., Ben-Jacob, E., Cohen, I. & Vicsek, T. Formation of complex bacterial colonies via self-generated vortices. Physical Review 

E 54, 1791 (1996).
 2. Katz, Y., Tunstrøm, K., Ioannou, C. C., Huepe, C. & Couzin, I. D. Inferring the structure and dynamics of interactions in schooling 

fish. Proceedings of the National Academy of Sciences 108, 18720–18725 (2011).
 3. Vicsek, T. & Zafeiris, A. Collective motion. Physics Reports 517, 71–140 (2012).
 4. Lévy, P. Collective intelligence. (Plenum/Harper Collins, New York, 1997).
 5. Strogatz, S. H. Nonlinear dynamics and chaos: with applications to physics, biology, chemistry, and engineering (Westview press, 2014).
 6. Watts, D. J. & Strogatz, S. H. Collective dynamics of small-worldnetworks. Nature 393, 440 (1998).
 7. Strogatz, S. H. Exploring complex networks. Nature 410, 268–76 (2001).
 8. Timme, M. & Casadiego, J. Revealing networks from dynamics: an introduction. Journal of Physics A: Mathematical and Theoretical 

47, 343001 (2014).
 9. Tunstrøm, K. et al. Collective states, multistability and transitional behavior in schooling fish. PLoS Computational Biology 9, 

e1002915 (2013).
 10. Barabasi, A.-L. & Oltvai, Z. N. Network biology: understanding the cell’s functional organization. Nature Reviews Genetics 5, 

101–113 (2004).
 11. Kosko, B. Neural networks and fuzzy systems: a dynamical systems approach to machine intelligence/book and disk. Prentice Hall 1 

(1992).
 12. Gross, T., D’Lima, C. J. D. & Blasius, B. Epidemic dynamics on an adaptive network. Physical Review Letters 96, 208701 (2006).
 13. Wasserman, S. & Faust, K. Social network analysis: Methods and applications, vol. 8 (Cambridge University Press, 1994).
 14. Krause, J., Hoare, D., Krause, S., Hemelrijk, C. K. & Rubenstein, D. I. Leadership in fish shoals. Fish and Fisheries 1, 82–89 (2000).
 15. Giardina, I. Collective behavior in animal groups: theoretical models and empirical studies. HFSP Journal 2, 205–19 (2008).
 16. Partridge, B. L. The structure and function of fish schools. Scientific American 246, 114–123 (1982).
 17. Ballerini, M. et al. Interaction ruling animal collective behavior depends on topological rather than metric distance: Evidence from 

a field study. Proceedings of the National Academy of Sciences 105, 1232–1237 (2008).
 18. Engel, A. K., König, P., Gray, C. M. & Singer, W. Stimulus-dependent neuronal oscillations in cat visual cortex: Inter-columnar 

interaction as determined by cross-correlation analysis. European Journal of Neuroscience 2, 588–606 (1990).
 19. Granger, C. W. J. Testing for causality: a personal viewpoint. Journal of Economic Dynamics and Control 2, 329–352 (1980).
 20. Ladu, F., Butail, S., Macr, S. & Porfiri, M. Sociality modulates the effects of ethanol in zebra fish. Alcoholism, Clinical and Experimental 

Research 38, 1–9 (2014).
 21.  Sugihara, G. et al. Detecting causality in complex ecosystems. Science 1227079 (2012).
 22. Zhang, D. D. et al. The causality analysis of climate change and large-scale human crisis. Proceedings of the National Academy of 

Sciences 108, 17296–17301 (2011).
 23.  Granger, C. W. Investigating causal relations by econometric models and cross-spectral methods. Econometrica: Journal of the 

Econometric Society 424–438 (1969).
 24. Ianniello, J. Time delay estimation via cross-correlation in the presence of large estimation errors. IEEE Transactions on Acoustics, 

Speech, and Signal Processing 30, 998–1003 (1982).
 25. Peterson, B. M. et al. On uncertainties in cross-correlation lags and the reality of wavelength-dependent continuum lags in active 

galactic nuclei. Publications of the Astronomical Society of the Pacific 110, 660 (1998).
 26. Quiroga, R. Q., Kreuz, T. & Grassberger, P. Event synchronization: a simple and fast method to measure synchronicity and time delay 

patterns. Physical Review E 66, 041904 (2002).
 27. Steuer, R., Kurths, J., Daub, C. O., Weise, J. & Selbig, J. The mutual information: detecting and evaluating dependencies between 

variables. Bioinformatics 18, S231–S240 (2002).
 28. Hlavá ková-Schindler, K., Paluš, M., Vejmelka, M. & Bhattacharya, J. Causality detection based on information-theoretic approaches 

in time series analysis. Physics Reports 441, 1–46 (2007).
 29. Vicente, R., Wibral, M., Lindner, M. & Pipa, G. Transfer entropy model-free measure of effective connectivity for the neurosciences. 

Journal of Computational Neuroscience 30, 45–67 (2011).
 30. Schreiber, T. Measuring information transfer. Physical Review Letters 85, 461 (2000).
 31. Sun, Y. et al. Information transfer in swarms with leaders. arXiv preprint arXiv:1407.0007 (2014).
 32. Cavagna, A. et al. Dynamical maximum entropy approach to flocking. Physical Review E 89, 042707 (2014).
 33. Sun, J. & Bollt, E. M. Causation entropy identifies indirect influences, dominance of neighbors and anticipatory couplings. Physica 

D: Nonlinear Phenomena 267, 49–57 (2014).
 34. Sun, J., Taylor, D. & Bollt, E. M. Causal network inference by optimal causation entropy. SIAM Journal on Applied Dynamical Systems 

14, 73–106 (2015).
 35. Anderson, R. P. et al. Understanding Policy Diffusion in the US: An Information-Theoretical Approach to Unveil Connectivity 

Structures in Slowly Evolving Complex Systems. SIAM Journal on Applied Dynamical Systems 15, 1384–1409 (2016).
 36. Malik, N., Bookhagen, B., Marwan, N. & Kurths, J. Analysis of spatial and temporal extreme monsoonal rainfall over south asia 

using complex networks. Climate Dynamics 39, 971–987 (2012).
 37. Grabow, C., Macinko, J., Silver, D. & Porfiri, M. Detecting causality in policy diffusion processes. Chaos: An Interdisciplinary Journal 

of Nonlinear Science 26, 083113 (2016).
 38. Ruberto, T., Mwaffo, V., Singh, S., Neri, D. & Porfiri, M. Zebrafish response to a robotic replica in three dimensions. Royal Society 

Open Science 3, 160505 (2016).
 39. Ladu, F., Mwaffo, V., Li, J., Macr, S. & Porfiri, M. Acute caffeine administration affects zebrafish response to a robotic stimulus. 

Behavioural Brain Research 289, 48–54 (2015).
 40. Neri, D., Ruberto, T., Cord-Cruz, G. & Porfiri, M. Information theory and robotics meet to study predator-prey interactions. Chaos: 

An Interdisciplinary Journal of Nonlinear Science 27, 073111 (2017).
 41. Hu, F., Nie, L.-J. & Fu, S.-J. Information dynamics in the interaction between a prey and a predator fish. Entropy 17, 7230–7241 

(2015).
 42. Balasis, G. et al. Statistical mechanics and information-theoretic perspectives on complexity in the earth system. Entropy 15(11), 

4844–4888 (2013).



www.nature.com/scientificreports/

1 9SCiENtifiC RepoRTS |  (2018) 8:10338  | DOI:10.1038/s41598-018-28285-1

 43. Mwaffo, V., Butail, S. & Porfiri, M. Analysis of pairwise interactions in a maximum likelihood sense to identify leaders in a group. 
Frontiers in Robotics and AI 4, 35 (2017).

 44. Nakayama, S., Harcourt, J. L., Johnstone, R. A. & Manica, A. Initiative, personality and leadership in pairs of foraging fish. PLoS ONE 
7, e36606 (2012).

 45. Rosenthal, S. B., Twomey, C. R., Hartnett, A. T., Wu, H. S. & Couzin, I. D. Revealing the hidden networks of interaction in mobile 
animal groups allows prediction of complex behavioral contagion. Proceedings of the National Academy of Sciences 112, 4690–4695 
(2015).

 46. Cucker, F. & Huepe, C. Flocking with informed agents. Mathematics in Action 1, 1–25 (2008).
 47. DeLellis, P., Porfiri, M. & Bollt, E. M. Topological analysis of group fragmentation in multiagent systems. Physical Review E 87, 

022818 (2013).
 48. Zanin, M. & Papo, D. Detecting switching and intermittent causalities in time series. Chaos: An Interdisciplinary Journal of Nonlinear 

Science 27, 047403 (2017).
 49. Jiang, M., Gao, X., An, H., Li, H. & Sun, B. Reconstructing complex network for characterizing the time-varying causality evolution 

behavior of multivariate time series. Scientific Reports 7, 10486 (2017).
 50. Kreuz, T., Satuvuori, E., Pofahl, M. & Mulansky, M. Leaders and followers: Quantifying consistency in spatio-temporal propagation 

patterns. New Journal of Physics 19, 043028 (2017).
 51. Vicsek, T., Czirók, A., Ben-Jacob, E., Cohen, I. & Shochet, O. Novel type of phase transition in a system of self-driven particles. 

Physical Review Letters 75, 1226–1229 (1995).
 52. Gautrais, J. et al. Deciphering interactions in moving animal groups. PLoS Computational Biology 8, e1002678 (2012).
 53. Mwaffo, V., Butail, S. & Porfiri, M. In-silico experiments of zebrafish behaviour: modeling swimming in three dimensions. Scientific 

Reports 7, 39877 (2017).
 54. Gautrais, J. et al. Analyzing fish movement as a persistent turning walker. Journal of Mathematical Biology 58, 429–445 (2009).
 55. Kolpas, A. et al. How the spatial position of individuals affects their influence on swarms: A numerical comparison of two popular 

swarm dynamics models. PLoS ONE 8, e58525 (2013).
 56. Borz, A. & Wongkaew, S. Modeling and control through leadership of a refined flocking system. Mathematical Models and Methods 

in Applied Sciences 1–28 (2014).
 57. Mwaffo, V., Anderson, R. P., Butail, S. & Porfiri, M. A jump persistent turning walker to model zebrafish locomotion. Journal of the 

Royal Society Interface 12, 20140884 (2015).
 58. Zienkiewicz, A., Barton, D. A. W., Porfiri, M. & di Bernardo, M. Data-driven stochastic modelling of zebrafish locomotion. Journal 

of Mathematical Biology 71, 1081–1105 (2015).
 59. Zienkiewicz, A., Barton, D. A. W., Porfiri, M. & di Bernardo, M. Leadership emergence in a data-driven model of zebrafish shoals 

with speed modulation. The European Physical Journal Special Topics 224, 3343–3360 (2015).
 60. Collignon, B., Séguret, A. & Halloy, J. A stochastic vision-based model inspired by zebrafish collective behaviour in heterogeneous 

environments. Royal Society Open Science 3, 150473 (2016).
 61. Shelton, R. M., Jackson, B. E. & Hedrick, T. L. The mechanics and behavior of cliff swallows during tandem flights. Journal of 

Experimental Biology 217, 2717–2725 (2014).
 62. Marwan, N. & Kurths, J. Complex network based techniques to identify extreme events and (sudden) transitions in spatio-temporal 

systems. Chaos: An Interdisciplinary Journal of Nonlinear Science 25, 097609 (2015).
 63. Runge, J., Heitzig, J., Petoukhov, V. & Kurths, J. Escaping the curse of dimensionality in estimating multivariate transfer entropy. 

Physical Review Letters 108, 258701 (2012).
 64. Kreuz, T., Chicharro, D., Andrzejak, R. G., Haas, J. S. & Abarbanel, H. D. I. Measuring multiple spike train synchrony. Journal of 

Neuroscience Methods 183, 287–299 (2009).
 65. Vejmelka, M. & Paluš, M. Inferring the directionality of coupling with conditional mutual information. Physical Review E 77, 026214 

(2008).
 66. Boers, N. et al. Prediction of extreme floods in the eastern central andes based on a complex networks approach. Nature 

Communications 5, 5199 (2014).
 67. Aldana, M., Dossetti, V., Huepe, C., Kenkre, V. & Larralde, H. Phase Transitions in Systems of Self-Propelled Agents and Related 

Network Models. Physical Review Letters 98, 095702 (2007).
 68. Mwaffo, V., Anderson, R. P. & Porfiri, M. Collective dynamics in the vicsek and vectorial network models beyond uniform additive 

noise. Journal of Nonlinear Science 25, 1053–1076 (2015).
 69. Calovi, D. S. et al. Swarming, schooling, milling: phase diagram of a data-driven fish school model. New Journal of Physics 16, 015026 

(2014).
 70. Butail, S., Mwaffo, V. & Porfiri, M. Model-free information-theoretic approach to infer leadership in pairs of zebrafish. Physical 

Review E 93, 042411 (2016).
 71. Emlen, J. T. Territory, nest building, and pair formation in the cliff swallow. The Auk 71, 16–35 (1954).
 72. Brown, C. R. & Brown, M. B. Intense natural selection on body size and wing and tail asymmetry in cliff swallows during severe 

weather. Evolution 52, 1461–1475 (1998).
 73. Brown, C. R. & Brown, M. B. Behavioural dynamics of intraspecific brood parasitism in colonial cliff swallows. Animal Behaviour 

37, 777–796 (1989).

Acknowledgements
This work was supported by the Chancellor Postdoctoral Fellowship of the University of Colorado Boulder, the 
Air Force Office of Scientific Research under grant #FA9550-14-1-0398 and the National Science Foundation 
award IOS-1253276.

Author Contributions
V.M., J.K., T.H., and S.H. designed the study, performed the analysis of the data, and wrote the manuscript.

Additional Information
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-018-28285-1.
Competing Interests: The authors declare no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

http://dx.doi.org/10.1038/s41598-018-28285-1


www.nature.com/scientificreports/

20SCiENtifiC RepoRTS |  (2018) 8:10338  | DOI:10.1038/s41598-018-28285-1

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2018

http://creativecommons.org/licenses/by/4.0/

	Detecting intermittent switching leadership in coupled dynamical systems
	Materials and Methods
	Detecting causal relationships in networks of dynamical systems. 
	Transfer entropy. 
	Directed event synchronization. 
	Detecting intermittent switching leadership. 
	Case study: triplets. 
	Modeling switching leadership in Vicsek model. 
	Modeling intermittent switching leadership in fish shoaling. 
	Experiments. 
	Experiments on Vicsek self-propelled particles. 
	Experiments on fish shoaling. 
	Tandem flights of cliff swallows. 


	Results
	Detecting intermittent leadership in the Vicsek model. 
	Threshold value and time window length. 
	Performance of the method in in-silico experiments. 
	Resilience of the method to noise perturbation. 
	Multiple switching at different frequencies. 
	Group of more than two. 

	Detecting switching leadership in fish shoaling. 
	Threshold value and time window length. 
	Performance of the method in in-silico experiments. 

	Detecting switching leadership in tandem bird flight. 
	Threshold value and time window length. 
	Comparison with traditional approaches. 


	Discussion
	Acknowledgements
	Figure 1 Illustration of the cumulative influence function estimated with transfer entropy (TE) and directed event synchronization (ES) on segmented raw datasets (circle) and interpolated dataset (solid line) overs the entire length of the observation.
	Figure 2 Steps to implement the method.
	Figure 3 Illustration of the method on a triplet with directed interaction from A to B and B to C at a given instant t1, with leadership switching from A to B at another instant t2.
	Figure 4 Illustration of switching leadership detection on simulated Vicsek particles with (a,b) constant leadership, (c,d) a single switching leadership event, (e,f) two leadership switching events.
	Figure 5 Performance of the method for transfer entropy (red stars) and directed event synchronization (blue circles).
	Figure 6 Time trace of the cumulative influence index of particle 1 on particle 2 (red) and particle 2 on particle 1 (blue) in an experiment where five switching events are simulated including 2 occurring after 10,000 time-steps, one after 15,000 time-ste
	Figure 7 Time trace of the leadership index for particle 1 (red), particle 2 (blue reaching a minimum), and particle 3 (blue decreasing) in an experiment where a single switching event is simulated and each particle is set to interact in average with a si
	Figure 8 Illustration of the method on Vicsek model with N = 10 particles with no switching event (a) and (b) and a single switching leadership event (c) and (d).
	Figure 9 Illustration of the time trace of a sample fish turnrate and of the cumulative influence of fish 1 in the absence and in the presence of a switching leadership event.
	Figure 10 Time trace of the kinematics of a sample tandem flight with (a) birds 3D position, (b) acceleration, (c) absolute turn rate61, and (d) time evolution of the cumulative influence of bird 1 on 2 resulting in a consistent leadership over time.
	Figure 11 Kinematics of a sample tandem flight with (a) birds 3D position, (b) acceleration, (c) turn rate, and (d) time trace of the cumulative information flow from bird 1 to bird 2.
	Table 1 Performance of the method and estimated leadership switching time in the Vicsek model.
	Table 2 Predicted leadership switching time (mean and standard deviation) between particle 1 and 2 as a function of the noise intensity.
	Table 3 Predicted leadership switching time in the Vicsek model for multiple events at different frequencies.
	Table 4 Performance of the method and estimated time of leadership switching in the fish shoaling.
	Table 5 Prediction of leadership in the tandem flight using transfer entropy over the entire length of the dataset and by implementing the intermittent leadership detection algorithm over time window length of 0.




