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Models and simulations of human function impact medicine and medical technology. Particularly, 
musculoskeletal modeling provides an avenue for insight into the human body, which might not be 
otherwise possible. However, reaching the ultimate goal of functional multi-scale human models has 
been slowed by the lack of freely available datasets of anatomical models and geometries. Moreover, 
female-specific geometries have been neglected with a widespread emphasis on male geometry. To 
help realize this goal, we have developed and shared complete three-dimensional musculoskeletal 
geometries extracted from the National Libraries of Medicine Visible Human Female and Male 
cryosections. Muscle, bone, cartilage, ligament, and fat from the pelvis to the ankle were digitized 
and exported. these geometries provide a foundation for continued work in human musculoskeletal 
simulation with high-fidelity deformable tissues that enable a better understanding of normal function 
and the evaluation of pathologies and treatments. this work is novel as it includes both the male and 
female Visible Human specimens, outputs at multiple levels of post-processing for maximum data 
reuse, and is publicly available.

Background & Summary
Musculoskeletal modeling provides an avenue to gain insight into the human body, which might not be possible oth-
erwise. Models and simulations of human function have had a substantial impact on medicine, medical technology, 
product development, and education. To highlight some of the many examples, models and simulations have been 
used to understand tissue pathology and treatment1,2, analyse response to impact and car-crashes3, develop and test 
products4, create education materials5, and build models for entertainment6. Unfortunately, the three-dimensional 
(3D) geometries of the human tissues used to create useful applications are infrequently offered to the public, or may 
be in a raw form with limited utility7. As a result, new applications must start from the beginning with the effortful and 
time-consuming first step in the process of building 3D tissue geometries. 3D geometries are frequently built from the 
segmentation of anatomy from cross-sectional images (e.g. from MRI or CT). Although geometries created from the 
Visible Human Project8,9 have been used in numerous research and commercial applications, they are also seldom 
shared. The few exceptions are example models purpose-built for applications such as car-crash analysis or electro-
magnetic analysis, focusing on organs and general structures for appendages7,10. Groups of tissue geometries were 
combined to create these models, whereas simulation of musculoskeletal movement requires detailed representation 
of individual muscle geometries. Furthermore, freely available muscle geometries such as those in OpenSim11 are 
represented by two-dimensional lines of action and frequently contain a collection of muscle representations from 
various specimens. Moreover, there has been widespread utilization of tissue geometries constructed from the Visible 
Human Male imaging dataset, mostly neglecting the availability of the Visible Human Female imaging dataset. Our 
work aimed to produce and publicly share a comprehensive set of individual 3D musculoskeletal geometries of the 
lower extremities, including both the Visible Human Female and Male, and provide the results in multiple levels of 
post-processing for maximum data reuse. An inherent consequence of creating 3D geometries from imaging is that 
raw and smoothed geometries may have some overclosure or overlap12. A novel part of this work is that the provided 
final geometries include no overlap and sufficient smoothing to provide a ready foundation for use in computer mod-
eling and simulation, while staying true to the original source imaging. These geometries provide a starting point for 
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continued work in human musculoskeletal simulation with high-fidelity deformable tissues that may enable a better 
understanding of normal function and the evaluation of pathologies and treatments.

In summary, 3D musculoskeletal geometries were extracted from the National Libraries of Medicine Visible 
Human Female and Male cryosections. Muscle, bone, cartilage, ligament, and fat from the pelvis to the ankle 
were digitized and exported in shareable formats and made available for download. While a substantial amount 
of published work has been derived from the Visible Human Project, to the authors’ knowledge, this is the first 
time a large number of 3D geometries are being made available to the public inclusive of both the male and 
female specimens. In total 260 geometries from the Visible Human Female and Male were extracted from the 
cryosections consisting of 76 muscles, 28 bones, 16 cartilages, 8 ligaments, and 2 fat geometries per subject 
(Fig. 1)13. The library is available at multiple stages of processing and notably in a final form with no overlap 
between neighboring structures. This work provides a resource to develop a range of computational models 
which may allow for more representative models of musculoskeletal mechanics. This library is available online 
to motivate continued work in multi-scale high-fidelity musculoskeletal modeling and promote reuse and con-
tinued development including the addition of new geometries of the musculoskeletal system.

Methods
Courtesy of the U.S. National Library of Medicine, images were acquired for both the Visible Human Male (39 M, 
71 in., 90 kg, 27.8 BMI) and Female (59 F, 62 in., 88 kg, 36 BMI)8. These images consist of digitized axial cryo-
section color photographs taken at 1 mm intervals in the VHM and 0.33 mm intervals in the VHF. The creation  
of the 3D models followed these steps (Fig. 2):

 1. The cryosection and CT images were downloaded from the National Library of Medicine (https://www.nlm.
nih.gov/research/visible/visible_human.html), reduced in size for manageability, and imported into software 
used for segmenting geometries from medical images (ScanIP v. S-2021.06, Simpleware, Synopsys, Mountain 
View, CA). Image volumes were cropped to the sternum. Offsets were created using original Cartesian coordi-
nates of images from the original dataset, and manual/automatic alignment registration in non-aligning areas.

 2. Segmenting entailed manually selecting geometries in images using ScanIP. The researchers performing 
the segmentation referenced multiple anatomical sources, primarily Netter14 and Fleckenstein et al.15, and 
anatomical imaging applications at Radiopedia (www.radiopaedia.org) and AnatomyLearning (www.
anatomylearning.com). Primal Pictures (Informa UK Limited, London) software was used as a reference for 
the Visible Human Male. Segmentation masks from Step 2 were exported from ScanIP as metaimage header 
(MHD) files to enable alteration or refinement of our digitization process by subsequent users. MHD files 
were included as the primary files containing the raw segmentation for use with most other commercial soft-
ware, such as Mimics (Materialise, Belgium), ScanIP, and Amira (ThermoFisher Scientific, Waltham, MA).

 3. MHD files were combined in 3D Slicer (v. 4.11.20210226, www.slicer.org) to create nearly raw raster data 
(NRRD) files, the standard files used in 3D Slicer for segmentation16. 3D slicer is a freely available software 
for reconstruction of three-dimensional geometry from medical imaging. NRRD files were included to 
allow for end users to quickly use 3DSlicer to view and edit segmentation in a freely available environment. 
NRRD masks were converted to TIFF stacks and binary labelmaps in .mat format for use in MATLAB (v. 
2020b, Mathworks, Natick, MA). Muscle, bone, cartilage, ligament, and fat from the pelvis to the ankle 
were digitized and exported from ScanIP as raw 3D stereolithography (STL) objects without any post-pro-
cessing. These raw 3D geometries may be used by others who wish to apply alternative means of post-pro-
cessing than that described in steps 4 and 5.

 4. The raw STL geometries were then imported into MeshMixer (v. 3.5.474, AutoDesk, Rock Hill, SC) to 
reduce mesh sizes, remove sharp edges, and provide a smooth geometry without substantial alteration of 
the original geometry. Each geometry was remeshed to the following target edge lengths: muscle 1.5 mm, 
bone 1.0 mm, cartilage 0.75 mm, ligament 0.75 mm. In addition, segmentation masks were generated from 
the processed STL files for those who wish to modify the resampled and smoothed geometries in 3D Slicer.

 5. Overclosures between the resampled-smoothed 3D geometries were removed using custom MATLAB code 
utilizing radial basis functions12. All surface overclosures were removed to achieve a minimum gap distance of 
0.05 mm between all geometries. Pairs of geometries that were overclosed with one of the geometries as bone, 
were set to remove overclosures by only deforming nodes on the mating geometry. In all other cases, overclosures 
were removed by deforming both geometries equally. The final geometries were exported as 3D STL objects. In 
addition, segmentation masks were generated for those who wish to modify the final geometries in 3D Slicer.

Fig. 1 Anterior, lateral, and posterior views of the Female (left) and Male (right) 3D musculoskeletal geometry 
consisting of 76 muscles, 28 bones, 16 joint cartilage segments, and 8 ligaments.
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Data Records
The data and metadata describing the datasets can be found at Digital Commons @ DU:13 https://doi.
org/10.56902/COB.vh.2022.0 In total 260 geometries from the Visible Human Male and Female were extracted 
(Fig. 1)13. The skeletal components consist of the pelvis through the feet (Table 1); the ligament and cartilage 
components consist of hip, knee, and ankle cartilages and knee ligaments (Table 2); muscle components consist 
of 76 separate muscles from the Iliacus proximally to the Flexor Digitorum distally (Table 3), and two fat compo-
nents consisting of the intramuscular fat and fascia, and the outer fat, dermis, and epidermis (Table 4).

The objects available for download consist of aligned cryosection and CT images, segmentation masks of the 
original and processed models, raw 3D models, and processed 3D models.

•	 Aligned Cryosection Images: moving proximal to distal in the Visible Human sequences of cryosection 
images, there are offsets in the transverse plane that require correction before beginning segmentation. The 
Visible Human Female images contain some challenging offsets. As correction is a time-consuming process, 
we have made the corrected images available for download. The corrected scans are available in DICOM, 
TIFF, .mat, and MHD file formats.

•	 Aligned and Rescaled CT Images: the Visible Human CT images are useful for segmentation of tissues that 
are not as clear in the cryosection images. However, the original CT images are not precisely aligned with the 
cryosection images. We have made available the CT images aligned to the cryosection images also with offsets 
corrected. CT scans are full scans going from the head-to-toes. The corrected scans are available in DICOM, 
TIFF, and MHD file formats.

Fig. 2 Flowchart showing the primary steps in the model generation process and the publicly shared outputs.

Bones of the Lower Extremities

Coccyx Femur × 2 Talus × 2

Sacrum Patella × 2 Calcaneus × 2

Pelvis (Ischium + Illium + Pubis)×2 Tibia × 2 Navicular × 2

Fibula × 2 Cuboid × 2

Lateral Cuneiform × 2

Medial Cuneiform × 2

Intermediate Cuneiform × 2

Phalanges (Tarsals + Metatarsals + Phalanges) × 2

Table 1. The 15 skeletal components available for download in both the female and male subjects. Lower limb 
bones are unique on the right and left sides of the subjects (resulting in 28 unique bones per subject).

Knee Ligaments Articular Cartilages

Anterior Cruciate × 2 Femoroacetabular (Femoral Head + Pelvis Acetabulum) × 2

Posterior Cruciate × 2 Tibiofemoral (Distal Femur + Lateral Tibia + Medial Tibia) × 2

Medial Collateral × 2 Patellofemoral (Distal Femur + Patellar) × 2

Lateral Collateral × 2 Tibiotalar (Distal Tibia + Proximal Talus) × 2

Table 2. The 12 identified ligaments and cartilage components available for download in both the female and 
male subjects. Ligaments and cartilage are unique on the right and left sides of the subjects (resulting in 24 unique 
tissues per subject).
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•	 Original Segmentation Masks: the 3D models were created using ScanIP by the construction of 3D objects 
from a series of outlines, or masks, of each object. This was a manual process often requiring subjective deci-
sions when the clarity of the images made the detection of tissue borders challenging. Therefore, we have 
provided the segmentation masks in 3D Slicer for those that wish to verify or alter the masks for creation of 
unique models. The raw segmentation masks are available in 3D Slicer as NRRD files. Additionally, the seg-
mentations are available as binary label maps in MHD, TIFF, and .mat file formats.

•	 Raw 3D Models: the raw 3D models created from ScanIP are provided in STL format in the default edge length 
of ScanIP, approximately 0.33 mm edge lengths. Providing the raw STL models enables others to apply their own 
preferred means of post-processing of the objects (e.g., smoothing or lofting) starting from their original state.

•	 Smoothed 3D Models: the smoothed and resampled STLs from MeshMixer are provided. These geometries 
are free of issues resulting from segmentation and each geometry was remeshed to the following target edge 
lengths: muscle 1.5 mm, bone 1.0 mm, cartilage 0.75 mm, ligament 0.75 mm.

•	 Segmentation Masks of Smoothed Models: segmentation masks were created from the smoothed and res-
ampled 3D models to enable transverse inspection of the final product in segmentation software 3D Slicer.

•	 Final 3D Models: the goal of the project was to provide 3D models of the tissues that could be used in applica-
tions without further processing. The final 3D models were visually inspected to ensure no existing sharp edges 
and then checked and corrected for any overclosure. If an overclosure was present, it was removed to provide a 
gap distance of 0.05 mm using a unique radial basis function-based MATLAB code that is publicly available12.

•	 Segmentation Masks of Final Models: segmentation masks were created from the final 3D models to enable 
transverse inspection of the final product in segmentation software 3D Slicer.

•	 Comparison Metadata: includes tables of the initial overclosure amounts tissue geometries as well as compar-
isons between tissue volumes before and after smoothing and overclosure correction. Comparisons are also 
made between tissue volumes on the left and right side of the body.

The complete VHM consists of 211 GB of objects and images, and the VHF consists of 144 GB of objects and 
images. For this reason, the datasets have been split into manageable folders for download. The folders have been 
separated into those for the Male and Female, and in addition there are separate folders containing:

•	 Aligned Cryosection Images (DICOM)
•	 Aligned CT Images (DICOM)
•	 Aligned scans (.mat, .tif)
•	 Original segmentation masks and aligned scans (.mhd) 

•	 Right side, Left side, or combined
•	 Original segmentation masks (.mat, .tif)
•	 Original segmentation masks (3D Slicer)

•	 Right side, Left side, or combined
•	 Segmentation masks of the smoothed 3D models (3D Slicer)

•	 Right side, Left side, or combined

Muscles of the Lower Extremities

Adductor Brevis × 2 Gluteus Minimus × 2 Rectus Femoris × 2

Adductor Longus × 2 Gracilis × 2 Sartorius × 2

Adductor Magnus × 2 lliacus × 2 Semimembranosus × 2

Biceps Femoris Long × 2 lnferior Gemellus × 2 Semitendonosus × 2

Biceps Femoris Short × 2 Obturator Externus × 2 Soleus × 2

Extensor Digitorum Longus × 2 Obturator lnternus × 2 Superior Gemellus × 2

Extensor Hallucis Longus × 2 Pectineus × 2 Tensor Fasciae Latae × 2

Flexor Digitorum Longus × 2 Peroneus Longus × 2 Tibialis Anterior × 2

Flexor Hallucis Longus × 2 Piriformis × 2 Tibialis Posterior × 2

Gastrocnemius Lateral × 2 Plantaris × 2 Vastus lntermedius × 2

Gastrocnemius Medial × 2 Popliteus × 2 Vastus Lateralis × 2

Gluteus Maximus × 2 Psoas Major × 2 Vastus Medialis × 2

Gluteus Medius × 2 Quadratus Femoris × 2

Table 3. The 38 identified muscle components available for download in both the female and male subjects. 
Muscle components are unique on the right and left sides of the subjects (resulting in 76 unique muscle 
geometries per subject).

Fat and Fasciae Components

Intramuscular fat and fasciae Outer fat (epidermis + dermis + fat)

Table 4. The 2 identified fat components available for download in both the female and male subjects. Fat 
components are unique on the right and left sides of the subjects but contained in single files (resulting in 2 
unique fat geometries per subject).
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•	 Original 3D STL models
•	 Right side and Left side in separate folders

•	 Smoothed 3D STL models
•	 Right side or Left side

•	 Final 3D STL models
•	 Right side or Left side

•	 Metadata

The segmentation masks are shared in a format compatible with 3D Slicer, which is publicly available at www.
slicer.org. The 3D models of the tissues are shared in STL format, which is readable by most open-source and 
commercial 3D modeling software.

Adding new geometries of the musculoskeletal system of the lower-limb and the torso and upper limbs by 
other contributors is encouraged and can be added to the dataset by contacting the authors. The authors will 
check new or revised content for accuracy and completeness and update the folders with full credit of contribu-
tors highlighted on the website.

technical Validation
Creation of the segmentation maps for reconstruction of the 3D models was performed by several research assis-
tants in the Center for Orthopaedic Biomechanics at the University of Denver. All geometries were inspected and 
reviewed by a panel of the authors to assure agreement with anatomy references while staying true to the original 
cryosection images. The anatomy references used were primarily (but not limited to) Netter14 and Fleckenstein 
et al.15, and anatomical imaging applications at Radiopedia (www.radiopaedia.org) and AnatomyLearning 
(www.anatomylearning.com). Primal Pictures (Informa UK Limited, London) software was used as a reference 
for the Visible Human Male. It is important to note that the 3D models on the left and right sides of the subjects 
are unique; that is, no geometries were reflected from one side to create the geometry on the contralateral side. 
Therefore, right-left symmetry of the models was inspected, and object volumes were compared to assure that no 
dramatic differences were present (e.g., the difference in muscle volume between the right and left soleus is less 
than 5%). For 70% of the muscles, the volume of each muscle was within 10% of the muscle on the contralateral 
side. Even so, we acknowledge that some inaccuracies may be present. The borders between some of the struc-
tures in the cryosection images were difficult to distinguish. Also, some disrupted anatomy in the Visible Human 
Female by unknown pre- or post-mortem mechanisms (e.g. left knee extensors) were segmented to provide a 
representative structure that appeared true to the native anatomy prior to damage. Additionally, many geome-
tries were not included in the provided dataset, particularly the patellar tendon and complete Achille’s tendon. 
In this release, the primary goals were to identify bone, cartilage, muscle, and major ligaments. In recognition 
of these limitations, we have provided a pathway for corrective action by including contact information on the 
website and opportunity to contribute to updated versions of the data.

To fit the overall goal of providing simulation-ready meshes for analytical methods such as finite element anal-
ysis (FEA), custom scripts were used to remove overclosures between all pairs of geometries for each leg. 471 pairs 
of geometries across the Visible Human Female and the Visible Human Male were identified as having initial 
overclosures after the smoothing step, with more than 95% of the overclosures being between 0.1 mm and 8.8 mm, 
and 90% of the overclosures less than 1 mm. All overclosures were removed, and all geometries were corrected to a 
0.05 mm gap distance12. Each geometry was inspected using custom MATLAB code to measure the final minimum 
distances between every pair of geometry and recorded. Verification was performed by importing geometries into 
Hypermesh (Altair, Troy MI) and performing the penetration and interference check with a thickness of 0.025 mm 
chosen. Both methods confirmed a minimum gap between geometries of 0.05 mm between any geometry. As 
described above, steps 4 and 5 consisted of post-processing to reduce mesh density, sharp edges, and overclosures 
(Fig. 2), which resulted in some small geometric change from the original raw STLs. To assure that no dramatic 
alterations occurred in this process, volume comparisons were made between the original and final geometries. 
The volumetric change was less than 15% from the original to final geometries for 95% of the structures.

code availability
The final step in preparing the geometries (Step 5 in Fig. 1) utilized programming in MATLAB, which is published 
elsewhere12 and freely available open source in the GitHub repository: https://doi.org/10.48550/arXiv.2209.06948.
In summary, a novel algorithm utilizing an iterative process of mesh reduction, over-closure/gap detection, radial 
basis function network (RBF) training, and nodal adjustment automatically adjusted overclosure between meshes 
to a desired gap distance.

Received: 9 August 2022; Accepted: 14 December 2022;
Published: xx xx xxxx

References
 1. Maas, S. A., Ateshian, G. A. & Weiss, J. A. FEBio: History and Advances. Annu. Rev. Biomed. Eng. 19, 279–299, https://doi.

org/10.1146/ANNUREV-BIOENG-071516-044738 (2017).
 2. Cooper, R. J., Wilcox, R. K. & Jones, A. C. Finite element models of the tibiofemoral joint: A review of validation approaches and 

modelling challenges. Med. Eng. Phys. 74, 1–12, https://doi.org/10.1016/j.medengphy.2019.08.002 (2019).
 3. Iwamoto, M., Nakahira, Y. & Kimpara, H. Development and Validation of the Total HUman Model for Safety (THUMS) Toward 

Further Understanding of Occupant Injury Mechanisms in Precrash and During Crash. Traffic Inj. Prev. 16(Suppl 1), S36–S48, 
https://doi.org/10.1080/15389588.2015.1015000 (2015).

https://doi.org/10.1038/s41597-022-01905-2
http://www.slicer.org
http://www.slicer.org
http://www.radiopaedia.org
http://www.anatomylearning.com
https://doi.org/10.48550/arXiv.2209.06948
https://doi.org/10.1146/ANNUREV-BIOENG-071516-044738
https://doi.org/10.1146/ANNUREV-BIOENG-071516-044738
https://doi.org/10.1016/j.medengphy.2019.08.002
https://doi.org/10.1080/15389588.2015.1015000


6Scientific Data |           (2023) 10:34  | https://doi.org/10.1038/s41597-022-01905-2

www.nature.com/scientificdatawww.nature.com/scientificdata/

 4. Lewis, G. S., Mischler, D., Wee, H., Reid, J. S. & Varga, P. Finite Element Analysis of Fracture Fixation. Curr. Osteoporos. Rep. 19, 
403–416, https://doi.org/10.1007/S11914-021-00690-Y (2021).

 5. Jastrow, H. & Vollrath, L. Teaching and learning gross anatomy using modern electronic media based on the visible human project. 
Clin. Anat. 16, 44–54, https://doi.org/10.1002/CA.10062 (2003).

 6. Scheepers, F., Parent, R. E., Carlson, W. E. & May, S. F. Anatomy-based modeling of the human musculature. in Proceedings of the 
24th Annual Conference on Computer Graphics and Interactive Techniques, SIGGRAPH 1997 163–172, https://doi.
org/10.1145/258734.258827 (Association for Computing Machinery, Inc, 1997).

 7. Makarov, S. N. et al. Virtual Human Models for Electromagnetic Studies and Their Applications. IEEE Rev. Biomed. Eng. 10, 95–121, 
https://doi.org/10.1109/RBME.2017.2722420 (2017).

 8. Spitzer, V. M. & Whitlock, D. G. The Visible Human Dataset: the anatomical platform for human simulation. Anat. Rec. 253, 49–57, 
https://doi.org/10.1002/(SICI)1097-0185(199804)253:2<49::AID-AR8>3.0.CO;2-9 (1998).

 9. Ackerman, M. J. The Visible Human Project. Proc. IEEE 86, 504–511, https://doi.org/10.3233/SHTI210988 (1998).
 10. Massey, J. W. & Yilmaz, A. E. AustinMan and AustinWoman: High-fidelity, anatomical voxel models developed from the VHP color 

images. Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. EMBS 2016-Octob, 3346–3349, https://doi.org/10.1109/
EMBC.2016.7591444 (2016).

 11. Delp, S. L. et al. OpenSim: Open-source software to create and analyze dynamic simulations of movement. IEEE Trans. Biomed. Eng. 
54, 1940–1950, https://doi.org/10.1109/TBME.2007.901024 (2007).

 12. Andreassen, T. E., Hume, D. R., Hamilton, L. D., Higinbotham, S. E. & Shelburne, K. B. An Automated Process for 2D and 3D Finite 
Element Overclosure and Gap Adjustment using Radial Basis Function Networks. 1–13, https://doi.org/10.48550/arXiv.2209.06948 
(2022).

 13. Andreassen, T. E. et al. 3D Models of the Visible Human Male and Female. Digital Commons https://doi.org/10.56902/COB.
vh.2022.0 (2022).

 14. Frank, H. N. Netter Atlas of Human Anatomy 7th Ed 2018. (2018).
 15. Fleckenstein, P., Tranum-Jensen, J. & Myschetzky, P. S. Anatomy in Diagnostic Imaging. Anat. Diagnostic Imaging https://doi.

org/10.1002/9781118500484 (2014).
 16. Fedorov, A. et al. 3D Slicer as an image computing platform for the Quantitative Imaging Network. Magn. Reson. Imaging 30, 

1323–1341, https://doi.org/10.1016/J.MRI.2012.05.001 (2012).

acknowledgements
Supported by the National Institutes of Health National Institute of Arthritis and Musculoskeletal and Skin Diseases, 
National Institute of Biomedical Imaging and Bioengineering, and National Institute of Child Health and Human 
Development, U01AR072989. The authors thank Daniella Duran, Victoria Volk, Clare Fitzpatrick, and Colton 
Babcock for their contributions to model creation, and to Jenelys Cox for helping prepare public digital access.

author contributions
Thor Andreassen segmented geometries, contributed to writing the manuscript, prepared data files, and completed the 
final processing steps for the 3D geometries. Donald Hume segmented geometries, prepared data files, and developed 
the workflow of the project. Landon Hamilton segmented geometries, contributed to writing the manuscript, and 
curated model collection. Karen Walker was a primary creator of model geometries. Sean Higinbotham segmented 
geometries and participated in model quality control. Kevin Shelburne provided oversight for the project and 
contributed to writing the manuscript and preparing public access. A panel of the authors inspected and reviewed all 
geometries to assure agreement with anatomy references while staying true to the original cryosection images.

competing interests
The authors declare no conflicts of interest.

additional information
Correspondence and requests for materials should be addressed to K.B.S.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2023

https://doi.org/10.1038/s41597-022-01905-2
https://doi.org/10.1007/S11914-021-00690-Y
https://doi.org/10.1002/CA.10062
https://doi.org/10.1145/258734.258827
https://doi.org/10.1145/258734.258827
https://doi.org/10.1109/RBME.2017.2722420
https://doi.org/10.1002/(SICI)1097-0185(199804)253:2&lt;49::AID-AR8&gt;3.0.CO;2-9
https://doi.org/10.3233/SHTI210988
https://doi.org/10.1109/EMBC.2016.7591444
https://doi.org/10.1109/EMBC.2016.7591444
https://doi.org/10.1109/TBME.2007.901024
https://doi.org/10.48550/arXiv.2209.06948
https://doi.org/10.56902/COB.vh.2022.0
https://doi.org/10.56902/COB.vh.2022.0
https://doi.org/10.1002/9781118500484
https://doi.org/10.1002/9781118500484
https://doi.org/10.1016/J.MRI.2012.05.001
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Three Dimensional Lower Extremity Musculoskeletal Geometry of the Visible Human Female and Male
	Background & Summary
	Methods
	Data Records
	Technical Validation
	Acknowledgements
	Fig. 1 Anterior, lateral, and posterior views of the Female (left) and Male (right) 3D musculoskeletal geometry consisting of 76 muscles, 28 bones, 16 joint cartilage segments, and 8 ligaments.
	Fig. 2 Flowchart showing the primary steps in the model generation process and the publicly shared outputs.
	Table 1 The 15 skeletal components available for download in both the female and male subjects.
	Table 2 The 12 identified ligaments and cartilage components available for download in both the female and male subjects.
	Table 3 The 38 identified muscle components available for download in both the female and male subjects.
	Table 4 The 2 identified fat components available for download in both the female and male subjects.




