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Christoph Stellbrink4, Charlotte thibeault5, Lennart Reinke6, Sarah Steinbrecher5, 
Stefan Schreiber6, Lazar Mitrov1, Sandra Frank7,8, Olga Miljukov3, Johanna Erber9, 
Johannes C. Hellmuth  8,10, Jens-Peter Reese3, Fridolin Steinbeis5, thomas Bahmer6,11, 
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anonymization has the potential to foster the sharing of medical data. State-of-the-art methods use 
mathematical models to modify data to reduce privacy risks. However, the degree of protection must be 
balanced against the impact on statistical properties. We studied an extreme case of this trade-off: the 
statistical validity of an open medical dataset based on the German National Pandemic Cohort Network 
(NaPKON), which was prepared for publication using a strong anonymization procedure. Descriptive 
statistics and results of regression analyses were compared before and after anonymization of multiple 
variants of the original dataset. Despite significant differences in value distributions, the statistical 
bias was found to be small in all cases. In the regression analyses, the median absolute deviations 
of the estimated adjusted odds ratios for different sample sizes ranged from 0.01 [minimum = 0, 
maximum = 0.58] to 0.52 [minimum = 0.25, maximum = 0.91]. Disproportionate impact on the 
statistical properties of data is a common argument against the use of anonymization. Our analysis 
demonstrates that anonymization can actually preserve validity of statistical results in relatively  
low-dimensional data.
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Introduction
The Severe Acute Respiratory Syndrome Coronavirus II (SARS-CoV-2) pandemic has now been ongoing for 
more than two years1–3. On 15th of March 2022, worldwide, more than 460 million infected cases have been 
detected and more than 6 million people have died as a result of the Coronavirus Disease 2019 (COVID-19, 
https://covid19.who.int/). In order to collect high-quality clinical data, image data and biosamples of COVID-19 
patients in Germany, the National Pandemic Cohort Network (NAPKON) was founded in 2020 as part of the 
Network University Medicine (NUM), a state-funded network to tackle the COVID-19 pandemic in Germany4. 
NAPKON consists of three sub-cohorts, which differ in granularity, severity of disease and sector of recruit-
ment (Cross-Sectoral Platform (SUEP), High-Resolution Platform (HAP), and Population-Based Platform 
(POP)). In NAPKON, extensive clinical data have been collected during the acute course of COVID-19 and the 
post-COVID-19 phase, reaching in total over 4000 variables in the SUEP and HAP and over 2000 variables in 
the POP.

To make important parameters on the clinical course and outcome of COVID-19 openly available without 
restrictions, a public clinical dataset (Public Use File, PUF) with patient-level information was developed within 
NAPKON. The dataset is updated on a monthly basis and can be downloaded on the project website (https://
napkon.de/statistik/). Most public COVID-19 datasets were generated from governmental sources or contain 
aggregated data only5–9. The NAPKON PUF combines quality-controlled clinical parameters from cohort stud-
ies or clinical routine, such as severity of disease, with demographic information, such as age and gender. Access 
to comprehensive data and biosamples from NAPKON can be requested by internal and external scientists 
through clearly defined use and access procedure. Although requests are processed promptly, they do not allow 
immediate access, which has been described as an effective strategy to fight the COVID-19 pandemic10. In addi-
tion, the reason for access and goal of data usage must be defined in advance. The NAPKON PUF provides an 
openly accessible overview of the NAPKON cohorts in near real-time. This simplifies the preparations for more 
complex data analyses and makes the cohort data more accessible for international scientists.

In NAPKON, to ensure that publishing the PUF does not compromise the privacy of individuals, the data is 
processed through an anonymization pipeline. The pipeline uses mathematical and statistical privacy models 
preventing re-identification of individuals, singling out as well as the inference of sensitive information. Records 
of individuals whose publication would not meet the privacy guarantees specified are withhold from the dataset. 
The anonymization pipeline is based on the approach used in the LEOSS project that has already been success-
fully used for releasing data about over 10,000 patients to the public11.

Although data anonymization can significantly contribute to protecting the privacy of individuals, modifying 
the data can lead to a reduction of its usefulness. While the anonymization process implemented for NAPKON 
contains optimization procedures to minimize the loss of information, the extent to which the transformations 
performed impact the usefulness of the dataset can only be investigated in the context of specific usage scenar-
ios. The objective of this work was to evaluate whether and how the anonymization process used in the creation 
of the NAPKON PUF affects its statistical properties with regard to the three NAPKON sub-cohorts. To address 
this question, we performed multiple evaluations on the dataset before and after anonymization. The evaluations 
included descriptive statistics and regression models. Thereafter, we assessed the extent of bias introduced by the 
anonymization process used in our results and thus its effects on the dataset’s usefulness.

Results
anonymized clinical dataset. The NAPKON PUF used in this study contained clinical data from 3,904 
cases captured in 15 variables. Following a qualitative analysis of the attributes contained in the dataset, the risk 
of linkage or singling out was controlled by reducing the uniqueness of combinations of the variables age, gender, 
quarter and year of diagnosis, and cohort. The risk of sensitive attribute inference was further controlled for the 
variables defining the severity of disease, the patient status at the end of acute phase, presence of intensive care 
treatment or invasive ventilation, and ability and any symptoms at three months follow up. Details can be found 
in the methods section.

Fraction of cases published. The PUF contained a subset of the cases present in the original dataset, as the 
anonymization process was configured to withhold cases from release for which the defined privacy guarantees 
would not hold. Figure 1 provides an overview of the number of cases included in the PUF for increasing sizes of 
the dataset and for the three sub-cohorts within NAPKON. The size of the original dataset has increased with the 
time the registry was running.

The fraction of cases from the NAPKON cohort that can be included in the PUF increased to over 85% as 
soon as at least 2,250 cases were documented (which happened on 2021-05-18). The curve flattened out at 1,600 
documented cases. The highest fraction of cases included in the PUF (87%) was reached when 4,350 cases were 
documented. The absolute number of cases in the PUF was reduced due to anonymization from 1,697 to 1,410 
(83%) for the SUEP, from 2,346 to 2,280 (97%) for the POP, and from 519 to 237 (45%) for the HAP.

Descriptive statistics before and after anonymization. Table 1 shows the cohort descriptions from 
the original dataset from 2022-03-15 (n = 4,562) and the PUF (n = 3,904) for each of the three NAPKON cohorts. 
The age distribution (Fig. 2(a)) before and after anonymization differed significantly (P < 0.001). It is notable that 
in particular the age groups under 18 and over 79 years were represented with only a few cases in the original 
dataset, which is why no minors were included in the PUF and the age group over 79 years was reduced by 73% 
in size (150/205) through the anonymization process. In contrast, the sizes of the other age groups differed only 
slightly between the two datasets. The largest impact can be observed for the HAP cohort (Fig. 3). Only 56% 
(129/230) of its cases in the age group 40–59 and 58% (108/187) of its cases in the age group 60–79, were included 
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in the PUF. The POP shows the smallest case reduction regarding the variable age, however with a significantly 
different age distribution (P = 0.011). The age category over 79 years stands out with a case reduction of 66% 
(12/35).

The gender distribution is shown in Fig. 2(b). Males were predominant in the original (2,412/4,562; 53%) 
and anonymized (2,050/3,904, 53%) dataset. The gender distribution did not differ significantly before and after 
anonymization (P = 0.74). Analyzing the three cohorts (Fig. 3), 85% (868/1,020) of male cases could be pub-
lished for the SUEP, 96% (1,001/1,040) for the POP and 51% (181/352) for the HAP. Consequently, gender distri-
bution differed significantly in the HAP (P = 0.023), but not in the SUEP (P = 0.172) and in the POP (P = 0.753). 
The cases with a first COVID-19 diagnosis in 2020 were mainly from the POP and in 2021 from the SUEP 
(Fig. 2(c)). No significantly different distribution of quarter of diagnosis before and after anonymization could 
be observed for 2020 (P = 0.477). For 2021, the distribution differed significantly (P = 0.044) with regard to all 
cohorts, but not for cases in the SUEP (P = 0.66). In the first quarter of 2022 the case number was still too low so 
that no cases were included in the anonymized dataset.

The distribution of the documented disease phases was significantly different between the original and the 
anonymized dataset, with mild phases overrepresented and moderate phases underrepresented (P < 0.001, 
Fig. 2(d)). The proportion of included cases in the PUF differed for the POP, HAP, and SUEP. 97% (2,228/2,286) 
of cases from the POP having a documented mild COVID-19 phase (ambulatory treatment) were included in 
the PUF. A percentage of 84% (1,154/1,382) of cases with a documented moderate phase and 89% (312/349) 
with a documented severe phase were included in the dataset after anonymization from the SUEP and 44% 
(171/385) and 47% (93/199), respectively, from the HAP (Fig. 3(d)).

The distribution of patient status at the end of the acute phase significantly differed with more cases in an 
ambulatory setting and less cases discharged, transferred, or died in the anonymized dataset in comparison to 
the original dataset (P < 0.001, Fig. 4(a)). Especially for the HAP, only 44% (180/407) of the cases with status 
“discharged” in the original dataset were added to the anonymized dataset (Fig. 5). For the POP, most cases were 
outpatients and only 2% of cases were removed from the original dataset.

Case fatality rate. We computed the case fatality rate for the SUEP and HAP cohorts (no fatalities in POP 
at first visit) for different sizes of the NAPKON dataset, showing the impact of the anonymization procedure on 
increasing documented cases over time (Fig. 4(b)). The case fatality rate was overestimated in the anonymized 
dataset with a size of up to 1,486 cases. For more than 1,486 cases documented in NAPKON, the case fatality 
rate was slightly underestimated in the anonymized dataset. In the original dataset containing 2,096 cases (data-
set with three cohorts n = 4,562, 120 with missing information) the case fatality rate was 8% before and after 
anonymization (before: 165/2,096, after: 121/1,551). With more cases included in the original dataset, the bias of 
the case fatality rate before and after anonymization decreased. The differences in bias observed for the different 
cohorts is presented in Figs. 6 and 7. The median difference of the case fatality rate before and after anonymization 
for different sizes of the NAPKON datasets was 0.2% for the SUEP (interquartile range [IQR]: 0.1%–0.3%) and 
2.9% (IQR: 1.7%–5.1%) for the HAP.

Regression analyses before and after anonymization. We investigated the impact of the used 
anonymization procedure on associations between parameters by computing four regression models for different 
sizes of datasets before and after anonymization (Fig. 8). The results of the NAPKON PUFs consistently reflected 
the trends of the associations found in the respective original datasets.

The odd ratios (ORs) deviated for different sizes of datasets. As an example, in the original dataset, the associ-
ation between inpatient cases from the SUEP aged older than 59 years and dying during the acute phase was esti-
mated with a minimum of OR = 1.72 with 95%-confidence interval (CI) 0.38–7.49 (154 cases) and a maximum 

Fig. 1 Fraction of cases published for the complete NAPKON dataset (a) and (b) the High-Resolution Platform 
(HAP), the Population-based Platform (POP), and the Cross-Sectoral Platform (SUEP).
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Original (n = 4,562) Anonymized (n = 3,904)
SUEP (n = 1,697) POP (n = 2,346) HAP (n = 519) SUEP (n = 1,387) POP (n = 2,280) HAP (n = 237)

Age in years
 <18 40 (2.4%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
 18–39 317 (18.7%) 920 (39.2%) 78 (15.0%) 275 (19.8%) 917 (40.2%) 0 (0%)
 40–59 609 (35.9%) 967 (41.2%) 230 (44.3%) 541 (39.0%) 957 (42.0%) 129 (54.4%)
 60–79 584 (34.4%) 412 (17.6%) 187 (36.0%) 528 (38.1%) 394 (17.3%) 108 (45.6%)
 >79 147 (8.7%) 35 (1.5%) 23 (4.4%) 43 (3.1%) 12 (0.5%) 0 (0%)
 Missing 0 (0%) 12 (0.5%) 1 (0.2%) 0 (0%) 0 (0%) 0 (0%)
Gender
 Male 1,020 (60.1%) 1,040 (44.3%) 352 (67.8%) 868 (62.6%) 1001 (43.9%) 181 (76.4%)
 Female 677 (39.9%) 1,305 (55.6%) 166 (32.0%) 519 (37.4%) 1,279 (56.1%) 56 (23.6%)
 Missing 0 (0%) 1 (0.04%) 1 (0.2%) 0 (0%) 0 (0%) 0 (0%)
Quarter and year of first COVID-19 diagnosis
 Q1 2020 2 (0.1%) 554 (23.6%) 11 (2.1%) 0 (0%) 541 (23.7%) 0 (0%)
 Q2 2020 0 (0%) 279 (11.9%) 24 (4.6%) 0 (0%) 271 (11.9%) 0 (0%)
 Q3 2020 7 (0.4%) 275 (11.7%) 19 (3.7%) 0 (0%) 265 (11.6%) 0 (0%)
 Q4 2020 68 (4.0%) 748 (31.9%) 61 (11.8%) 0 (0%) 740 (32.4%) 0 (0%)
 Q1 2021 534 (31.5%) 367 (15.6%) 156 (30.1%) 496 (35.8%) 365 (16.0%) 130 (54.9%)
 Q2 2021 397 (23.4%) 86 (3.7%) 108 (20.8%) 390 (28.1%) 76 (3.3%) 85 (35.9%)
 Q3 2021 208 (12.3%) 1 (0.04%) 39 (7.5%) 194 (14.0%) 0 (0%) 0 (0%)
 Q4 2021 357 (21.0%) 1 (0.04%) 72 (13.9%) 307 (22.1%) 0 (0%) 22 (9.3%)
 Q1 2022 66 (3.9%) 0 (0%) 7 (1.3%) 0 (0%) 0 (0%) 0 (0%)
 Missing 58 (3.4%) 35 (1.5%) 22 (4.2%) 0 (0%) 22 (1.0%) 0 (0%)
WHO Clinical Progression Scale most severe phase
 Mild 191 (11.3%) 2185 (93.1%) 0 (0%) 149 (10.7%) 2131 (93.5%) 0 (0%)
 Moderate 1,135 (66.9%) 124 (5.3%) 320 (61.7%) 919 (66.3%) 114 (5.0%) 144 (60.8%)
 Severe 349 (20.6%) 37 (1.6%) 199 (38.3%) 307 (22.1%) 35 (1.5%) 93 (39.2%)
 Missing 22 (1.3%) 0 (0%) 0 (0%) 12 (0.9%) 0 (0%) 0 (0%)
Patient status at end acute phase
 Ambulant 192 (11.3%) 2,108 (89.9%) 0 (0%) 149 (10.7%) 2,069 (90.7%) 0 (0%)
 Discharged 1,084 (63.9%) 124 (5.3%) 407 (78.4%) 911 (65.7%) 112 (4.9%) 180 (75.9%)
 Referral/transfer 221 (13.0%) 0 (0%) 26 (5.0%) 176 (12.7%) 0 (0%) 14 (5.9%)
 Dead 103 (6.1%) 0 (0%) 62 (11.9%) 87 (6.3%) 0 (0%) 34 (14.3%)
 Missing 97 (5.7%) 114 (4.9%) 23 (4.4%) 64 (4.6%) 99 (4.3%) 9 (3.8%)
Hospitalization
 Yes 1,502 (88.5%) 161 (6.9%) 519 (100%) 1,238 (89.3%) 149 (6.5%) 237 (100%)
 No 192 (11.3%) 2,185 (93.1%) 0 (0%) 149 (10.7%) 2,131 (93.5%) 0 (0%)
 Missing 3 (0.2%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Intensive Care Treatment
 Yes 403 (23.7%) 33 (1.4%) 200 (38.5%) 356 (25.7%) 31 (1.4%) 99 (41.8%)
 No 1,294 (76.3%) 2,313 (98.6%) 319 (61.5%) 1,031 (74.3%) 2,249 (98.6%) 138 (58.2%)
Invasive ventilation
 Yes 153 (9.0%) 18 (0.8%) 111 (21.4%) 128 (9.2%) 18 (0.8%) 60 (25.3%)
 No 1,522 (89.7%) 2,328 (99.2%) 327 (63.0%) 1,245 (89.8%) 2,262 (99.2%) 131 (55.3%)
 Missing 22 (1.3%) 0 (0%) 81 (15.6%) 14 (1.0%) 0 (0%) 46 (19.4%)
3-month follow-up available
 Yes 968 (57.0%) 2,346 (100%) 158 (30.4%) 859 (63.0%) 2,280 (100%) 103 (43.5%)
 No/not yet 729 (43.0%) 0 (0%) 361 (69.6%) 528 (38.1%) 0 (0%) 134 (56.5%)
Any symptoms at 3-month follow-up (if 3-month follow-up available)
 Yes 305 (31.5%) 900 (38.4%) 43 (27.2%) 280 (32.6%) 874 (38.3%) 36 (35.0%)
 No 663 (68.5%) 862 (36.7%) 115 (72.8%) 579 (67.4%) 847 (37.1%) 67 (65.0%)
 Missing 0 (0%) 584 (24.9%) 0 (0%) 0 (0%) 559 (24.5%) 0 (0%)
Ability to work at 3-month follow-up (if 3-month follow-up available)
 Yes 454 (46.9%) 1,754 (74.8%) 41 (26.0%) 442 (51.5%) 1,729 (75.8%) 30 (29.1%)
 No 89 (9.2%) 126 (5.4%) 91 (57.6%) 85 (10.0%) 124 (5.4%) 59 (57.3%)
 Missing 425 (43.9%) 466 (19.9%) 26 (16.5%) 332 (38.7%) 427 (18.7%) 14 (13.6%)

Table 1. Description of the three NAPKON sub-cohorts in the original and anonymized (PUF) dataset 
from 2022-03-15. 3-month follow-up obtained 10 to 14 weeks after day of first COVID-19 diagnosis (for 
POP retrospective documentation). SUEP = Cross-Sectoral Platform; POP = Population-Based Platform; 
HAP = High-Resolution Platform.
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of OR = 4.29 with 95%-CI = 2.47–7.91 (908 cases). Comparing the models derived from the NAPKON PUF 
with those derived from the original dataset, the ORs and CIs are getting closer to the original results when 
more cases were included. The median absolute deviations of estimated ORs before and after anonymization for 
datasets of different sizes were for inpatient cases from the SUEP aged older than 59 years and dying during the 
acute phase (a) 0.2 with minimum (min) 0 and maximum (max) 1.48 difference (Fig. 8(a)), for 49 to 59 years 
old inpatient cases of the SUEP and HAP that were in a severe phase having any symptom at three month follow 
up median = 0.03, min = 0.01 and max = 0.13 (Fig. 8(b)), for female cases from the POP having any symptom 
at three month follow-up median = 0.01, min = 0, and max = 0.58 (Fig. 8(c)), and for cases from the HAP aged 
older 59 years having intensive care treatment median = 0.52, min = 0.25, max = 0.91 (Fig. 8(d)).

Reidentification risk. Figure 9 illustrates how anonymizing the dataset affects the re-identification risk for 
the patients included. For both, the original and the anonymized dataset, the lowest, highest, and the average 
re-identification risk is provided. As the original dataset contained unique records, the highest re-identification 
risk was 100%. In the NAPKON PUF, the highest risk was reduced to not more than 9.09%, as one of the used 
privacy models required each record to be indistinguishable from at least 10 other records ( = .1/11 0 09). As 
expected, the average risk was much lower and further decreased with an increasing number of documented 
cases. Furthermore, there was no difference in the lowest re-identification risk between the datasets. The original 
dataset contained records with a low re-identification risk requiring no additional protection.

Discussion
In this study, we found that statistical bias introduced by anonymization for the NAPKON PUF is small. 
Descriptive statistics as well as regression analyses showed acceptable differences with only little biases in sta-
tistical results. Cases with less frequent characteristics were excluded from the anonymized dataset. However, 
regression models showed comparable results for the anonymized and the original dataset if parameters with 
relatively rare values were used as independent variable. The bias decreased as the size of the original dataset 
increased. Overall, the NAPKON PUF contains only a few variables of the original dataset with a reduced case 
number, but it preserves important information and a high utility.

We note that statistical results obtained from the original dataset vary with an increasing case number. Small 
deviations may therefore generally be acceptable. However, since anonymized datasets are likely to contain addi-
tional biases and may vary across cohorts with different underlying characteristics, it is important to make the 
anonymization process transparent when they are shared. In addition to enabling an analysis team to adequately 
interpret the results for themselves from the anonymized data provided, transparency of the data preprocessing 
steps is important for research integrity and for making the limitations of studies visible12.

Comparing the fraction of cases published in the PUF over time (different sizes of original dataset) with the 
recruitment rate in NAPKON (https://napkon.de), a relation can be seen between the high recruitment rates in 
NAPKON in Q4/2020, Q1/2021 as well as Q2/2021 and a larger number of cases that could be included in the 
PUF in these time periods. This is caused by the fact that the privacy models utilized are based on the principle 
of ‘hiding in the crowd’13. The more cases are included in the original dataset; the more cases can be included 
in the anonymized dataset as well. Due to a high-granularity data collection in the HAP, the case number was 
lower than in the SUEP and the POP. This explains why a lower fraction of cases from the HAP can be included 
in the PUF compared to the other cohorts and why the course of cases included in the PUF flattens out after Q2 
2021. Furthermore, the results of the descriptive analyses showed no significant differences in the distribution 
of gender and quarters of diagnosis in 2020 between the original and the anonymized dataset. For age, disease 
severity and quarters of diagnosis in 2021 the differences between the two datasets were significant with regard 
to all of the three cohorts.

The results of this study show that the bias in descriptive characteristics due to anonymization processes 
can be small. We therefore hypothesize that anonymized data with a comparable complexity may be suitable 
for various applications. In the following, four possible applications of anonymized data sets are presented, as 
evidenced by examples from NAPKON. (i) Anonymized data could support researchers in cohort discovery. 
For the NAPKON PUF, the patient-level information on general characteristics and clinical course severity 
can help to describe the recruited patient collective, providing insights into the different recruitment strategies 
in the NAPKON cohorts. (ii) Anonymized datasets further could contribute to facilitate the feasibility process 
when applying for comprehensive datasets, as the public dataset is an extract from the comprehensive dataset. In 
NAPKON, researchers can explore the data and feasibility for their research question on their own. A majority of 
requests for data usage were based mainly on the parameters included in the NAPKON PUF. (iii) Furthermore, 
anonymized dataset with same parameters originating from different cohorts could contribute to the assessment 
of the generalizability of results. In NAPKON, the transferability of results from one cohort to another could 
be assessed by comparing characteristics between the cohorts. For example, we know that the age structure in 
the SUEP and the HAP differs. Therefore, it can be assumed that the computed OR for age older than 65 years 
and death in the acute phase of COVID-19 slightly differs in the populations. (iv) In addition, the possibility to 
explore general patient characteristics in anonymized datasets could enhance the assessment of a present selec-
tion bias. For example, patient characteristics of NAPKON could be compared to databases containing data from 
any reported SARS-CoV-2 infected hospitalized patient to assess the generalizability of results. Although open 
aggregated descriptive statistics of clinical datasets would already enable the estimation of a selection bias, an 
open clinical dataset containing patient-level information increases flexibility and empowerment of researchers.

We further showed that an anonymized dataset might reflect trends of associations between parameters. 
These findings open a new field of application for an anonymized dataset in addition to the use for i - iv. If the 
research question, as well as the covariates and confounders of the intended analysis are known and well defined, 
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anonymization procedures could be used to create an open dataset specific to pre-defined research questions. 
Routinely collected clinical data or cohort data could be used to generate an open dataset, overcoming strict pri-
vacy regulations and logistical as well as personal costs. In particular, for regression analyses, where the number 
of variables included is often limited, a small anonymized dataset may be sufficient. We therefore performed 
simple regression analysis to show the impact of even a small public dataset.

Our results confirm findings from other studies analyzing the impact of anonymizing real-world data for 
use in real-world contexts, of which, however, there are very few to our knowledge. In the LEOSS project, it was 
shown that the association between age and death could be replicated in the anonymized dataset with regard to 
significance and trend of ORs11. However, clinical data collected in LEOSS are also comparable to the NAPKON 
data (less granularity in LEOSS)14. This was one reason why we decided to use the principles of the LEOSS 
anonymization process in this study. In a dataset from the social sciences, a study showed that statistical bias 
introduced by k-anonymity with k = 5 and six key variables (four patient characteristics, two activity variables) 
was small15.

Our analyses performed on the NAPKON PUF demonstrate that for specific usage scenarios the bias due 
to anonymization of a reduced dataset may be acceptably small. However, there are limitations regarding the 
complexity of the dataset and the generalizability of the results to other use cases. (i) The extent to which the 
chosen anonymization method affects a dataset and subsequent analyses must be examined on a case-by-case 
basis, which is why our findings cannot necessarily be generalized to other datasets and analyses. In particular, it 
is difficult to make a statement about the transferability of our results a priori. (ii) In addition, the configuration 
of the anonymization process must be assessed on case-by-case basis. Publishing more sensitive information, 
such as information on additional infections with the human immunodeficiency virus, may require more strin-
gent anonymization techniques. (iii) Furthermore, the assessment of the bias introduced by anonymization also 
needs to be performed from the perspective of individual usage scenarios. In a public clinical dataset used for 
research on discrimination or underprivileged sub-populations anonymization may mask the severity of dispar-
ity16. (iv) Moreover, for generating the NAPKON PUF, it was necessary to reduce the datasets’ complexity from 
the beginning. This resulted in a subset of 15 variables. Some variables, such as age or clinical states defined by 
the WHO Clinical Progression Scale17, underwent a categorization to reduce their granularity. By reducing the 
datasets’ complexity, the number of cases withhold by the anonymization process can be reduced. However, this 
limits the possibilities of complex statistical analyses as some variables needed are missing or too much gener-
alized for accurate evaluation.
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Fig. 2 Comparison of demographic parameters of patients for the original dataset (n = 4,562) and the 
anonymized dataset (PUF; n = 3,904). The proportions are given in percentage. Note: The percentages in the 
PUF may be larger if the number of censored cases is unbalanced. (a) Age distribution in years, (b) gender 
distribution, (c) distribution of quarter and year of first positive SARS-CoV-2 test, and (d) distribution of the 
disease severity in the course of disease. WHO = World Health Organization.
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The NAPKON PUF is another practical example of an anonymized dataset with high utility. Nevertheless, 
data protection legislation still complicates the publication of individual-level anonymous data in Germany and 
other countries. Therefore, further progress is needed to establish a more standardized way of data anonymi-
zation to provide a solid bridge between legal requirements and technical implementation options. As a next 
step, a standardized framework could be supported by legal opinions, helping to remove uncertainty of whether 
datasets can be considered legally anonymous.

In addition to statistical considerations regarding the utility of an anonymized dataset, the economic and 
social benefits must be emphasized. Anonymized clinical data can be easily shared resulting in maximal benefit. 
In comparison to that, pseudonymized clinical data are access restricted and protected so that time-consuming 
and potentially costly use and access processes are necessary. Complex data sets like in NAPKON are usually 
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Fig. 3 Comparison of demographic parameters of patients for the original data set (n = 4,562) and the 
anonymized data set (PUF, n = 3,904). (a) Age distribution in years, (b) gender distribution, (c) distribution of 
quarter and year of first positive SARS-CoV-2 test, and (d) distribution of the disease severity in the course of 
disease. HAP = High-Resolution Platform; POP = Population-based Platform; SUEP = Cross-Sectoral Platform; 
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particularly costly to generate and hence often require public funding. Access to anonymized data can help 
to justify the cost of data collections18 and data access is expedited, which is particularly important in times 
of pandemics. Furthermore, anonymization could improve the cost-effectiveness in case of scarce scientific 
resources, as anonymized datasets without access restrictions do not need continuous financial expenditures for 
data distribution18.

Finally, we applied a mathematical anonymization procedure to a large clinical dataset containing demo-
graphics and clinical information on COVID-19 disease courses. In our study, the statistical bias introduced 
by anonymization was small. Therefore, we advocate for the use of anonymized clinical datasets in research, 
supporting use cases such as feasibility analyses or pre-defined non-complex statistical analyses. However, it is 
difficult to estimate the impact of anonymization in novel datasets a priori. Therefore, statistical interpretation 
of an anonymized dataset should be carried out with caution.
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the number of censored cases is unbalanced. (a) Distribution for the original dataset containing n = 4,562 and 
resulting anonymized dataset (n = 3,904). (b) Case fatality rates (patient status dead) are computed for the 
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Methods
We investigated the statistical bias due to anonymization within the PUF from the NAPKON cohort. The open 
dataset contains clinical data from SARS-CoV-2 infected patients treated in hospitals, by general practitioners or 
infected individuals that were identified and contacted via the local public health authorities, collected in three 
sub-cohorts.

Ethical statement. NAPKON was approved by local ethics committees of participating sites (primary 
approval for the SUEP: Ethics Committee of the Department of Medicine at Goethe University Frankfurt (local 
ethics ID approval 20–924), for the HAP: Ethics Committee of the Charité – Universitätsmedizin Berlin (local 
ethics ID approval EA2/226/21 and EA2/066/20), for the POP: Ethics Committee of the Department of Medicine 
at Christian-Albrechts-University Kiel (local ethics ID approval D 537/20)). Patients consent was obtained 
for data collection, storage, and processing. The data from the anonymized PUF were considered anonymous. 
The PUF did not contain directly personal information and the re-identification risk was lowered applying the 
anonymization pipeline.

NaPKON cohort platforms. The Cross-Sectoral Platform (SUEP) cohort recruits SARS-CoV-2 infected 
patients from university and non-university medical centers as well as outpatient settings across 40 study sites, 
which are followed up over a 12-month period. Both pediatric and adult patients are included in the SUEP. 
Additional cases from the CORKUM cohort were subsequently added to the SUEP dataset19. Part of the cases 
were already recruited at the beginning of 2020. The High-Resolution Platform (HAP) cohort follows a deep 
phenotyping protocol at eleven university sites and has established follow-up investigations up to 36 months after 
initial COVID-19 diagnosis. Cases from the preceding Pa-COVID study20 were also added to the HAP dataset, 
including data from patients recruited since the beginning of 2020. The Population-Based Platform (POP) cohort 
differs from the other two cohorts in that it contains retrospectively collected data from the acute course and 
prospectively collected data, imaging data, and biosamples from six to 12 months after the initial COVID-19 
diagnosis. It focuses on health consequences of SARS-CoV-2 infection in the general adult population21.

Dataset. The dataset used for the evaluation of the statistical effects of anonymization (NAPKON PUF) was 
extracted from the comprehensive clinical dataset of NAPKON (original dataset), including all cases documented 
or integrated from 2020-11-01 to 2022-03-15. 15 variables were included in the NAPKON PUF, containing demo-
graphic variables, cohort information, and clinical course and outcome parameters (Table 2). Table 3 compares 
the different features of the NAPKON PUF and the original dataset.
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Fig. 6 Case fatality rate for the High-Resolution Platform (HAP). Anonymized dataset = PUF.
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Variable selection. The variables of the NAPKON PUF are based on the parameters defined in the German 
COVID-19 core dataset ‘the German Corona Consensus Dataset (GECCO)’22. The demographic variables pro-
vide a basic overview of the cohorts. By specifying the cohort of included patients, the case numbers can be que-
ried on a cohort-specific basis. This is particularly important, because the cohorts cover different health sectors 
and data of varying depth. Therefore, not all cohorts are suitable for answering all research questions. For exam-
ple, the SUEP captures the acute course in the outpatient setting, whereas the HAP only includes patients from 
the inpatient setting. Therefore, for questions intended to cover outpatient cases, it is possible to filter specifically 
by “SUEP” and “no hospitalization”. The WHO Clinical Progression Scale focuses on ventilation parameters. 
Categorization into mild, moderate, and severe does not allow a precise conclusion to be made about an intensive 
care stay, since the use of different ventilation modalities is possible in normal or intensive care units, depending 
on the hospital. In addition, other reasons such as the need for dialysis also lead to an intensive care stay for a 
COVID patient who is not ventilated. Therefore, intensive care treatment is requested individually in the PUF. In 
addition, the severe phase of the WHO Clinical Progression Scale includes patients with non-invasive ventilation 

Fig. 8 Odds ratios (OR) and 95%-confidence intervals (CI) of patient characteristics and outcomes in the 
dataset before and after anonymization for different sizes of the original dataset (anonymized dataset = PUF). 
In the graphs, the number of records in the original dataset was adjusted according to the number of cases 
included in the regression analysis, excluding missing data. To note, datasets with no ORs and CIs do not 
contain the relevant information for the respective regression model. (a) Inpatient cases from the Cross-Sectoral 
Platform (SUEP). (b) Cases from the High-Resolution Platform (HAP) and inpatient SUEP aged between 
49 and 59 years that survived the acute phase of COVID-19 (ambulant or discharged). (c) Cases from the 
Population-Based Platform (POP). (d) Cases from the High-Resolution Platform (HAP).

Fig. 9 Re-identification risks based on the uniqueness of k-variables before and after anonymization for 
different sizes of the original dataset (anonymized = PUF).
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(NIV), high flow and mechanical ventilation. To delineate the number of patients receiving invasive ventilation, 
this variable was additionally added to the PUF.

In addition to the acute phase of the COVID-19 disease, the long-term outcome plays a main role in scientific 
analyses, as the long-term consequences of the disease are not yet clear23,24. Furthermore, clinical courses differ 
with regard to SARS-CoV-2 variants25,26. The quarter of first COVID-19 diagnosis can help with the assignment 
to a certain variant. Therefore, asking for the ability to work and the persistence of symptoms three months 
after original infection greatly enhances the informative strength of the anonymous dataset. The availability of 
the 3-months follow-up is captured in the dataset (retrospective documentation for POP) and it is particularly 
important for feasibility queries.

anonymization. The anonymization pipeline used for the NAPKON PUF is based on the qualitative and 
quantitative principles developed for the public dataset of LEOSS11. LEOSS is one of the largest COVID-19 reg-
istries in Germany with comprehensive clinical data of mainly hospitalized SARS-CoV-2 infected patients14,27.

Analogously to the approach implemented for LEOSS, we used the method by Malin et al.28 and rated all 
variables along the axes replicability, availability and distinguishability (1 = low risk, 2 = medium risk, 3 = high 
risk). In the following the rating for two variables is explained exemplarily. The age categorization hardly changes 
over the observational period (replicability = high risk). The age is often known and can be determined by 
appearance (availability = high risk), and there is a great variation within the society (distinguishability = high 
risk). The need of intensive care treatment, from a medical point of view, is only slightly likely to occur repeti-
tively, as the forms of treatment change in the course of time (replicability = low risk). However, for long hospital 
stays with known absence and possible subsequent rehabilitation, the need for intensive treatment could be 
suspected (availability = medium risk). Intensive care treatment as a binary variable has low distinguishability, 
but median discriminability is assessed as only about one-fifth of cases are documented with intensive care (dis-
tinguishability = medium risk).

Based on the rating we assessed which variables should be considered “key variables” and need to be modi-
fied to protect records from singling out and linkability. Table 2 shows the result of the assessment and the key 
variables (variables with a score >5) identified. All remaining variables (i.e. non-key variables) are considered 
sensitive information and will be transformed to protect against inference.

VARIABLE Categories R A D Is Key

Age at diagnosis < = 17 years, 18–39 years, 40–59 years, 60–79 years, > = 80 years 3 3 3 Yes (9)

Gender Male, female, diverse, unknown/missing 3 3 2 Yes (8)

Quarter first diagnosis Q1, Q2, Q3, Q4, unknown/missing 1 3 2 Yes (6)

Year first diagnosis 2020, 2021, 2022, 2023, unknown/missing 1 3 2 Yes (6)

Cohort HAP, POP, SUEP 3 3 2 Yes (8)

Mild disease phase Yes, no, unknown/missing 1 2 1 No (4)

Moderate disease phase Yes, no, unknown/missing 1 2 2 No (5)

Severe disease phase Yes, no, unknown/missing 1 2 2 No (5)

Patient status at end of acute phase Discharged, ambulant, referral/transfer, dead, unknown/missing 1 2 2 No (5)

Hospitalization during acute phase Yes, no, unknown/missing 1 2 2 No (5)

Intensive care treatment Yes, no, unknown/missing 1 2 2 No (5)

Invasive ventilation Yes, no, unknown/missing 1 1 2 No (4)

Availability of 3- month follow-up Yes, no/not yet 1 2 1 No (5)

Ability to work at 3- month follow-up N/a, yes, no, unknown/missing 1 2 2 No (5)

Any symptom at 3- month follow-up N/a, yes, no, unknown/missing 1 1 2 No (4)

Table 2. Assessment of the re-identification risk associated with individual variables. Key variables are defined 
by R (replicability) + A (availability) + D (distinguishability) >5. 1 = low risk, 2 = medium risk, 3 = high risk. 
HAP = High-Resolution Platform (hospitalized patients only), POP = Population-Based Platform (retrospective 
documentation after SARS-CoV-2 infection), SUEP = Cross-Sectoral Platform (in- and outpatients).

NAPKON PUF Original NAPKON dataset

Number of variables 15 >2.000

Cases included 3,904 4,562

Highest re-identification risk 9,09% 100%

Accessibility public for selected scientists after application

Linkage with additional data No further linkage possible Linkage to further data, image data and 
biosamples possible

Usage Feasibility checks, basic 
statistics, cohort descriptions Comprehensive in-depth analyses

Table 3. Comparison of different features of the NAPKON PUF and its original dataset.
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To protect records from singling out, linkability, and inference, the anonymization pipeline used for the 
NAPKON PUF requires records to satisfy the following criteria to be released: (i) k-anonymity with k = 11 for 
all key variables (i.e. “age at diagnosis”, “gender”, “quarter first diagnosis”, “year first diagnosis”, “cohort”) and 
(ii) t-closeness with t = 0.5 for sensitive variables (i.e. “mild disease phase”, “moderate disease phase”, “severe 
disease phase”, “patient status at end of acute phase”, “intensive care treatment”, “invasive ventilation”, “ability to 
work at 3-month follow-up” and “any symptom at 3-month follow-up”). The variables “availability of 3-month 
follow-up” and “hospitalization during acute phase” are not explicitly protected by t-closeness, as they are per-
fectly correlated with other sensitive variables and thus implicitly protected as well. Further, the anonymization 
pipeline must guarantee that the criteria mentioned above also hold for continuous releases of new data.

Evaluation of statistical properties. We evaluated the impact of the implemented anonymization proce-
dures by comparing descriptive statistics and associations in the dataset before and after anonymization. We com-
puted a regression model for each cohort and, in addition, a regression model that combined data from the SUEP 
and the HAP to analyze the effects of anonymization for the NAPKON cohort in general. The medical validity 
of analyses using all cohort data would have been limited due to different cohort populations and recruitment 
strategies. Additionally, we assessed the impact of anonymization for datasets of different sizes, ranking cases by 
the date of their diagnosis. In doing so, we intended to simulate the scenario of a continuous data release starting 
with few cases. The month of recruitment, when cases were included in the NAPKON cohort, can be found on the 
NAPKON homepage (https://napkon.de).

Descriptive statistics were computed using relative frequencies, and distribution of variables before and after 
anonymization were compared using Chi-Squared test, defining P < 0.05 as statistically significant. The asso-
ciations were computed using logistic regression models, adjusting for age and gender. The odds ratios and 
confidence intervals were presented. Cases with unknown/missing data were excluded. To verify the effect of the 
implemented anonymization methods of the re-identification risk, we computed highest, average, and lowest 
re-identification risk for the dataset before and after anonymization, again following the approach developed for 
LEOSS11. The risk was calculated based on the sizes of groups of records which are indistinguishable from one 
another in regard to the attributes which we assume could be used to identify an individual, i.e. key variables.

Data availability
A current version of the NAPKON public dataset is released as a CSV file on the NAPKON website (https://
napkon.de/statistik/). In addition to the dataset, the homepage offers to explore the dataset in more detail by 
presenting regularly updated figures of descriptive statistics. The NAPKON dataset used for these analyses is 
published on Zenodo29. The original NAPKON dataset is available from the NAPKON Use and Access Commitee 
but restrictions apply to the availability of these data, which were used under license for the current study, and so 
are not publicly available.

Code availability
The code developed for the NAPKON public dataset is available as open-source software30.
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