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IAV is a negative-sense single-stranded RNA virus. The IAV 
genome is organized into eight segments, short negative-sense 
noncoding ‘mini RNA chromosomes’ that are packaged inside 

virions after the virus completes a life cycle in infected cells. IAV, 
like all viruses, is an obligate parasite, because it requires cellular 
functions to multiply and disseminate. However, unlike most other 
RNA viruses, it replicates in the nucleus, a feature that places evolu-
tionary pressure on a number of viral proteins to coopt or interfere 
with host chromatin-based regulatory processes in infected cells1,2.

All IAV strains encode a nonstructural protein called NS1, 
whose function is to antagonize host antiviral responses3. NS1-
mediated host antagonism occurs through multiple mechanisms, 
including inhibition of sensing of the virus4 and suppression of host 

functions that are detrimental to the virus, such as host translation5 
and inflammatory-gene expression1,6. NS1 protein sequences dif-
fer among strains. Only a few domains of NS1, such as the RNA-
binding domain7 and the C-terminal domain, have been identified 
as pathogenic determinants in multiple strains8. Interestingly, the 
C terminus is among the most divergent sequences within NS1, 
and it is unstructured1,9,10. These features are reminiscent of IDRs, 
or unstructured domains often referred to as short linear modules 
(SLIMs), peptide motifs, or linear domains11. Pathogens often use 
IDRs to promote novel interactions to adapt to new hosts and to 
enhance transmission and virulence12.

In this work, we used influenza 1918 virus13,14, a pandemic IAV 
that has caused the worst pandemic known to date15, as a case study 
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to identify novel features of IAV–host interaction and adaptation 
mediated by IDRs. We found that 1918 IAV encodes an NS1 that 
contains a unique C-terminal domain composed of a small ubiqui-
tin-like modifier (SUMO) site embedded in a PDZ-binding domain 
(PDZBD) consensus sequence. This extended SUMO consen-
sus or SUMO inside PDZBD (SUP) domain predicts site-specific 
SUMOylation of 1918 NS1 during infection. Using viruses bear-
ing 1918 NS1, we discovered that IAV elicits global deregulation of 
RNAPII transcription termination by impairing 3′ -end cleavage and 
termination. This effect is augmented by NS1 SUMOylation, which 
increases the partitioning of NS1 in nuclear granules containing  
3′ -end-cleavage factors. Termination defects lead to RNAPII travel-
ing through intergenic regions and causing formation of aberrant 
mRNAs, thus ultimately resulting in global transcriptional down-
regulation. Analysis of host transcriptional responses to nonpan-
demic IAV indicated that IAV-induced 3′ -end-termination defects 
are a general feature of IAV infection that is dependent on NS1 
expression and is modulated by post-translational modification of 
the unstructured region of NS1. Our data support the idea that the 
study of viral polymorphic proteins can reveal important molecular 
events occurring during infection.

Results
A unique domain present in the NS1 of 1918 influenza virus. 
Along with its structural proteins, IAV encodes the nonstruc-
tural protein NS1, which is an antagonist of cellular antiviral 
responses16,17. We surveyed highly pathogenic IAV strains for the 
presence of unique protein domains and found a unique sequence 
present in the C-terminal domain of NS1 from the Brevig/mission 
strain (Fig. 1a and Supplementary Fig. 1a). This strain is respon-
sible for the pandemic influenza outbreak that occurred in 1918 
(ref. 14). Interestingly, different strains of IAV bear divergent NS1 
C termini (NS1 tail) (Fig. 1b and Supplementary Fig. 1a,b), and 
NS1 tails have been linked to host tropism and virulence8,18. The 
C terminus of NS1 encoded by the 1918 pandemic strain (here-
after referred to as NS1) ends with the sequence 226-IKSEV-230 
(Fig. 1a). This sequence is a SUMOylation consensus site (ψ KxE) 
embedded in a PDZBD (Fig. 1a). We examined whether this 
domain might be a functional acceptor site for SUMO conjuga-
tion. K227 was found to be modified by SUMO, whereas the only 
other canonical SUMO consensus site in position 68–71 was not  
(Fig. 1c). To verify whether the domain might confer SUMOylation 
to a noncognate NS1, we generated chimeric NS1 proteins bear-
ing residues 1–225 of H3N2 NS1 (A/New York/739/1994) and 
residues 226–230 of 1918 or 1918-like sequences from avian iso-
lates. This tail swapping conferred SUMOylation in trans (Fig. 1d).  
We then assessed whether NS1 might be modified during infec-
tion. To do so, we generated, through reverse genetics19, a chimeric 
virus with the first seven segments of the A/Puerto Rico/8/1934 
H1N1 strain (PR8) and the eighth segment of the 1918 strain 
(reassortant 7+ 1, hereafter referred to as NS1 virus). We used this  
virus to infect A549 human epithelial cells. Immunoprecipitation 
(IP) of NS1 followed by western blotting (WB) with anti-NS1  
and anti-SUMO2/3 revealed that NS1 was SUMOylated dur-
ing infection (Fig. 1e). This experiment also suggested that NS1 
SUMOylation is controlled by SUMO-deconjugating enzymes, 
because the NS1 modification was lost after omission of the SUMO-
protease inhibitor N-ethylmaleimide (NEM) from the cell extracts. 
Overall, our results indicated that the C terminus of NS1 from the 
1918 strain was modified by SUMO within the consensus sequence 
embedded in a PDZBD. The modified NS1 domain is short  
and present in an unstructured region of the protein1,9, and it can 
be transferred to other substrates to confer SUMO conjugation.  
All these features are characteristics of SLIMs and peptide 
domains20. We therefore refer to this domain as the SUP SLIM or 
SUP peptide domain.

Rescue and analysis of 1918 NS1-SUMO fusion virus. The observa-
tion that the PDZBD was modified by a bulky modification (SUMO, 
with molecular weight > 10 KDa) suggests that SUMO conjugation 
might alter the PDZBD–PDZ protein interaction. Leveraging the 
PDZBD’s location at the C terminus of NS1, we engineered an NS1 
covalently fused with SUMO (NS1-SUMO) (Fig. 2a). This strat-
egy has been used to identify ubiquitin-dependent mechanisms in 
histone biology21. We also mutated K227 to prevent SUMO conju-
gation (protein denoted NS1-KR) (Fig. 2a). These mutations did 
not change the NS1 nuclear localization (Supplementary Fig. 2a).  
Using biolayer interferometry (BLI), we then determined the Kd of 
the interaction between a prototypical PDZ-domain-containing 
protein, PSD95, and the three NS1 variants (wild type (WT), R227, 
and SUMO). Our results showed that the Kd values of the three NS1 
proteins with PSD95 were on the same order of magnitude (1.60 for 
NS1, 2.30 for NS1-KR, and 0.63 μ M for NS1-SUMO; Fig. 2a). These 
results were corroborated by pulldown assays (Supplementary 
Fig. 2b) and by modeling of NS1 binding with three PDZ pro-
teins (PSD95, GIPC2, and DVL1; Supplementary Fig. 2c–e and 
Supplementary Table 1). Overall, our results indicated that NS1 
retains PDZ interactions independently of its conjugation with 
SUMO and suggested that SUMOylation has functions other than 
altering PDZ–PDZ interactions.

To probe the intrinsic role of SUMOylation of the 1918 SUP 
domain during infection, we engineered two viruses expressing 
NS1 and NS1-SUMO (hereafter referred to as NS1-SUMO virus)  
(Fig. 2b). We predicted that generation of the NS1-SUMO virus 
would be safe because fusion of SUMO to NS1 would result in 
decreased virulence, similarly to other NS1 fusion viruses22. For the 
opposite reason, the KR-mutant virus was not rescued. Indeed, as 
demonstrated by hemagglutination assays, the fusion of SUMO to 
NS1 severely impaired plaque formation (Fig. 2c). Plaque sequenc-
ing indicated that the delayed growth of the NS1-SUMO virus at 
low multiplicity of infection (MOI) was associated with a reversion 
to its WT virotype (Supplementary Fig. 2f). The decreased viru-
lence of NS1-SUMO virus may have been driven by the formation 
of many defective particles, impaired assembly, inefficient cell- 
to-cell spreading, or indirect effects caused by SUMOylation affect-
ing NS1 levels (Supplementary Fig. 3a).

Despite having lower pathogenicity, the NS1-SUMO virus still 
retained the ability to transiently infect at high MOIs. This feature 
allowed us to monitor early events independent of viral budding, 
egress, and reinfection of nearby cells. We therefore compared NS1 
and NS1-SUMO viruses in experiments conducted at high MOI. 
A549 cells were infected with NS1 or NS1-SUMO viruses at an 
MOI of 3, and total RNA was extracted at 6 and 12 h postinfection 
(hpi). RNA-seq analysis showed that NS1 and NS1-SUMO RNA lev-
els were comparable (Supplementary Fig. 3b). Both viruses caused 
altered host gene expression of approximately 1,000 shared genes 
(Fig. 2d,e), including upregulation of genes that are part of the host 
defense to infection, in agreement with the high induction of cellu-
lar-response genes after 1918 infection23. Notably, infection caused 
the downregulation of most transcriptionally active genes, which 
accounted for approximately two-thirds of genes whose expres-
sion was altered during infection (Fig. 2d). Compared with the NS1 
virus, the NS1-SUMO virus displayed a higher magnitude of gene 
expression changes in both induced and suppressed genes at both 
6 and 12 hpi (Fig. 2d). Importantly, both viruses upregulated and 
downregulated the same set of genes (Fig. 2e). Overall, these results 
suggest that NS1 affects the magnitude of induction and suppres-
sion of host genes.

SUMOylation controls NS1 oligomeric assembly and partition-
ing in RNA granules. NS1 binds RNA24 and forms polymers in 
vitro25,26. Therefore, we investigated a potential role of NS1 in inter-
action with RNA granules. These compartments are nucleated by 
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RNA-binding and aggregation-prone proteins27,28 that are regu-
lated by post-translational modifications, such as phosphoryla-
tion29, SUMOylation30, and possibly many more. SUMO enhances 
the valency and strength of interaction between scaffold and client 
proteins of RNA granules30. We therefore performed semidenatur-
ing detergent agarose gel electrophoresis (SDD-AGE), which allows 
for the resolution of high-molecular-weight complexes formed as a 
result of protein multimerization, a feature that can influence par-
titioning into RNA granules. Results from this assay indicated that 
NS1 forms high-molecular-weight complexes during infection, 
and this feature is enhanced by SUMO fusion (Fig. 3a). We then 
took advantage of the synthetic compound biotinylated isoxazole 
(B-isox), which has been shown to selectively precipitate RNA-
granule components31. We synthesized B-isox (Supplementary Fig. 
4a,b) and performed selective precipitation from total cell extracts 
derived from control and infected cells. We thereby confirmed pre-
vious findings indicating that B-isox treatment induces the selec-
tive precipitation of RNA-granule proteins in a dose-dependent 

manner31 (Supplementary Fig. 4c,d and Supplementary Table 2). 
We then performed quantitative mass spectrometry analysis, 
which indicated that infection affected RNA-granule composition 
(Supplementary Table 3). SUMOylation of NS1 increased par-
titioning of NS1 in RNA granules (Fig. 3b) and interaction with 
proteins involved in mRNA processing (Fig. 3c). These findings 
were further supported by validation experiments, which showed 
NS1-SUMO-dependent enrichment with the cleavage and polyad-
enylation specificity factor (CPSF) and the absence of enrichment 
of other proteins known to be present in RNA granules (FUS and 
EWS) (Fig. 3c and Supplementary Table 3). Because NS1 proteins 
from other viral strains are known to antagonize antiviral host 
gene expression1,3,16,17, and recent findings indicate that phase-sep-
arated RNA granules play a key role in controlling RNAPII29,32–35, 
we investigated the relationship between NS1 expression and gene 
suppression by determining RNAPII activity and mRNA levels 
after infection with 1918 viruses and nonpandemic strains profi-
cient and deficient in NS1.
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Fig. 1 | NS1 from 1918 pandemic influenza virus is SuMoylated in its unique c-terminal domain. a, Top, Venn diagram of influenza virus NS1 proteins 
from human isolates and the presence of a SUMO site in the C-terminal (term) domain (tail). Bottom, amino acid sequence of the unique NS1 tail from 
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SUMO peptidase inhibitor. Uncropped blot images are shown in Supplementary Dataset 1.
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SUMOylation of NS1 enhances suppression of the host tran-
scriptional response via interference with RNAPII termination. 
Because of the known role of the CPSF complex in 3′ -end cleav-
age and termination of RNAPII36, we first analyzed genome-wide 
RNAPII traveling ratios at transcriptional termination sites, namely 
the termination ratios (TRs), at both 6 and 12 hpi (Fig. 3d). This 
analysis indicated that downregulation of gene expression after 
infection is associated with a genome-wide deregulation of RNAPII 
3′ -end cleavage and termination. This deregulation was evidenced 
by an increase in run-through transcription, on the basis of high lev-
els of RNA after the 3′  end at infection-regulated host genes at both  
6 hpi (Fig. 3e) and 12 hpi (Fig. 3f). Notably, this effect was evident 
during NS1 virus infection and was magnified after NS1-SUMO virus 
infection (Fig. 3e,f). To determine whether run-through transcrip-
tion might also be a feature of non-1918 viruses and dependent on 
NS1 expression, we used WT and NS1-deficient PR8 virus (hereafter 
referred to as dNS1 virus)6. Comparison between the termination 
ratios induced by these two viruses indicated that although WT PR8 
virus infection caused RNAPII run-through transcription, this effect 
was abrogated in dNS1-virus-infected cells (Fig. 3g). Importantly, 
downregulation of Ube2L, an enzyme required for SUMOylation 
of substrate proteins, did not induce RNAPII termination defects  
(Fig. 3h). Additionally, overexpression of GFP or SUMO in unin-
fected cells did not induce RNAPII run-through (Fig. 3i). Run-
through was seen in infection with WT H5N1 IAV and a modified 
virus encoding a GFP-fused NS1 (Supplementary Fig. 4e). Finally, 
overexpression of SUMO in dNS1-virus-infected cells did not affect 
RNAPII at the termination region (Fig. 3j). Overall, these results 
indicate that genome-wide deregulation of RNAPII termination (i) 
is a feature of IAV infection, (ii) is dependent on NS1 expression, and 
(iii) can be controlled by SUMOylation of the 1918 NS1 SUP.

Transcriptional shut-off during infection. RNAPII run-through 
during infection can be functionally relevant if it is linked to 
repression of factors involved in the orchestration of the antiviral 
response or required for the viral life cycle. To explore this possibil-
ity, we analyzed the relationship between the change in run-through 
transcription and expression changes in NS1- versus NS1-SUMO-
infected cells by cross-comparing transcript density at the 3′  ends 
of genes and the percentage of gene repression. Although virtually 
all genes experienced increased run-through (positive signal > 0 
for all gene curves in Supplementary Fig. 5a in NS1-SUMO versus 
NS1 conditions), the effect was exacerbated at genes with decreased 
expression in NS1-SUMO. This result suggests that run-through 
transcription plays a role in the downregulation of constitutively 
expressed genes important for cell division (for example, CDC25A 
and MYC), metabolism (for example, PDK4 and RANBP6), apop-
tosis (for example, MCL1 and SOX4) and cell defense (for example, 
NFKBIA and CXCL1) (Supplementary Table 4 and representative 
gene-browser tracks in Supplementary Fig. 5b). Although some 
upregulated genes enriched in host antiviral functions (for example, 
IFIT1 and IFIT2) experienced run-through as well, their induction 
exceeded any negative effect of the increased run-through tran-
scription seen in NS1-SUMO virus-infected cells. Notably, RNAPII 
run-through after infection was universally seen at all transcrip-
tionally active genes except four (LY6E, APOL1, DEFB1, and IFI6; 
Supplementary Table 4), thus possibly suggesting unique features of 
their 3′  ends.

Overall, our data demonstrate that IAV infection can globally 
affect gene expression by deregulating RNAPII termination. This 
effect undermines the activity of many cell-defense genes and may 
be a general means by which viruses induce a state of transcriptional 
shut-off in infected cells.

Mechanism of run-through transcription. The defect in RNAPII 
cleavage and increased run-through into distal extragenic regions 

observed during viral infection may be the result of deregulated 
termination and/or other regulatory events that indirectly affect 
termination. To test whether this effect might be driven by inhi-
bition of CPSF, we first reanalyzed published RNA-seq datasets in 
cells depleted of CPSF73, an essential subunit of the CPSF com-
plex37. Our analysis indicated that loss of function of CPSF activity 
induced RNAPII termination defects at all active genes (Fig. 4a), 
recapitulating the effect caused by NS1 during infection. Because 
CPSF also plays a key role in alternative splicing38–40, we analyzed 
datasets from cells treated with the splicing inhibitors spliceostatin 
and isoginkgetin41. Splicing inhibition induced pervasive RNAPII 
run-through, as evidenced by the increased run-through ratio in 
treated cells (Fig. 4b). These data suggest that RNAPII run-through 
after infection may be caused by pervasive defects in splicing rather 
than impaired 3′ -end cleavage and termination. We therefore ana-
lyzed genome-wide splicing efficiencies after infection with NS1 
and NS1-SUMO viruses. Global splicing defects were detected 
only at 12 hpi (Fig. 4c–e), whereas deregulation of termination was 
already evident at 6 hpi (Fig. 3e). No increase in termination defects 
was evident in genes with multiple exons compared with monoex-
onic genes (Supplementary Fig. 6a). To gain further support for the 
idea that transcription termination defects precede splicing defects, 
we performed isoform sequencing (iso-seq), a method that allowed 
us to detect and define all splicing isoforms generated by a given 
gene on a genome-wide scale through long-read sequencing (details 
in Methods). Iso-seq of mRNA from A549 cells that were mock 
infected or infected with WT or NS1-SUMO virus indicated that 
infection did not have a pervasive effect on isoform expression at 
6 hpi. This supports the idea that termination defects are the cause 
of transcriptional run-thorugh during infection. Despite this, infec-
tion induced some ‘nonphysiological’ transcripts poorly detected in 
mock-infected cells. These transcripts, potentially generated from 
interference with mRNA maturation, were increased in NS1-SUMO 
infection (Fig. 4f). Among the affected genes, NS1-SUMO infec-
tion had a stronger effect than NS1 infection in generating intron 
retention and RNAPII run-through, even for poly(A) transcripts. 
Furthermore, analysis of long reads mapping to viral segment 8 
demonstrated that, during infection with NS1-SUMO, all mRNAs 
were full length (including the SUMO-encoding region) rather than 
truncated (Fig. 4f).

Overall, our total RNA seq and iso-seq data indicate that RNAPII 
run-through during IAV infection and the downregulation of most 
active genes is due to interference with 3′ -end cleavage and termi-
nation, which in turn causes a defect in splicing at a later time as 
infection progresses. These results support the notion that defective 
RNAPII termination can delay RNAPII initiation and affect splicing 
fidelity42–45. Finally, downregulation of genes that experience RNAPII 
run-through in NS1-SUMO virus versus NS1 virus infected cells 
is likely to be caused by both delayed and decreased initiation and 
the direct effect of run-through RNAPII into neighboring genes, as 
suggested by the linear relationship between increased run-through 
and changes in gene expression (Supplementary Fig. 6b).

Finally, the finding that chemical inhibition of splicing causes 
RNAPII run-through, albeit to a lesser extent than during infec-
tion, indicates a connection between these two biological processes. 
This connection is further supported by evidence showing that 
last-exon splicing and RNAPII termination are mechanistically and 
evolutionarily linked events38,46,47. Overall, our data demonstrate 
that chemical- or virus-induced interference with cotranscriptional 
events can generate pervasive RNAPII run-through.

Discussion
By sampling sequences from highly pathogenic viruses, we 
identified the presence of a novel peptide domain comprising 
a SUMO site embedded in a PDZBD in the C-terminal region 
of NS1 expressed by the 1918 pandemic IAV strain. This SUP 
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domain confers SUMOylation of NS1. During infection, SUMO 
enhances NS1 association with nuclear ribonucleoprotein com-
plexes controlling RNAPII activity. In addition, infection with 
the NS1-SUMO virus causes pervasive RNAPII run-through 
into downstream extragenic DNA and nearby genes. This result 
prompted us to test whether infection with other IAV strains might 
also cause transcription termination defects. Indeed, infection 
with WT PR8 virus induced RNAPII run-through, an effect also 
recently shown by two independent studies that mapped nascent 
RNA-seq48 and chromatin profiling of RNAPII49 during IAV infec-
tion with multiple strains. Unlike WT PR8, NS1-deficient virus 
did not induce RNAPII run-through. This result provides genetic 
evidence for the role of NS1 in inducing aberrant RNA biogenesis. 
Importantly, although NS1 proteins from different strains bind 
transcription regulators (such as CPSF30) with different strength 
in vitro, recent evidence suggests that cognate interaction between 
viral polymerase and NS1 can increase interaction strengths and 
inhibitory activity during infection50. According to this finding 
and our results, we speculate that all IAVs might have evolved dif-
ferent strategies to inhibit 3′ -end formation. Accordingly, patho-
gen-derived effector proteins tend to target the same set of host 
factors controlling cell functions51–55.

Effect of RNAPII run-through on gene induction and gene 
repression. Although most genes affected by RNAPII run-through 
were downregulated, some host antiviral genes were upregulated 
despite being affected by run-through. This result may possibly 
be because of unique regulatory sequences and events that control 
3′  ends. Alternatively, an extremely high induction level and burst 
rate at some upregulated genes might allow them to partially bypass 
or escape termination inhibition. Overall, our results suggest that 
deregulated RNAPII termination suppresses active genes and estab-
lishes transcriptional shut-off. Many viruses cause such an effect 
through different strategies of host interference56–60. We suggest that 
the different mechanisms triggering host transcriptional shut-off are 
linked to virus-specific requirements for their life cycle. For exam-
ple, IAV requires high levels of host gene transcription (or initiation 
events) in the first hours after infection to mediate cap-snatching 
and to coordinate viral-mRNA production and viral-protein expres-
sion2. As such, gene suppression must be synchronized with viral 
replication. Overall, our results suggest that virus-induced RNAPII 
run-through kinetically controls host gene expression. We show 
that this effect is achieved by NS1 and modulated by SUMOylation 
in the case of the1918 strain of IAV. Constitutive NS1 SUMOylation 
is associated with an increased degree of RNAPII run-through at 
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most active loci, concomitantly with gene suppression. Interestingly, 
NS1-SUMO also induces increased upregulation of some host-
response genes. These results suggest that SUMOylation skews 
NS1 activity toward the control of RNAPII termination and that 
constitutive SUMOylation might limit other NS1 host-antagonist 
function. This possibility is supported by the limited infectivity of 
the NS1-SUMO virus in multicycle growth, as this virus cannot 
dynamically control this post-translational modification. In this 
respect, it is important to consider that SUMOylation can also be a 
signal for NS1 degradation. Several transcription factors are known 
to function transiently on chromatin and to undergo rapid turn-
over61. NS1 may have adopted such a feature to provide a strategy to 
interfere with host transcription. Overall, our data suggest that 1918 
IAV uses dynamic regulation of post-translational modifications to 
switch between various host-antagonizing strategies. Notably, poly-
morphism and mutations in SUMO-modifying enzymes exist in 
humans (Supplementary Fig. 6c and Supplementary Table 5), and 
they may potentially affect the host response to IAVs.

Evolutionary considerations. Sequence analysis of pathogen-
derived polypeptides can provide valuable information about 
sequences governing principles of protein–protein interaction12,62. 
Proteins encoded by viruses, especially those that have evolved to 
suppress the host response or co-opt cellular signaling to increase 
pathogen fitness, generally display multivalent interaction surfaces 
that allow simultaneous binding of many host proteins and nucleic 
acids63,64. This functional pleiotropy can be achieved by peptide 
domains and IDRs65–68. Key features defining pathogen-derived lin-
ear domains and IDRs are: (i) they are located at the C or N termi-
nus of a protein69, (ii) they are enriched in viral proteins that reside 
in the nuclei of infected cells62, and (iii) they contain post-transla-
tional-modification sites70. The SUP domain in NS1 of the 1918 IAV 
strain fits all these parameters. Most IDRs arise de novo via con-
vergent evolution71,72, and the 1918 SUP is not conserved in other 
influenza viruses. These findings suggest that the 1918 SUP either 
evolved independently or was co-opted via viral mimicry. Previous 
work has identified how a circulating strain of IAV (H3N2) uses 
molecular mimicry to evolve histone-like sequences1. Although the 
1918 IAV circulated for a short period of time, the NS1 SUP domain 
may have undergone high levels of mutagenesis and fixation in dif-
ferent strains. Intriguingly, the NS1-tail sequence of different strains 
is predictive of the host species from which the virus has been iso-
lated18. Understanding the molecular mechanisms underlying this 
correlation can be informative in the context of surveillance and 
zoonosis73. Notably, the only other three sequences that contain the 
NS1 SUP domain have been isolated from avian species, which are 
key host reservoirs linked to acquisition of increased pathogenic-
ity and pandemic potential74,75. Finally, our work shows that despite 
being close to the centennial of its insurgence, 1918 influenza 
research can still instruct us about biological principles controlling 
pathogens and humans.
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Methods
Reagents. For chemical synthesis of B-isox, 5-(2-thienyl)-3-isoxazolecarboxylic 
acid (763109-71-3), N-hydroxysuccinimide (HOSu, 6066-82-6), N-(3-
dimethylaminopropyl)-N′ -ethylcarbodiimide hydrochloride (EDC-HCl, 25952-
53-8), 6-amino-1-hexanol (4048-33-3), biotin (B4639), and 4-(dimethylamino)
pyridine (DMAP, 1122-58-3) were purchased from Sigma-Aldrich. For B-isox-
mediated precipitation of proteins, Halt Protease Inhibitor Cocktail (78438), 
Dynabeads MyOne Streptavidin C1 (65001), a SilverQuest Silver Staining Kit 
(LC6070), and GelCode Blue Stain Reagent (24590) were purchased from Thermo 
Fisher Scientific. For expression and purification of recombinant proteins, 
isopropyl β -d-1-thiogalactopyranoside (IPTG, I6758) and cOmplete EDTA-free 
Protease Inhibitor Cocktail Tablets (11873580001) were purchased from Sigma-
Aldrich. Ni–NTA agarose (30210, Qiagen) and Nanosep Centrifugal Devices with 
Omega Membrane, 3K (OD003C33, Pall Corporation) were also used. For BLI,  
EZ-Link Sulfo-NHS-LC-biotin (21327, Thermo Fisher Scientific) and Dip and Read 
Streptavidin Biosensors (18-5021, ForteBio) were used. For immunofluorescence, 
Lipofectamine 2000 (11668027) and DAPI (D1306) were purchased from Thermo 
Fisher Scientific. For pulldown assays, anti-FLAG M2 Affinity Gel (A2220) was 
purchased from Thermo Fisher Scientific. For proteasome inhibition, MG132 
(M7449) was purchased from Sigma-Aldrich. For directional RNA-seq, a Ribo-
Zero Gold rRNA Removal Kit (human/mouse/rat) (MRZG12324, Illumina), 
Agencourt AMPure XP (A63882, Beckman Coulter Life Sciences), TruSeq 
Directional Library Prep Kit (RS-122-2203, Illumina), and BluePippin 2% M1 gels 
(BEF2010, Sage Scientific) were used. Antibodies were as follows. Anti-NS1 was 
from the laboratory of A.G.-S. Anti-FLAG (F7425, Sigma-Aldrich), anti-SUMO 
2/3 (07-2167, Millipore), anti-FUS (A300-302A), anti-EWS (A300-418A), and 
anti-CPSF30 (A301-585A-M) were purchased from Bethyl Laboratories. Plasmids 
were as follows. pcDNA5 vectors encoding the indicated genes were used to 
express corresponding recombinant proteins in a mammalian system. pET28c 
vectors encoding the indicated genes were used to express recombinant proteins 
in a bacterial system. A549 cells (adenocarcinomic human alveolar basal epithelial 
cells), HEK293T cells (human embryonic kidney cells), and Madin–Darby canine 
kidney (MDCK) cells were originally obtained from the American Type Culture 
Collection. The cell cultures were tested and found to be mycoplasma-free.

Conservation analysis. All complete NS1 amino acid sequences were downloaded 
from the NCBI Influenza Virus Database for Human and Swine H1N1 and H3N2 
and Avian H5N1. A multiple alignment was made of all sequences in the five 
strains and also for all sequences together. The multiple alignments were generated 
with multialign in MATLAB. For each group, the consensus sequence and 
conservation score were defined with seqconsensus in MATLAB. The average score 
was plotted across a ten-residue sliding window for each group of proteins and 
then normalized so that the maximum and minimum score were consistent across 
groups. These values were plotted in the accompanying heat map.

Modeling of PDZ–peptide–SUMO complexes. Initial models of the PDZ domains 
with NS1 peptides were generated in MODELLER 9.12 with the crystal structures 
of the PDZ domains or homology models when needed (Supplementary Table 1) 
and the sequences of the peptides76. Seven residues from the NS1 peptide were 
modeled (sequence RTIKSEV). The crystal structure of the Par-6 PDZ domain in 
complex with the Pals1 peptide was used as a template peptide for conformation 
in all NS1 complexes77. The initial PDZ–peptide complexes were then refined with 
the FlexPepDock server with default parameters78. The top-scoring model from 
FlexPepDock for each complex was selected, and the SUMO conjugated version 
was modeled by bonding the C-terminal glycine residue of the SUMO structure 
to the lysine residue in the peptide79. The possible spatial orientations of the 
conjugated SUMO domain were explored by varying the conformation of the lysine 
side chain in the peptides.

Transfection, infection, and western blotting. For transfected samples, 
70%-confluent A549 cells were transfected with the vectors encoding the indicated 
genes with Lipofectamine for 2 d. The cells were washed with cold PBS twice, 
scraped and suspended in lysis buffer containing 20 mM Tris-HCl, pH 7.5, 150 mM 
NaCl, 5 mM MgCl2, 20 mM β -mercaptoethanol, 0.5% NP-40, 10% glycerol, 20 mM 
NEM, and 2×  Halt protease inhibitor. The cells were then lysed at 4 °C with a 
BIORUPTOR 300 sonicator for ten cycles of 30 s on and 30 s off at a high level of 
sonication. For infected samples, 100%-confluent A549 cells were infected by the 
indicated viruses at the indicated MOI and collected at different time points. The 
cells were lysed as described above. Input and immunoprecipitated materials were 
analyzed by WB.

Semidenaturing detergent agarose gel electrophoresis (SDD-AGE). The infected 
A549 lysates were prepared as described above and centrifuged at 2,000 r.c.f. at 
4 °C for 2 min. The supernatants were removed carefully and incubated with 4×  
SDD-AGE loading buffer containing 2×  TAE buffer, 20% glycerol, 8% SDS, and 1% 
bromophenol blue at room temperature for 5 min. The samples were loaded on a 
1.5% agarose gel containing 0.1% SDS. The gel was run in 1×  TAE buffer with 0.1% 
SDS at a constant voltage of 40 V at 4 °C for 3 h. Capillary transfer and WB were 
then performed80.

Purification of recombinant proteins. Histidine-tagged recombinant NS1, 
NS1-KR, NS1-SUMO, and PSD95 proteins were overexpressed in Escherichia coli 
BL21(DE3), OD60 nm =  0.6, with induction with IPTG at 1 mM and incubation at 
30 °C overnight. Bacteria were harvested, washed with PBS twice, and suspended 
in lysis buffer containing 50 mM NaH2PO4, 300 mM NaCl, and 10 mM imidazole, 
pH 8.0, with EDTA-free protease inhibitor added. The bacterial mixture was placed 
on ice and sonicated with a Misonix 3000 instrument for six cycles of 10 s on and 
10 s off at initial output level 10. The lysate was centrifuged at 15,000 r.p.m. at 
4 °C for 15 min. The soluble fraction of the lysate was mixed with Ni–NTA resin 
and gently rotated at 4 °C overnight. The Ni–NTA agarose was fully washed with 
buffer containing 50 mM NaH2PO4, 300 mM NaCl, and 20 mM imidazole, pH 8.0. 
The proteins were finally eluted with elution buffer containing 50 mM NaH2PO4, 
300 mM NaCl, and 250 mM imidazole, pH 8.0. The purified proteins were 
concentrated with Nanosep (3K) centrifugal devices, and the concentrations were 
determined with a NanoDrop 1000 spectrophotometer. The purity of recombinant 
proteins was confirmed by SDS–PAGE and staining by Coomassie blue.

BLI. Recombinant PSD95 was biotinylated by reaction with Sulfo-NHS-LC-biotin 
with a molar coupling ratio of 1:1. Extra biotin reagent was fully removed through 
buffer exchange four times after the biotinylation reaction was completed. The 
stock of biotinylated PSD95 was diluted to 20 μ g/mL in PBS, and stocks of NS1, 
NS1-KR, and NS1-SUMO were serially diluted to 10, 5, 2.5, and 1.25 μ M in PBS. 
BLI assays were performed on a ForteBio OctetRED 96 instrument. Streptavidin 
biosensors were washed by PBS for 60 s, immobilized with biotinylated PSD95 
(20 μ g/mL) for 300 s, washed a second time with PBS for 60 s, associated with blank 
(PBS), NS1, NS1-KR, and NS1-SUMO at serially diluted concentrations (10, 5, 
2.5, and 1.25 µ M) for 300 s and finally dissociated by washing with PBS for 900 s. 
All steps were performed with agitation at 1,000 r.p.m. at 30 °C. BLI data were 
processed and analyzed in software Data Analysis 8.2. Steady-state analyses were 
used to generate Kd and R2 values81.

Pulldown assays. Purified FLAG-tagged NS1, NS1-KR, and NS1-SUMO proteins 
were incubated with anti-FLAG agarose in PBS under rotation at 4 °C for 1 h. The 
beads were fully washed with washing buffer containing 50 mM Tris-HCl, pH 
7.5, 200 mM NaCl, 1 mM EDTA, and 0.2% NP-40 and were then washed with the 
same buffer without NP-40. NS1-, NS1-KR-, and NS1-SUMO-bound agarose were 
incubated with purified histidine-tagged PSD95 in PBS under rotation at 4 °C for 
1 h (and agarose washed by PBS was included as a control). The beads were fully 
washed with washing buffer. Bound proteins were then eluted by 3×  FLAG peptide 
(0.25 mg/mL) by shaking the agarose at 1,000 r.p.m. at 4 °C for 1 h. The input and 
eluted proteins were run on an SDS–PAGE gel and stained by Coomassie blue.

Analysis of protein stability. A549 cells were infected with NS1 and NS1-SUMO 
virus for 12 h and were sequentially treated with mg132 (50 nM) or cycloheximide 
(50 μ g/mL) for 0, 4, 8, or 24 h. Cells were lysed, and WB was performed.

Immunofluorescence. The FLAG-tagged GFP-, NS1-, NS1-KR-, and NS1-SUMO-
transfected A549 lysates were washed, fixed, permeabilized, and stained with anti-
GFP, anti-FLAG, and DAPI. Images were observed under a Zeiss Axio Imager Z2M 
microscope and processed in Zen software.

Rescue of recombinant influenza viruses. Recombinant NS1 and NS1-SUMO 
viruses were prepared by plasmid transfection as previously described82. Two 
viruses rescued contained seven segments from strain A/Puerto Rico/8/34 (PR8). 
For the NS1-SUMO version, a modified plasmid encoding the NS segment from 
strain A/Brevig Mission/1/1918, in which the two viral proteins (NS1 and NEP) 
are encoded in separated open reading frames was used. Plasmid pDZ_NS1 
encoded the original amino acid sequence, with three silent changes to allow 
differentiation. The plasmid pDZ_NS1-SUMO contained the SUMO2 coding 
sequence as a fusion at the end of the NS1 open reading frame. Rescued viruses 
were amplified in embryonated chicken eggs, and the NS segment was confirmed 
by sequencing. All work with infectious viruses containing sequences from A/
Brevig Mission/1/1918 was performed in strict accordance with CDC guidelines 
for biosafety level 3 (BSL3) agents at the BSL3 laboratory of the Icahn School of 
Medicine at Mount Sinai.

Single-cycle growth curve. Confluent monolayers of MDCK cells growing in six-
well plates were infected in triplicate with the indicated viruses at an MOI of 1 PFU 
per cell. After 1 h adsorption, the inoculum was aspirated and replaced with 2 mL of 
infection medium (MEM supplemented with 1% antibiotics, 0.3% BSA, and 1 μ g/mL 
of TPCK-treated trypsin). At the indicated times 200 μ L of supernatant was collected 
for titration and replaced with 200 μ L of fresh infection medium. Supernatants were 
titrated with hemagglutination assays with turkey red blood cells82.

Plaque phenotype. MDCK monolayers growing in six-well plates were infected 
with serial dilutions of the indicated virus. After 1 h adsorption, the inoculum was 
aspirated, and cells were overlaid with medium containing 0.6% agar and trypsin 
(1 μ g/mL). After 2 d, the cells were fixed with 4% formaldehyde, and plaques were 
visualized with a monoclonal antibody against the viral protein NP.
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Analysis of infectious viral progeny. Supernatants from a 24-h infection were 
analyzed with plaque assays as described above. Isolated visible plaques were 
suspended in PBS and inoculated onto fresh MDCK cells. When cytopathic effects 
were observed, viral RNA was purified from the supernatant and amplified by RT–
PCR with primers specific for the NS segment. The amplified product was purified 
from an agarose gel and sequenced with the same primers.

RT–PCR. A549 cells were lysed with TRIzol reagent (Ambion, 15596026)  
and subjected to RNA extraction and DNase digestion. cDNA was  
synthesized with a high-capacity cDNA Reverse Transcription Kit (Applied 
Biosystems, 4368813) according to the manufacturer’s protocol. Primers  
were as follows: β -actin forward, 5′ -ACCTTCTACAATGAGCTGCG-3′ ;  
β -actin reverse, 5′ -CCTGGATAGCAACGTACATGG-3′ ; GAPDH 
forward, 5′ -TCTGACGCTGACTGGTTAGT; GAPDH reverse, 5′ 
-GAGGGCACAGAAAGCAATAGAG; CDC25A forward, 5′ 
-GTGGGATGGCCTTCAGATT; and CDC25A reverse, 5′ 
-CCATCAAGAACTAGGCAGAGAG.

Chemical synthesis of B-isox. B-isox was chemically synthesized according 
to a previously reported protocol with minor modifications30. A solution of 
5-(2-thienyl)-3-isoxazolecarboxylic acid (a, 200 mg, 1 eq.), HOSu (239 mg,  
2 eq.) and EDC-HCl (397 mg, 2 eq.) in 5 mL aqueous THF was stirred at room 
temperature overnight to produce chemical intermediate b. Then 6-amino-
1-hexanol (243 mg, 2 eq.) was added into the mixture, and the reaction was 
processing by stirring at room temperature for an additional 5 h. Product c was 
then purified with a CombiFlash Purification System with gradient elution by 
MeOH and DCM. Chemical intermediate c (100 mg, 1 eq.) was next mixed with 
biotin (85 mg, 1 eq.), DMAP (6.7 mg, 0.2 eq.), and EDC-HCl (128 mg, 2 eq.) in  
5 mL DCM. The reaction was stirred at room temperature for 3 d. The final product 
B-isox (d) was obtained with purity ≥ 98% through a CombiFlash Purification 
System with gradient elution with MeOH and DCM. The total yield was 11%. 
B-isox was characterized with HRMS. Calculations for C24H33N4O5S2, [M+ H]+ and 
C48H65N8O10S4, [2M+ H]+ were 521.1892 and 1,041.3706, respectively, and 521.2162 
and 1,041.3704 were found.

B-isox-mediated precipitation. Six 15-cm dishes of 100% confluent HEK293T  
cells were lysed as described above. The crude lysates were centrifuged at 15,000 r.p.m. 
at 4 °C for 10 min to produce six supernatants (1 mL). Four supernatants  
(800 μ L) were treated with B-isox (0, 10, 30, and 100 μ M), and two supernatants 
were treated with B-isox (0 and 100 μ M) and streptavidin–agarose as controls.  
The mixtures were rotated gently at 4 °C for 1 h. The mixtures were spun at  
15,000 r.p.m. for 10 min, and the supernatants were removed. The pellets were 
washed with cold lysis buffer (20 mM Tris-HCl, pH 7.5, 150 mM NaCl, 5 mM 
MgCl2, 20 mM β -mercaptoethanol, 0.5% NP-40, 10% glycerol, 20 mM NEM, and 
2×  Halt protease inhibitor) twice and dissolved in 100 μ L of 2% SDS. The samples 
were boiled in 4×  SDS loading buffer and run on an SDS–PAGE gel. The gel was 
silver stained. A549 cells were infected by mock, NS1, and NS1-SUMO viruses at 
an MOI of 3 for 12 h, and the infected lysates were precipitated by 100 μ M B-isox  
as described above. The precipitated samples were analyzed by WB.

Preparation of peptides for mass spectrometry. B-isox-precipitated samples of 
A549 lysates infected by mock, NS1, and NS1-SUMO viruses were separated by 
SDS–PAGE. Gel bands for each sample were excised and then diced into small 
sections (1 mm2). Gel pieces were dehydrated in 25 mM NH4HCO3 and 50% 
acetonitrile (ACN) for 10 min with vortexing in two consecutive rounds and were 
then dried under vacuum centrifugation. Slices were rehydrated in 15 mM Tris(2-
carboxyethyl)phosphine (TCEP) and 25 mM NH4HCO3, and the samples were 
incubated for 20 min. Freshly prepared 1 M iodoacetamide and 25 mM NH4HCO3 
were then added to attain a final concentration of 50 mM iodoacetamide, and the 
samples were incubated in the dark for 20 min. The supernatants were removed, 
and 25 mM NH4HCO3 was added to cover the gel pieces. The samples were 
vortexed for 10 min, the supernatants were removed, and 25 mM NH4HCO3 and 
50% ACN were added. After incubation with vortexing for 5 min, the supernatants 
were removed, and the gel slices were dried under vacuum centrifugation. A 
total of 0.5 μ g trypsin in NH4HCO3 was added with enough volume to cover 
the gel slices, and the samples were incubated at 37 °C for digestion overnight. 
The supernatants containing extracted peptides were collected in separate low-
bind tubes, and sufficient 50% ACN and 5% formic acid (FA) were added to the 
remaining gel slices. Samples were vortexed for 10 min, and the supernatants 
were combined with the previous extractions. This step was repeated with 100% 
CAN, and the supernatants were combined with the previously collected samples. 
Peptides were dried under vacuum centrifugation and suspended in 10 μ L of 3.0% 
ACN and 0.1% FA before MS analysis.

Protein identification by liquid chromatography with tandem mass 
spectrometry. Digested peptides were subjected to LC–MS/MS analysis with an 
Easy-nLC 1000 instrument coupled to a dual-pressure linear ion trap (Velos Pro) 
Orbitrap Elite mass spectrometer (Thermo Fisher Scientific). Online LC separation 
was performed with a fused silica IntegraFrit capillary (75 mm ×  25 cm) packed 

with 1.9 mm Reprosil-Pur C18 AQ reversed-phase resin. Peptides were eluted 
with a gradient of 5% to 30% ACN in 0.1% FA in 160 min, delivered at a flow rate 
of 300 nL/minute. For each cycle, one full MS scan (150–1,500 m/z, resolution 
of 120,000) in the Orbitrap was followed by 20 data-dependent MS/MS scans 
fragmented by normalized collision energy (setting of 35%) and acquired in the 
linear ion trap. Target ions already acquired in MS/MS scans were dynamically 
excluded for 20 s. Raw MS files were analyzed by MaxQuant version 1.3.0.3 (ref. 83), 
and MS/MS spectra were searched with the Andromeda search engine84 against a 
database containing reviewed SwissProt human and influenza protein sequences 
(20, 194 in total)85. All runs were analyzed simultaneously to maximize the ‘match 
between runs’ algorithm available in Maxquant. The multiplicity was set to 1 (as 
recommended for label-free experiments), and a false discovery rate of 0.01 was 
imposed for peptide and protein identification.

Statistical relative quantification of proteins and enrichment analysis. 
Normalization of raw peptide intensities, protein-level abundance inference, and 
differential expression analysis (log2 fold change and P values) were calculated 
with the open source R package MSstats version 3.3.10 (ref. 86). To ensure 
reproducibility, data were filtered to select for proteins identified in both biological 
replicas in at least one of the conditions compared. Differential expression values 
for proteins available in only one condition were estimated by imputation of the 
intensity values by random sampling from the lowest 20 normalized intensity 
values from the conditions in which proteins were not detected.

Gene Ontology (GO) enrichment analysis of biological processes was 
performed in Panther87. Data analysis and integration were carried out with the R 
language for statistical computing and graphics.

Directional RNA-seq. One microgram of DNase-treated RNA was depleted of 
rRNAs with a Ribo-Zero Gold rRNA Removal Kit (human/mouse/rat) according 
to the manufacturer’s instructions and purified postdepletion with a 1.6×  volume 
of AMPure XP beads. Barcoded directional RNA-seq libraries were then prepared 
with a TruSeq Directional Library Prep Kit (Illumina), according to the kit 
instructions. PCR products were purified with a 1.8×  volume of AMPure XP 
beads, and fragments of 300–500 bp were size-selected with BluePippin 2% M1 gels 
(Sage Scientific). Afterward, libraries were sequenced on the Illumina HiSeq 2500 
platform in 100-bp single-end-read run format.

RNA-seq. After adaptor removal with cutadapt88 and base-quality trimming to 
remove 3′  read sequences if more than 20 bases with Q < 20 were present, paired-
end reads were mapped to the human (hg38) reference genome with STAR89, 
and gene-count summaries were generated with featureCounts90. Raw-fragment 
(that is, paired-end read) counts were then combined into a numeric matrix, 
with genes in rows and experiments in columns and used as input for differential 
gene expression analysis with the Bioconductor Limma package91 after multiple 
filtering steps to remove weakly expressed genes. First, gene counts were converted 
to fragments per kilobase per million reads (FPKM) with the RSEM package92 
with default settings in strand-specific mode, and only genes with expression 
levels above 1 FPKM in at least 50% of samples were retained for further analysis. 
Additional filtering removed genes with fewer than 50 total reads across all samples 
or fewer than 200 nt in length. Finally, normalization factors were computed on the 
filtered data matrix with the weighted trimmed mean of M values (TMM) method 
followed by voom93 mean-variance transformation in preparation for Limma linear 
modeling. Data were fitted to a design matrix containing all sample groups and 
pairwise comparisons were performed between sample groups.

Termination ratio and intron/exon-ratio calculation. To quantify an increase 
in transcription beyond transcription termination sites at the 3′  ends of genes, we 
calculated a measure called the TR that compares the ratio between the average 
read coverage in 3′ -gene-flanking regions and the average read coverage per base 
pair of exonic sequence. We defined the 3′  flanking region between + 1 and  
+ 5,000 bp relative to most distal 3′  end of annotated transcripts for known genes. 
Analogously, to assess the accumulation of unprocessed transcripts that might be 
the result of a global defect in splicing, we also calculated an intron/exon transcript 
density ratio for all introns. This measure was defined as the average read coverage 
per bp in 5,000-bp intronic regions directly flanking an upstream exon, divided by 
the average read coverage of the upstream exon. Transcript densities in 3′ -gene and 
exon-flanking regions were calculated after exclusion of any regions overlapping 
annotated genes. The termination and intron/exon transcript density ratios are 
analogous to the TR, as described previously94.

Transcript isoform sequencing (iso-seq). RNA QC was performed with Qubit 
RNA HS Assay Kit (Thermo Fisher) and Agilent RNA Pico Kit protocols to assess 
the quantity and quality (RIN integrity) of the samples, respectively. Ribosomal-
RNA depletion was performed according to the instructions for the Thermo 
Fisher Scientific RiboMinus Transcriptome Isolation Kit, human/mouse. Magnetic 
beads were prepared by resuspension of the RiboMinus Magnetic Beads by 
thorough vortexing. For each sample, 250 μ l of the bead suspension was pipetted 
into a sterile tube. The tubes were placed on a magnetic rack for 1 min, and the 
supernatant was removed, discarded, and replaced with 250 μ l DEPC-treated 
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water. The tubes were placed on a magnetic rack for 1 min, and the supernatant 
was removed, discarded, and replaced with 250 μ L hybridization buffer. The tubes 
were placed on a magnetic rack for 1 min; the supernatant was removed discarded, 
and replaced; and samples were resuspended in 100 μ L hybridization buffer.  
The tubes were incubated at 37 °C until use. Hybridization was performed by 
combining 20 μ L of poly(A)-tailed total RNA, 4 μ L RiboMinus probe (100 pmol/μ L),  
and 100 μ L hybridization buffer. The tubes were incubated at 37 °C for 5 min. 
The tubes were placed on ice for 30 s and centrifuged. 124 μ L of the samples was 
transferred to the prepared RiboMinus Magnetic beads and mixed. The tubes were 
incubated at 37 °C for 15 min. The tubes were placed on a magnetic rack for 1 min. 
The supernatant was removed and transferred to a sterile tube. RNA QC was then 
repeated on each sample.

Isoform generation was performed according to the iso-seq template-
preparation instructions from Sequel Systems. The first-strand synthesis was 
performed by addition of 1–3.5 μ L 3′  SMART CDS primer IIA, 1–3.5 μ L RNA 
sample, and 0–2.5 μ L nuclease-free water, for a 4.5 total μ L volume. The tubes were 
mixed by pipetting, centrifuged briefly, and incubated in a hot-lid thermal cycler at 
72 °C for 3 min. The temperature was slowly ramped to 42 °C at 0.1 °C/s for 2 min. 
During the incubation step, the master mix was prepared by addition of 2 μ L 5×  
first-strand buffer, 0.25 μ L 100 mM DTT, 1 μ L 10 mM dNTP, 1 μ L 12 μ M SMARTer 
II A Oligonucleotide, 0.25 μ L RNase inhibitor, and 1 μ L SMARTScribe Reverse 
Transcriptase, for a total volume of 5.5 μ L per reaction. The master mix was heated 
at 42 °C for 1 min. Aliquots of 5.5 μ L master mix were added each reaction tube 
and mixed gently by pipetting, and the tubes were spun briefly. The tubes were 
incubated at 42 °C for 90 min. The reaction was terminated by heating of the tubes 
at 70 °C for 10 min. The first-strand reaction products were diluted by addition of 
90 μ L of PacBio elution buffer.

cDNA amplification was performed as follows. 24 ×  50 μ L PCR reactions 
were set up. Per sample, PCR master mix was prepared by addition of 240 μ L 5×  
PrimeSTAR GXL Buffer, 240 μ L diluted first-strand cDNA, 96 μ L of 10 mM dNTP 
mix for each nucleotide, 16 μ L 5′  PCR primer II A, 576 μ L nuclease-free water, and 
24 μ L 1.25 U/μ l PrimeSTAR GXL DNA polymerase. The samples were incubated at 
98 °C for 30 s; 15 cycles of 98 °C for 10 s, 65 °C for 15 s, 68 °C for 10 min; and a final 
extension at 68 °C for 5 min.

For PCR-product purification, the 12 ×  50 μ L PCR reactions were pooled, and 
the samples were purified with 1×  AMPure PacBio (PB), fraction 1. The remaining 
12 ×  50 μ L PCR reactions were pooled, and the samples were purified with 0.4×  
AMPure PacBio, fraction 2, according to the manufacturer’s protocol. The bead 
purifications were repeated on fractions 1 and fraction 2, 1×  and 0.4×  volume, 
respectively. cDNA QC was performed with a Qubit dsDNA HS Assay Kit (Thermo 
Fisher), and the quality was assessed with an Agilent cDNA 12K Kit, according to 
the manufacturers’ instructions. Equal molar quantities of the two fractions per 
sample were pooled and subjected to SMRTbell template preparation.

SMRTbell libraries were prepared according to the manufacturer’s protocol. 
DNA-damage repair was performed and was followed by end repair, blunt ligation 
of SMRTbell adaptors, and exonuclease III and IV digestion of any unligated 
material. SMRTbells were purified with 1×  AMPure PacBio (PB) beads and eluted 
in 30 μ L of PacBio elution buffer. The samples were transferred to a fresh tube. The 
concentration was determined with a Qubit dsDNA HS Assay Kit (Thermo Fisher), 
and the quality was assessed with an Agilent cDNA 12K Kit or HS Kit, according to 
the manufacturers’ instructions.

For sequencing, SMRTbell libraries were annealed to sequencing primer v3 
sequenced with 2.1 chemistry, and 10-h movies were collected on the Sequel 
system according to the manufacturer’s instructions. Further information on the 
usage of long-read sequencing can be found in ref. 95 and at https://www.pacb.com/
smrt-science/smrt-sequencing/.

Statistics and reproducibility. EBayes adjusted P values of RNA-seq data were 
corrected for multiple testing with the Benjamini–Hochberg method and used to 
select genes with significant expression differences. One representative western 
blot from of two independent experiments is shown in the main text. t-tests in 
MSstats were used to calculate P values in the proteomic analysis86. Growth-curve 
experiments were performed two times, and the results of one representative 
experiment are shown in the main text.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
RNA-seq data associated with this study are available through the Gene Expression 
Omnibus (GEO) data repository, accession number GSE103604. Source data for 
Fig. 2a,c and 3h,j are available in Supplementary Dataset 2. Data underlying the 
analysis in Fig. 4f are available in Supplementary Dataset 3. All other data are 
available upon reasonable request.
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All studies must disclose on these points even when the disclosure is negative.

Sample size All RNA-Seq experiments were performed in duplicate. The reproducibility between replicates was excellent, with r2 greater than 0.97. For 
Iso-seq experiments we profiled only one representative sample per group.

Data exclusions No data were excluded from the study.

Replication As described in the manuscript the reproducibility of our findings was assessed using different experimental approaches and methodologies.

Randomization Where relevant, samples were allocated randomly to experimental groups.

Blinding Investigators were not blinded

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, 
quantitative experimental, mixed-methods case study). 
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(e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving 
existing datasets, please describe the dataset and source.

Sampling strategy Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to 
predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale 
for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria 
were used to decide that no further sampling was needed.

Data collection Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, 
computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether 
the researcher was blind to experimental condition and/or the study hypothesis during data collection.

Timing Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample cohort.

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the rationale 
behind them, indicating whether exclusion criteria were pre-established.

Non-participation State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no 
participants dropped out/declined participation.

Randomization If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if 
allocation was not random, describe how covariates were controlled.

Ecological, evolutionary & environmental sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, 
hierarchical), nature and number of experimental units and replicates.

Research sample Describe the research sample (e.g. a group of tagged Passer domesticus, all Stenocereus thurberi within Organ Pipe Cactus National 
Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and 
any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, 
describe the data and its source.
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Sampling strategy Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size 
calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

Data collection Describe the data collection procedure, including who recorded the data and how.

Timing and spatial scale Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for 
these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which 
the data are taken

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, 
indicating whether exclusion criteria were pre-established.

Reproducibility Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to 
repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

Randomization Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were 
controlled. If this is not relevant to your study, explain why.

Blinding Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why 
blinding was not relevant to your study.

Did the study involve field work? Yes No

Field work, collection and transport
Field conditions Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

Location State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water 
depth).

Access and import/export Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and 
in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing 
authority, the date of issue, and any identifying information).

Disturbance Describe any disturbance caused by the study and how it was minimized.

Reporting for specific materials, systems and methods

Materials & experimental systems
n/a Involved in the study

Unique biological materials

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Unique biological materials
Policy information about availability of materials

Obtaining unique materials Describe any restrictions on the availability of unique materials OR confirm that all unique materials used are readily available 
from the authors or from standard commercial sources (and specify these sources).

Antibodies
Antibodies used listed in methods

Validation Abs for NS1 and SUMO were validated by overexpression of the target protein, omission of NEM or by using genetic controls 
(NS1 Ab was used on non infected cells). 
Ab were also validated in previous independent publications by our groups and others.
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Eukaryotic cell lines
Policy information about cell lines

Cell line source(s) ATCC

Authentication ATCC

Mycoplasma contamination We routinely check contamination using Mico Alert from Lonza. 
RNA-seq analysis also did not identify contamination, as determined by mapping reads to representative Mycoplasma 
reference genomes.

Commonly misidentified lines
(See ICLAC register)

Not applicable

Palaeontology
Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the 

issuing authority, the date of issue, and any identifying information).

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), 
where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new 
dates are provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Animals and other organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

Laboratory animals For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.

Wild animals Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals 
were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if 
released, say where and when) OR state that the study did not involve wild animals.

Field-collected samples For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, 
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Human research participants
Policy information about studies involving human research participants

Population characteristics Describe the covariate-relevant population characteristics of the human research participants (e.g. age, gender, genotypic 
information, past and current diagnosis and treatment categories). If you filled out the behavioural & social sciences study design 
questions and have nothing to add here, write "See above."

Recruitment Describe how participants were recruited. Outline any potential self-selection bias or other biases that may be present and how 
these are likely to impact results.

ChIP-seq
Data deposition

Confirm that both raw and final processed data have been deposited in a public database such as GEO.

Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links 
May remain private before publication.

For "Initial submission" or "Revised version" documents, provide reviewer access links.  For your "Final submission" document, 
provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.

Genome browser session 
(e.g. UCSC)

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to 
enable peer review.  Write "no longer applicable" for "Final submission" documents.
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Methodology

Replicates Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of 
reads and whether they were paired- or single-end.

Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone 
name, and lot number.

Peak calling parameters Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and 
index files used.

Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold 
enrichment.

Software Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a 
community repository, provide accession details.

Flow Cytometry
Plots

Confirm that:

The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).

All plots are contour plots with outliers or pseudocolor plots.

A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a 
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples 
and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell 
population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging
Experimental design

Design type Indicate task or resting state; event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial 
or block (if trials are blocked) and interval between trials.

Behavioral performance measures State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used 
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across 
subjects).

Acquisition

Imaging type(s) Specify: functional, structural, diffusion, perfusion.

Field strength Specify in Tesla

Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, 
slice thickness, orientation and TE/TR/flip angle.

Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.
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Diffusion MRI Used Not used

Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, 
segmentation, smoothing kernel size, etc.).

Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types 
used for transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. 
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and 
physiological signals (heart rate, respiration).

Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first 
and second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether 
ANOVA or factorial designs were used.

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference
(See Eklund et al. 2016)

Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte 
Carlo).

Models & analysis

n/a Involved in the study
Functional and/or effective connectivity

Graph analysis

Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial 
correlation, mutual information).

Graph analysis Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, 
subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, 
etc.).

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation 
metrics.
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