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CombFold: predicting structures of large 
protein assemblies using a combinatorial 
assembly algorithm and AlphaFold2

Ben Shor     & Dina Schneidman-Duhovny     

Deep learning models, such as AlphaFold2 and RosettaFold, enable 
high-accuracy protein structure prediction. However, large protein 
complexes are still challenging to predict due to their size and the 
complexity of interactions between multiple subunits. Here we present 
CombFold, a combinatorial and hierarchical assembly algorithm for 
predicting structures of large protein complexes utilizing pairwise 
interactions between subunits predicted by AlphaFold2. CombFold 
accurately predicted (TM-score >0.7) 72% of the complexes among the 
top-10 predictions in two datasets of 60 large, asymmetric assemblies. 
Moreover, the structural coverage of predicted complexes was 20% higher 
compared to corresponding Protein Data Bank entries. We applied the 
method on complexes from Complex Portal with known stoichiometry 
but without known structure and obtained high-confidence predictions. 
CombFold supports the integration of distance restraints based on 
crosslinking mass spectrometry and fast enumeration of possible complex 
stoichiometries. CombFold’s high accuracy makes it a promising tool for 
expanding structural coverage beyond monomeric proteins.

Most proteins function as multimolecular assemblies in the cells. 
There are on average a few dozen interactions per protein1–3. These 
assemblies perform important functions, such as energy transduc-
tion4, transport5 and signal transduction6. The determination of the 3D 
structures of these assemblies is critical for understanding their func-
tion and evolution, interpreting the effects of mutations, and potential 
applications in drug discovery. The large size of some assemblies and 
conformational heterogeneity pose challenges for traditional struc-
tural characterization techniques, such as X-ray crystallography and 
nuclear magnetic resonance spectroscopy. While progress has been 
made using cryo-electron microscopy (cryo-EM), high-throughput 
structure determination of large assemblies is still challenging.

Recently deep learning techniques greatly advanced our ability 
to predict high-accuracy protein structures. One of the most notable 
advancements was the release of AlphaFold2 (ref. 7) and RosettaFold8. 
While AlphaFold2 was designed to predict single-chain proteins, it 

can also apply to predict protein complexes using the same archi-
tecture. Soon after its release, several techniques were developed 
to use AlphaFold2 to predict multichain protein complexes—first 
by using a linker9 and later by offsetting the residue index10. Similar 
techniques were used for the training of AlphaFold-Multimer (AFM)11 
which is able to predict multimeric complexes with high accuracy using 
paired and padded multiple sequence alignment. On several pairwise 
protein–protein docking benchmarks AFM achieves a success rate of 
40–70% for complexes consisting of two to nine chains up to 1,536 in 
total length11–13.

However, AFM application for predicting structures of large 
assemblies is still challenging12,13. The first difficulty is the require-
ment for substantial resources, such as a graphical processing unit 
(GPU) with a large memory size. Currently, common GPUs have ~20 GB 
of memory, enabling the prediction of complexes up to 1,800 and 
3,000 amino acids for AFM version 2.2 (AFMv2) and AFM version 2.3 
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is applicable mainly to homomeric complexes with a success rate of 
~30%. In this Article, inspired by this work, we combine AlphaFold2 
with a deterministic combinatorial assembly algorithm17,34. Our new 
method, CombFold, uses a small number of pairwise subunit interac-
tions generated by AlphaFold2 for assembly instead of thousands 
generated by docking. The hierarchical and combinatorial assembly 
stage exhaustively enumerates possible assembly trees, maximizing 
the probability of correctly assembling the complex based on pairwise 
AlphaFold2 interactions. We validate our approach on two benchmarks 
of large heteromeric assemblies (up to 30 chains and 18,000 amino 
acids) and obtain a top-1 success rate of 62% and top-10 success rate 
of 72% (TM-score >0.7). Moreover, CombFold is able to increase the 
structural coverage by 20% relative to experimental structures in our 
benchmarks. Integration of distance restraints based on crosslinking 
mass spectrometry further increases the success rate. We also test 
the method on the benchmark of homomeric complexes used for 
MoLPC validation and obtain a top-1 success rate of 57%. CombFold 
successfully assembles six out of seven CASP15 targets with over 3,000 
amino acids (Supplementary Note 1 and Supplementary Fig. 1). We 
apply the method on a set of complexes with known stoichiometry and 
without known structure from Complex Portal36 and obtain confident 
predictions.

Results
Overview of CombFold
The input to CombFold is the subunit sequences and optionally distance 
restraints, the output is a set of assembled structures. A subunit can be 
a single chain or a domain. The approach is based on combinatorial and 
hierarchical assembly via pairwise interactions. In principle, there is no 
limitation on complex size, as the complex can be divided into subunits 
suited for the GPU memory limit, and our current implementation 
supports up to 128 subunits. CombFold works in three major stages: 
(1) generation of pairwise subunit interactions by AFM, (2) creation of 
a unified representation of subunits and interactions, and (3) combi-
natorial assembly of subunits (Fig. 1).

In the first stage, we apply AFM to all possible subunit pairings. 
Following this, we create three additional AFM models for each subunit, 
ranging in size from three to five subunits, that include subunits with 
which the given subunit had the highest confidence-scored predicted 
pairwise interactions (Methods). The underlying concept is that some 
groups of more than two subunits form intertwined structures, and 
therefore all of them should be predicted as a single model by AFM 
(Methods).

In the second stage, to prepare input for the third assembly stage, 
a single representative structure for each subunit is selected and the 
transformations between representative subunits are calculated. This 
is required since there are multiple AFM structures for each subunit 
from pairwise AFM runs and their enumeration during the assembly 
stage is intractable. The representative subunit structures are extracted 
from the predicted modeled subcomplexes according to the maximal 
average predicted local Distance Difference Test (plDDT) score for this 
subunit. Next, we use all interacting subunit pairs (Cα–Cα distance 
<8 Å) from AFM models to extract pairwise transformations (rotation 
and translation in 3D) between their representative structures in the 
global reference frame. The representation of the input by representa-
tive subunit structures and transformations between them enables us 
to apply the combinatorial assembly algorithm with AFM interactions 
instead of docking-based ones. Each transformation is coupled with a 
score based on AFM’s predicted aligned error (PAE) score (Methods).

In the third stage, we use N representative subunit structures, 
the pairwise transformations between them and, optionally, distance 
restraints for the hierarchical and combinatorial assembly of the entire 
complex. Distance restraints can originate from crosslinking mass spec-
trometry, FRET or other sources of information37–40. If a protein chain is 
divided into subunits (for example, domains), distance constraints are 

(AFMv3), respectively. We estimate that in a few years GPU cards with 
sufficient memory will become widely available. However, as AFM 
memory usage increases roughly quadratically with the number of 
amino acids7, this currently limits the practical capability of many 
researchers to predict structures of large size, leaving many macro-
molecular complexes without a structure prediction. The second 
difficulty is sampling with a large number of restraints: as the number 
of chains and amino acids increases, the number of residue–residue 
contacts and distance restraints to optimize increases as well, making 
it harder for the model to converge to accurate structures. Large, mul-
timolecular complex prediction is an out-of-domain inference setup 
for AFM since it was trained only on cropped regions and thus is not 
expected to perform well. The third difficulty is that AFM converges to 
a single (sometimes incorrect) structure (for each of the five available 
trained models) and it is highly challenging to obtain a diverse set of 
predictions for the same target14.

Prior to the deep learning revolution, methods developed for the 
assembly of multiprotein complexes could be divided into two main 
categories. The first category is integrative modeling methods that 
mainly rely on experimental data15,16, and the second is docking-based 
methods that rely on pairwise protein–protein docking17–19. Integrative 
modeling methods rely on information from multiple sources, such as 
crosslinking mass spectrometry, Förster resonance energy transfer 
(FRET), co-evolution, cryo-EM and small-angle X-ray scattering to com-
pute models. This information is converted into spatial restraints and 
combined into an integrative modeling approach20,21, using specialized 
software packages22–24 to generate a set of structural models that are 
consistent with it. The integrative modeling workflow iterates through 
four stages that convert input information into an output model:  
(1) gathering data, (2) scoring (representing and translating the data 
into spatial restraints), (3) sampling, and (4) validating the model15,22. 
The sampling of candidate models is often performed by global 
data-driven optimization algorithms, such as Monte Carlo or genetic 
algorithms. The input information contributes to a scoring function, 
either for ranking or filtering generated structural models or for 
directly guiding the sampling process. Integrative structure mod-
eling is applicable to large and heterogeneous systems25, such as the 
~52 MDa nuclear pore complex26. AlphaLink27 was developed recently 
to support such sampling with distance restraints using AlphaFold2.

The second category of docking-based methods predominantly 
rely on pairwise protein–protein docking for the prediction of com-
plexes28–31 and do not require additional input information. In pair-
wise docking, the two input proteins are docked to one another using 
geometric shape and physicochemical complementarity. The main 
problem is that they sample thousands of docked configurations. 
While the correct ones are usually sampled, it is difficult to rank them as 
top-scoring. Typically, pairwise docking methods succeed in ranking a 
correct model among the top-10 best scoring in 25–40% of the cases32,33. 
This low accuracy further complicates the multiprotein assembly 
stage, where methods have to consider a large number of pairwise 
protein–protein docking models. For example, Multi-LZerD18 builds 
the multimolecular assembly by applying a stochastic search driven by 
a genetic algorithm. Kuzu et al.19 construct the multimolecular complex 
iteratively, where a single subunit is added to the subassembly in each 
iteration. The CombDock method is hierarchical and combinatorial17,34. 
The complexes are constructed hierarchically by generating subas-
semblies of two or more subunits. At each stage, subassemblies are 
connected using pairwise docking configurations between subunits. 
Due to multiple possible hierarchical assembly pathways, the algorithm 
combinatorially enumerates assembly trees. Since the algorithms used 
for docking and scoring pairwise interactions have low accuracy, it is 
difficult to reach high accuracy in multisubunit docking.

The recently developed MoLPC method relies on AlphaFold2 to 
produce configurations for pairs and triplets of chains and assem-
ble them using Monte Carlo Tree Search35. However, the approach 
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added to enforce sequence connectivity. This combinatorial assembly 
stage consists of N iterations, where in the ith iteration we construct K 
subcomplexes of size i. The value of K has to be large enough to contain 
a variety of subcomplexes. Subcomplexes of size i are constructed from 
pairs of previously computed subcomplexes of size 1 to i − 1. For exam-
ple, a subcomplex of size i can be computed by merging subcomplexes 
of size 3 and i − 3. We attempt to merge a pair of subcomplexes if they 
do not have any shared subunit and the joint number of subunits is i. 
During the merge, new subcomplexes are generated by iterating all 
subunit pairs (one from each subcomplex) and applying known trans-
formations between those two subunits on the entire subcomplexes. 
Next, we discard generated subcomplexes with major steric clashes or 
chain connectivity violations. Distance restraints satisfaction is cal-
culated, and low-scoring subcomplexes are also discarded (Extended 
Data Fig. 1). The remaining subcomplexes are clustered and scored on 
the basis of the score of transformations that were used, and the top K 
subcomplexes are saved for the next iterations.

The model confidence score produced by our method is based 
on the AFM PAE score. Each pairwise interaction (represented by a 
transformation) has a PAE-based score (Methods). The confidence 
of an assembled structure is a weighted score of the transformations 
that were used for assembly, where the weight is proportional to the 
sizes of the subunit subsets that were merged by each transformation.

Benchmark datasets. We tested the method on four benchmark data-
sets (Table 1 and Supplementary Note 2). We generated a Benchmark 
1 dataset aimed to test the method on large heteromeric complexes. 
Structures with many unique chains usually do not contain notable 
symmetry which makes them more challenging for assembly, since 
many different pairwise interactions need to be found and combined. 
Benchmark 1 contains 35 structures with 5 to 20 chains and at least 5 
unique chains per complex, consisting of 1,300 to 8,000 amino acids 

(Extended Data Fig. 2a). This dataset includes only complexes released 
after April 2018, which AFMv2 was not trained on. Benchmark 2 dataset 
was generated similarly to Benchmark 1 to test the recently released 
AFMv3. It contains 25 complexes with 5–30 chains and 2,000–18,000 
amino acids (Extended Data Fig. 2b) that were not in the training set of 
AFMv3 (released after September 2021). Benchmark 3 dataset was used 
for benchmarking the MoLPC approach35. It contains 153 complexes 
ranging between 500 and 10,000 amino acids with 10–30 chains per 
complex. This dataset contains mainly symmetric homomers (98 com-
plexes consisting of one unique chain and 27 consisting of two unique 
chains). Finally, Benchmark 4 dataset contains seven CASP15 targets 
with more than 3,000 amino acids.

Accuracy assessment. To evaluate the accuracy of the modeled struc-
tures we rely on the TM-score41 which assesses the global accuracy of the 
complex, similar to CASP and MoLPC35. Similarly to CAPRI assessment42, 
a model is considered acceptable quality if the TM-score is above 0.7 
and high quality if the TM-score is above 0.8. The success rate is meas-
ured as a fraction of the benchmark complexes with acceptable- or 
high-quality models among the top-N best-scoring predictions.

Accuracy on Benchmark 1 (heteromers). We obtain a top-1 success 
rate of 60% for CombFold on this benchmark, accurately modeling 21 
out of 35 complexes (Fig. 2a) with TM-score >0.7. High-quality top-1 
models are produced for 14 complexes (40%). When considering the 
top-10 models, the success rate is 74%. Importantly, the predicted 
confidence correlates with the TM-score (Pearson r = 0.57, Fig. 2b), indi-
cating that it can be used to estimate model accuracy. To determine to 
which extent the success rate depends on the ability of AFM to produce 
accurate models for pairwise interactions, we calculate the pairwise 
connectivity (Methods). As expected, the pairwise connectivity cor-
relates with the TM-score (Pearson r = 0.48, Fig. 2c).

Subunit sequences:

All pairs

…

(3) Combinatorial assembly of subunits

(1) Generation of pairwise subunit interactions

Larger subsets (3–5 subunits, <1,800 amino acids)

…

Extract representative structures Compute pairwise transformations

 T = T2   T1
−1

…

(2) Unified representation

T1 T2

Fig. 1 | The three stages of the CombFold assembly algorithm. The input is the 
sequences of the subunits in the complex. (1) Structure prediction of all pairwise 
and some larger subunit subsets using AFM. (2) Selection of representative 
subunit structures out of all predicted structures, followed by computation 
of all pairwise transformations present in predicted structures relative to 

the representative structures. (3) Combinatorial and hierarchical assembly 
of subunit structures using the computed pairwise transformations. In each 
iteration, new subcomplexes are assembled using a pairwise transformation to 
join two previously created subcomplexes.
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We compare CombFold to an end-to-end AFM on all the Bench-
mark 1 complexes using the A100 GPU card with 40-GB memory. AFM 
succeeded in producing at least one result for 17 out of 35 complexes 
with up to 3,700 amino acids. Of these, ten complexes were modeled 
with acceptable or high quality, resulting in success rates of 26% and 
29% for top-1 and top-5 results, respectively (Fig. 2a,d).

The largest complex assembled by CombFold was eIF2B:eIF2 
(Protein Data Bank (PDB) 6I3M, Fig. 2e), which could not be assembled 
directly with AFM. The CombFold model contains a structural coverage 
for 6,114 amino acids with plDDT above 50 out of a total of 7,486. In com-
parison, the experimental cryo-EM structure covers only 4,680 amino 
acids. The addition of over 1,500 amino acids contains six well-folded 
domains. This example demonstrates the ability of CombFold to com-
plete unresolved fragments in experimental structures. On average, 
each assembled complex in this Benchmark contained 20% more amino 
acids compared to the corresponding PDB entry. GID E3 ubiquitin ligase 
complex is another example where an additional domain is missing 
in the experimental structure (PDB 6SWY, Fig. 2f) and is predicted by 
CombFold with high plDDT. The complex is assembled with a TM-score 
of 0.83 compared to AFM, which produces a model with a TM-score 
of 0.53. In contrast, the multiple resistance and pH adaptation (Mrp) 
complex (PDB 7D3U, Fig. 2g) is assembled with higher accuracy by AFM 
(TM-score 0.97 versus 0.67 for CombFold). This is due to the fact that 
the orientation between the two domains in the largest subunit was 
not accurately predicted in the representative structure chosen for 
assembly (Fig. 2g, light blue).

Accuracy on Benchmark 2 (heteromers). This benchmark was gen-
erated to test CombFold against the recently released AFMv3. We also 
used AFMv3 to predict the pairwise subunit interactions for CombFold 
(instead of AFMv2 in Benchmark 1). The performance on this dataset 
is comparable to Benchmark 1 (Extended Data Fig. 3), with top-1 and 
top-5 success rates of 64% and 68%, respectively. In comparison, the 
top-1 success rate of AFMv3 is 36%. The fraction of high-quality top-1 
models is higher on this Benchmark (52% versus 40% for Benchmark 1),  
indicating that AFMv3 produces pairwise interactions with higher 
accuracy (Extended Data Fig. 4), perhaps due to the higher number 
of recycles and larger training set. To further validate CombFold, we 
used this Benchmark for comparison to RosettaFold2 (ref. 43). Roset-
taFold2 was not able to assemble most complexes (21/25), and among 
the assembled four complexes, only one had an acceptable-quality 
model among the ten predicted structures, which translates to a suc-
cess rate of 4% (Extended Data Fig. 3a).

While TM-score is a measure of global accuracy, to assess the accu-
racy of subunit interfaces, we calculate the interface contact similarity 
(ICS) score44 that is also used in the CASP/CAPRI complex assessment. 
Similarly to the TM-score, ICS values are in the range of 0–1; however, 
the ICS scores are usually lower compared to TM-scores, indicating that 
a model with high global accuracy may still have low-quality interfaces 

and contacts. We find that CombFold top-1 models have variable ICS 
scores (Extended Data Fig. 3e). Moreover, AFM models have higher 
scores compared to CombFold. The lower ICS scores of CombFold 
can be attributed to the usage of representative subunit structures 
instead of the ones produced by pairwise AFM. In addition, some of 
the interfaces in the CombFold models are not a result of pairwise AFM 
prediction, but a by-product of the assembly process, and therefore 
have lower quality.

We examine whether the interface quality of CombFold models is 
sufficient for predicting dissociation constants (kD) between subunits. 
Because experimentally measured kD values are not available for the 
whole Benchmark, we compare the kD values predicted by PRODIGY45 
from the interfaces in experimental structures to the kD values pre-
dicted from the interfaces in the top-1 model of CombFold. We find a 
strong correlation (Spearman r = 0.55, Extended Data Fig. 3f), indicat-
ing that despite lower ICS scores, CombFold models are sufficiently 
accurate for estimating kD.

Integration of experimental data. Integrative structure modeling is 
often used to determine the structures of large macromolecular assem-
blies using information from a variety of sources, such as crosslink-
ing mass spectrometry, cryo-EM or bioinformatics analysis22,26,46–48. 
The information is used for scoring and sampling models to produce 
structures that are consistent with the available data. Here we add to 
CombFold support for integrating information about known physical 
interactions between subunits and distance restraints that originate 
from crosslinking mass spectrometry. This type of information can be 
obtained for individual complexes in vitro or for multiple assemblies 
identified from in situ experiments49–52. AFM does not currently support 
the integration of this type of data. Recently, AlphaLink27 was developed 
to add distance restraints support to AlphaFold2/OpenFold as a bias to 
residue–residue contacts, similar to template support in AlphaFold2. 
This method requires subsampling of multiple sequence alignment 
to give more weight to distance restraints and is currently applicable 
for complexes with less than 3,000 amino acids53. The advantage of 
CombFold is that it can integrate additional information during the 
assembly stage (Methods).

We apply CombFold with distance restraints for human mitochon-
drial translocase TIM22 (PDB 7CGP), a Benchmark 1 case, for which 
both CombFold and AFM failed to produce an accurate prediction 
(TM-score of 0.57 and 0.67, respectively). We used crosslinking mass 
spectrometry experiment for this complex54 to compile a set of 12 
distance restraints. We also divided the chains into two groups for 
assembly (Methods), based on a known structure of a subcomplex of 
TIM9 and TIM10 (PDB 2BSK). The resulting model is of high quality with 
a TM-score of 0.85 (Fig. 2h).

To further examine the contribution of crosslinking mass spec-
trometry data, we simulated crosslinks for Benchmark 2 (Methods) 
and compared the performance of CombFold with and without input 

Table 1 | CombFold evaluation benchmarks

Benchmark Complex type Number of 
complexes

Number of 
chains

Number of 
amino acids

Top-1 success rate 
of CombFold

Top-10 success 
rate of CombFold

Top-1 success rate 
of AFM or MoLPC

1 Asymmetric complexes (released 
after AFMv2 training)

35 5–20 1,300–8,000 60% 74% 26% (AFMv2)

2 Asymmetric complexes (released 
after AFMv3 training)

25 5–30 2,000–
18,000

64% 68% 36% (AFMv3)

3 Mostly homomers and symmetric 
complexes

153 10–30 600–10,000 57% 58% 28% (MoLPC)

4 CASP15 targets (>3,000 amino 
acids)

7 1–27 3,000–8,000 57–86%a 57–86% 43% (AFM, MoLPCb)

The success rate is defined as the fraction of benchmark cases with a model with a TM-score above 0.7 among the top-N best-scoring predictions. aFor CASP15 targets the fully automated 
CombFold had a success rate of 57%. Manual subdivision of proteins into domains led to an increased success rate of 86%. bWe compared CombFold to CASP15 submissions of the Elofsson 
group that used AFM and MoLPC.
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Fig. 2 | Accuracy of CombFold on Benchmark 1. a, The top-N (N = 1, 5, 10) success 
rate of CombFold (blue) and AFM (orange). AFM produces only five predictions. 
b, Predicted confidence versus the TM-score for CombFold. c, Success rate of 
AFM in producing pairwise interactions as measured by the pairwise connectivity 
versus the TM-score of the models produced by CombFold. d, TM-score of AFM 
models versus CombFold models. e, eIF2B:eIF2 complex: CombFold model (left) 
and cryo-EM structure (right). The model contains over 1,500 additional amino 

acids (marked with red circles). f, GID E3 ubiquitin ligase complex: high-quality 
CombFold model (left), cryo-EM structure (middle) and inaccurate AFM model 
(right). g, Multiple resistance and pH adaptation (Mrp) complex: inaccurate 
CombFold model (left), cryo-EM structure (middle) and high-quality AFM model 
(right). h, Human mitochondrial translocase TIM22: high-quality model by 
CombFold, integrating experimental crosslinking data (left), cryo-EM structure 
(middle) and inaccurate AFM model (right). Crosslinks are shown as blue lines.
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crosslinks (Extended Data Fig. 3c,d). Integrating crosslinks increased 
the top-1 success rate to 76% (compared to 64% without crosslinks). We 
compared CombFold to AlphaLink53 and HADDOCK55 with the same set 
of crosslinks and obtained a success rate of 8% and 4%, respectively 
(Extended Data Fig. 3c,d).

Accuracy on Benchmark 3 (mostly homomers). We obtain a top-1 
success rate of 57% on this benchmark, accurately modeling 87 out 
of 153 complexes (Fig. 3a and Table 1). Moreover, most of the suc-
cessful predictions (75 out of 87) are of high quality (TM-score >0.8). 
When top-10 predictions are considered, the success rate is 58% and 
82 out of 89 are of high quality. The higher fraction of complexes with 

high-quality models compared to heteromeric Benchmarks 1 and 2 
demonstrates the challenge of assembling heteromeric complexes 
with high accuracy where multiple intersubunit orientations need to 
be optimized simultaneously. The predicted confidence correlates 
with the TM-score (Pearson r = 0.44, Fig. 3d). Moreover, the accuracy of 
CombFold does not decrease with an increase in complex size (Pearson 
r = −0.09, Fig. 3e).

CombFold success rate correlates with the success of AFM in pro-
ducing structures of pairwise interactions as measured by the pairwise 
connectivity (Pearson r = 0.79, Fig. 3f). This correlation is higher than 
for Benchmark 1 complexes, as in the assembly of homomeric struc-
tures, CombFold relies mainly on one or two pairwise interactions.  
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Fig. 3 | Accuracy of CombFold on Benchmark 3. a, The top-N (N = 1, 5, 10) 
success rate of CombFold (blue) and MoLPC (orange). b, Top-1 success rate for 
homomers and heteromers. c, TM-score comparison for CombFold and MoLPC. 
d, Predicted confidence versus the TM-score for CombFold. e, The number of 
complex amino acids versus the top-1 TM-score. f, The success rate of AFM in 
producing pairwise interactions as measured by the pairwise connectivity versus 
the TM-score. g, High-quality model of F1-ATPase (top) versus the X-ray structure 

(bottom). CombFold prediction contains 159 additional amino acids  
that are not modeled in the X-ray structure, providing full structural coverage.  
h, Acceptable-quality model of Erwinia ligand-gated ion channel in complex with 
nanobodies (top) versus X-ray structure (bottom). The channel is accurately 
modeled; however, the location of nanobodies is incorrect. i, Incorrect model of 
zinc resistance-associated protein from Salmonella enterica (top) versus X-ray 
structure (bottom).
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As a result, CombFold accuracy is limited by the reported success rate of 
~60% for AFM in predicting pairwise protein–protein interactions11–13. 
In contrast, in the assembly of heteromeric structures, multiple pair-
wise interactions are considered, and pairwise interaction can form 
indirectly even if it is not predicted correctly by AFM. Therefore, the 
success rate of CombFold on heteromeric complexes is higher (Table 1  
and Fig. 2). While heteromeric complexes are asymmetric by defini-
tion, they can include local symmetry resulting from multiple copies 
of one or more subunits56. Benchmark 3 contains four fully asymmetric 
complexes (without multiple subunit copies) and CombFold was able to 
assemble three with acceptable quality. The performance of CombFold 
on asymmetric structures is assessed on Benchmarks 1 and 2, which are 
almost entirely asymmetric (Extended Data Fig. 2).

For comparison, the top-1 success rate of MoLPC on Benchmark 3 
is 28% and top-10 is 31% (Fig. 3a,c)35. This difference is attributed to our 
utilization of multiple AFM models and the assembly algorithm that 
performs a more exhaustive combinatorial and hierarchical search 
compared to the Monte Carlo Tree Search used by MoLPC. When Bench-
mark 3 complexes are divided into homomers and heteromers, there 
is no significant difference for our method, while there is a gap in favor 
of homomers for MoLPC (Fig. 3b).

Application for predicting complexes without known structure. 
Complex Portal is a database that contains manually curated informa-
tion on stable macromolecular complexes36. We queried the database 
for all complexes with over 5,000 amino acids, known stoichiometry, 
and without homology to any experimentally determined structure 
(Methods) to obtain 28 complexes from three organisms (Homo sapi-
ens, Mus musculus and Saccharomyces cerevisiae). High-confidence 
structures were found for seven complexes (Extended Data Figs. 5 
and 6).

One of the high-confidence predictions is the human Elongator 
holoenzyme complex, which consists of six proteins, Elp1–6, two copies 
of each. A dimer of Elp123 subunits interacts with the Elp456 subcom-
plex. Partial homologous structures of S. cerevisiae are available, with 
larger subcomplexes published recently57. The structure predicted 
by CombFold is consistent with the published homologous structure 
(Extended Data Fig. 5a,b). Moreover, the predicted structure can be 
used to explain the effect of mutations. We extracted all the pathogenic 
mutations from ClinVar58 (Supplementary Table 2) and classified them 
on the basis of the predicted structure into those that could disrupt 
protein core or protein–protein interactions (Extended Data Fig. 5c,d).

Stoichiometry prediction. The major obstacle to applying our method 
to known interactions and complexes is the need for stoichiometry 
information. Our assembly algorithm can be applied to a set of subunits 
without stoichiometry using the AFM-predicted representative struc-
tures and pairwise interactions as follows. Different stoichiometries can 
be enumerated using the same AFM models as an input and the confi-
dence prediction can be used to estimate the correct stoichiometry. 

This enables us to perform the resource-intensive AFM calculation once 
and sample possible stoichiometries with the fast assembly algorithm.

Here we present two examples of this application. The first is the 
complex of mitochondrial ATP synthase with bound native cardiolipin 
that contains ten copies of ATP synthase subunit c forming a symmetri-
cal cylinder (Fig. 4a). We used CombFold to predict complexes with 14 
stoichiometries: 2–15 copies of subunit c and the correct number of  
copies for all the other subunits. There is a significant increase in pre-
dicted confidence for assemblies with 10, 11 and 14 copies of subunit c  
(Fig. 4b), indicating that confidence can be used to narrow down the 
set of possible stoichiometries.

Another example is the PelC dodecamer from Paraburkholderia 
phytofirmans. This is a symmetrical complex composed of 12 copies of 
lipoprotein (Fig. 4c). We applied CombFold to predict complexes with 
14 stoichiometries (2–15 copies of the PelC subunit). For 13 or more cop-
ies no structure could be assembled without major steric clashes. There 
is a spike in the predicted confidence for assemblies with 11 or 12 copies 
(Fig. 4d). This demonstrates not only that confidence is an indicator 
of stoichiometry, but that the ability to assemble is another indicator.

Discussion
We present an approach to predict the structure of large multisubu-
nit protein complexes based on substructures predicted by AFM for 
pairs or larger subsets of input subunits. Our method is powered by 
the combinatorial assembly algorithm that exhaustively enumerates 
best-scoring assembly trees resulting in accurately predicted assem-
blies. Moreover, information that can be converted into distance 
restraints, such as crosslinking mass spectrometry datasets, can be 
integrated into the assembly algorithm for higher accuracy (Extended 
Data Fig. 3c,d). We validate the approach on four datasets with top-10 
success rate of 57–74% for both homomeric and heteromeric assemblies 
(Figs. 2 and 3, Table 1, Extended Data Fig. 3 and Supplementary Note 1). 
Moreover, CombFold is able to extend by 20% the structural coverage 
of experimentally solved large complexes where the modeled structure 
often does not fully cover the sequences. This enables the application 
of CombFold to extend the coverage of solved structures.

Most complexes could be assembled by CombFold using single 
chains as subunits. However, for some complexes, dividing chains into 
domain-level subunits is beneficial for correct assembly, such as CASP15 
targets H1137 and T1169. While our method supports domain-level 
assembly, the decision of whether to split into domains is left to the 
user. Subcomplexes are often known based on prior knowledge or can 
be inferred from single-chain structures, such as intertwined domains 
in CASP targets H1137 and H1114. In these cases, our method can enforce 
the specific assembly order to compute the known subcomplexes fol-
lowed by the generation of the whole assembly.

Currently, our success rate is limited by the ability of AFM to pro-
duce pairwise subunit interactions (Figs. 2c and 3f). In this regard, 
approaches that enhance the AFM sampling by enabling dropout at 
inference can be useful14,59. Additional pairwise orientations might 
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Fig. 4 | Stoichiometry prediction. a, A structure of mitochondrial ATP synthase 
with bound native cardiolipin (PDB 6TDX). Circled is a symmetrical structure 
formed from ten copies of subunit c. b, CombFold predicted confidence as a 
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be obtained from pairwise docking methods28,31,60 as in the original 
CombDock method17. This will enable us to further increase the suc-
cess rate of our method.

We compare CombFold to other complex structure prediction 
methods. Docking-based methods such as HADDOCK55 are unable to 
predict large complexes35 (Extended Data Fig. 3c). When compared to 
the Monte-Carlo Tree Search assembly (MoLPC) that is mainly appli-
cable to homomeric complexes, our combinatorial algorithm doubles 
the success rate from ~30% to ~60% (Fig. 3a,b). This improvement is 
particularly significant for heteromeric complexes, where the larger 
number of subunit combinations leads to an increased number of pair-
wise interactions. The superior performance of CombFold compared 
to MoLPC can be attributed to several factors. First, by employing a 
more exhaustive combinatorial assembly algorithm, and implementing 
clustering during assembly, we are able to better enumerate the many 
possible interactions between subunits, resulting in a higher number 
of accurate assemblies. Second, the enumeration process of CombFold 
is more strongly based on the confidence score of each transforma-
tion, which correlates with accuracy (Extended Data Fig. 7a–e), and  

therefore, CombFold is able to select the more confident and accurately 
predicted interactions (Extended Data Fig. 7f). Third, the usage of a 
unified representation results in each subunit model being the most 
confident AFM-generated model of this subunit, which results in an 
overall more accurate complex structure. Lastly, implementation 
details such as a more relaxed steric clashes filtering stage, and AFM 
prediction for groups of more than three subunits efficiently, can be 
more effective when implementing assembly-based methods.

We also compare CombFold to end-to-end AFM, which is consid-
ered state of the art for predicting entire complexes. We find that AFM is 
still limited compared to assembly methods by the maximal total length 
of the complex and lack of diversity in the generated structures. Most 
complexes that are accurately predicted by AFM are also accurately 
assembled by CombFold based on the pairwise interactions from AFM 
(Fig. 2d). Two primary reasons account for CombFold’s superior perfor-
mance compared to AFM. First, the stage that generates pairwise subunit 
interactions enables us to find a higher number of accurately predicted 
pairs. For example, for the early Pp module assembly intermediate of 
complex I, we find six pairwise interactions of acceptable quality (DockQ 
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>0.23, Fig. 5a). As a result in the assembly stage, several assembly path-
ways are possible because only four pairwise interactions that produce 
a spanning tree of all subunits are needed to assemble the complex. In 
contrast, AFM applied on the whole complex correctly predicts only 
three pairwise interactions (Fig. 5b). Second, even if the pairwise inter-
action was not predicted correctly by AFM, it can still form during the 
assembly process (Fig. 5d, subunits iii–v). This also applies to other 
end-to-end (single step) methods, such as RosettaFold2 and AlphaLink.

While some complexes assemble into stable structures, others are 
dynamic and exist in multiple states. The heterogeneity can be both 
compositional with subunits that interact transiently or conforma-
tional with flexible proteins or a combination of both61. Addressing this 
heterogeneity is still challenging. For example, compositional hetero-
geneity can be addressed similarly to stoichiometry by enumerating 
compositions during assembly. The conformational heterogeneity is 
currently addressed based on additional structural information, such 
as cryo-EM62–64, cryo-electron tomography65, crosslinking mass spec-
trometry66 and single-molecule FRET67. The Bayesian approach that 
can account for most sources of uncertainty in data without overfitting 
is often used for determining structural ensembles68. This approach 
estimates the probability of a model, given information available about 
the system, including both prior knowledge and newly acquired experi-
mental data. It was successfully integrated into data-driven MD simula-
tions and adopted for multiple types of data, including cryo-EM density 
maps62 and contact or distance information from multiple sources69. 
Our current implementation can integrate distance-based informa-
tion into the assembly stage and generate multiple models that are 
consistent with the data. Moreover, models generated by CombFold 
can be used as starting points for generating dynamic ensembles using 
data-driven simulation approaches, such as CryoFold70,71.

Large datasets of experimentally observed protein–protein inter-
actions and assemblies are available from Complex Portal, Corum and 
STRING36,72,73. In addition, crosslinking mass spectrometry is providing 
large datasets of interactions74. These datasets can be used by Comb-
Fold, including crosslinks that can be converted into distance restraints 
and integrated into the assembly stage. While the major bottleneck in 
applying assembly methods on these datasets is unknown stoichiom-
etry, we demonstrate that our approach can be extended to enumerate 
stoichiometries (Fig. 4) and we plan to further develop this capability 
to enable the assembly of complexes without known stoichiometry.
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Methods
CombFold method
Definition of subunits. A subunit is a sequence that can be either an 
independent chain of the complex or a part of a chain (for example, a 
certain domain). Sometimes it is necessary to divide a chain into a num-
ber of subunits—either because the chain is too long to be predicted 
by AFM or because domains are connected by a long linker and are not 
in spatial proximity. In case a chain is too long for modeling with other 
chains, or if it is known to contain a long inter-domain linker, it is best 
to divide it into structural domains based on predicted disordered 
regions using tools, such as IUPred3 (ref. 75).

In Benchmark 4, each subunit was defined as a single chain 
according to definitions supplied by CASP. The two targets that 
are long single chains (T1165 and T1169) were divided into subunits 
according to IUPred3 (ref. 75). The predicted disordered regions 
connecting the domains were not included in the prediction. In all 
other benchmarks a full chain was used as a subunit as defined in the 
SEQRES segment of the PDB entry for almost all cases. Due to a high 
number of long chains in Benchmarks 2 and 3, we opted for a simple 
split procedure without relying on predicted disorder regions. In 
Benchmark 2, long chains in five complexes (PDBs 8HIL, 8F50, 8ADL, 
8A3T and 7OZN) were divided into subunits evenly until every subunit 
pair could be predicted by AFMv3. In Benchmark 3, long chains in two 
complexes (PDBs 1I50 and 6KWY) were divided into two subunits, one 
containing the first 1,000 amino acids and the other with the rest. 
For Complex Portal predictions, the UniProt sequences were divided 
similarly to Benchmark 2.

AlphaFold2 structure prediction. In the first stage, we run AFM on 
each possible pairing of the subunits. Proteins, both homomers and 
heteromers, have the ability to create intertwined structures where 
the interacting chains exchange small segments or compact protein 
substructures. These interactions can result in a wide range of quater-
nary arrangements, including dimers, or higher-order oligomers76. To 
account for this, AFM prediction is applied for larger subsets of three 
to five subunits as follows. For each subunit, we select the most likely 
interacting subunits based on the pairwise PAE interaction score and 
use them to build larger subsets (Methods). Here we limit our calcula-
tions to the total length of input sequences of 1,800, which can be run 
on standard GPUs.

AlphaFold2 runs were performed using ColabFold77 with default 
parameters (without templates), producing five structures per run. 
Subunits were inputted as separate chains. For Benchmarks 1 and 3, 
we used AFMv2 and AlphaFold-ptm to obtain ten structural mod-
els. For comparison to CombFold on Benchmark 1, only end-to-end 
AFMv2 was used. For Benchmark 2, CASP15 and Complex Portal 
predictions, we used AFMv3 only, as it was not trained on these tar-
gets. CombFold predictions on Benchmark 2 were compared to 
end-to-end AFMv3.

Extracting representative subunit structures. Each subunit struc-
ture from AFM predictions is ranked on the basis of the mean plDDT 
score using all predicted structures from AFM runs for pairs and larger 
subsets. The structure with the maximal score is selected as the ‘repre-
sentative subunit structure’ for the assembly stage. Additional criteria 
were examined as possible ranking scores including the average PAE 
score for the structure, the maximal plDDT or the interaction score with 
other subunits in AFM prediction. There were no significant differences 
between the described possibilities; the mean plDDT, which is easy to 
calculate and more widely used, was chosen.

Computing pairwise transformations. The method computes for each 
pair of subunits a list of possible transformations between them based 
on their interaction models from AlphaFold2. All pairs of subunits are 
extracted from multisubunit predictions. For each pair, if it is interacting 

(Cα–Cα distance <8 Å), the transformation between the subunits is 
calculated. We can mark the predicted interacting structure for two 
subunits A and B, and two representative structures for those subunits 
A′ and B′. Notice that even though A and A′ are the same molecules, the 
different interactions in each AFM model will result in different struc-
tures and different reference frames for A and A′. We would like to cal-
culate a transformation between the representatives B′ to A′ that will 
result in the interaction interface as close as possible to that of the 
examined model pair A and B. To achieve this, the transformation T1 that 
aligns A′ on A is calculated by computing the transformation that mini-
mizes root mean square deviation (RMSD)78,79. Similarly, the transforma-
tion T2 that aligns B′ on B is calculated. Finally, the desired transformation 
is composed as T2 ∘ T1

−1. A problem arises when a subunit has a disor-
dered region—this region will be folded differently in each predicted 
model, which can substantially affect the alignment and the resulting 
transformation. Therefore, during the alignment, we consider only 
amino acids that have a high plDDT score (>80) or at least half of the 
amino acids with the highest plDDT.

Each transformation is scored using the PAE score of the two sub
units. PAE score is computed by AFM for any two amino acids in the 
structure, predicting their alignment error relating to each other. The 
PAE score values are between 0 and 30, with lower values corresponding 
to a lower predicted error. The transformation score is calculated and 
normalized to be between 1 and 100 by the equation max{1, 100 − P2/4} 
where P is the average value of PAE of the two interacting subunits. This 
expression gives the score quadratic properties so that small differ-
ences in low P scores (which are usually at least 1) will be meaningful, 
while for high P scores, there is not much difference between the score 
of transformations as it is predicted to be inaccurate.

Multiple possibilities for scoring were considered, including PAE, 
the minimal PAE, the interface PAE of the interacting amino acids only, 
interface predicted TM-score (ipTM) and interface pLDDT (ipLDDT), 
which is widely used12,35,80. All scores had a comparable correlation 
with Cα RMSD (Pearson r of ~0.5–0.6, Extended Data Fig. 7a–e). The 
advantage of our PAE-based score is that incorrect interfaces consist-
ently have low scores (Extended Data Fig. 7e). Our analysis of average 
PAE distributions of all AFM pairwise interaction modes versus the ones 
that were selected for top-1 assembly models revealed that CombFold 
indeed selects the interactions with lower PAE scores (Extended Data 
Fig. 7f).

Combinatorial assembly of subunits
The input to the assembly stage is a list of representative structures of 
subunits and a list of pairwise transformations between subunits. The 
output is a list of assembled complexes containing all the subunits. If all 
the subunits can not be assembled, the algorithm outputs partial com-
plexes containing the largest number of input subunits. The assembly 
algorithm proceeds with N iterations, where N is the number of input 
subunits. In each iteration, the size of the subcomplexes created is 
increased, until the Nth iteration, where the subcomplexes computed 
contain all input subunits.

Each iteration contains three stages: subcomplexes expansion, 
filtering and clustering. The first stage creates new subcomplexes 
based on smaller subcomplexes from previous iterations and pairwise 
transformations that were provided to the algorithm. Each new sub-
complex is scored on the basis of the scores of the pairwise transforma-
tions that were used to generate it. The second stage filters assembled 
subcomplexes with steric clashes between subunits. The third stage 
clusters subcomplexes with the same subunit composition and saves 
K best-scoring subcomplexes. Optionally, the final structures can be 
relaxed to resolve steric clashes.

Expansion stage. In this stage, we attempt to connect pairs of subcom-
plexes that have no overlapping subunits and with the total number of 
i subunits, where i is the iteration number. For each pair of subunits in 
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the two subcomplexes (of sizes k and i − k), a new larger subcomplex 
is computed for each input pairwise transformation between those 
subunits. The transformation is applied to all the subunits of the second 
subcomplex, thus bringing it to the first subcomplex.

There is a special reward for scoring symmetrical subcomplexes 
with over five identical subunits transformed with the same pairwise 
subunit transformation. This reward compensates for the assembly 
being based on pairwise subunit interactions, compared to the full 
assembly by AFM, which is likely to result in lower PAE scores if a sym-
metrical structure was formed. Therefore, if a symmetric structure 
was generated on the basis of pairwise subunit transformations, the 
new score is calculated as (S + S × (100 − S)/100), where S is the original 
score of the transformation.

Filtering stage. As the pairwise transformations can be at least partially 
inaccurate, applying some of them can result in subcomplexes with 
steric clashes or violated distance constraints and restraints. Steric 
clashes are checked for all backbone atoms with plDDT higher than 80 
because the representative structures can contain disordered regions, 
which are likely to clash with other subunits as they are left static during 
the assembly (Extended Data Fig. 1). A backbone atom of one subunit 
is considered as clashing if its center penetrates by more than 1 Å into 
the surface of another subunit. The steric clash test is performed for 
all pairs of subunits, one from each subcomplex. A subcomplex is 
filtered if there are over 5% of a subunit’s backbone atoms clashing 
with another subunit.

Distance constraints are imposed on different subunits from the 
same chain to enforce sequence connectivity. A subcomplex is dis-
carded if the distance between consecutive amino acids from two 
subunits is greater than the number of linker amino acids multiplied  
by 3 Å.

Clustering stage. RMSD clustering is performed to cluster subcom-
plexes containing the same subunits. We have used iterative clustering, 
starting from the best-scoring subcomplex with the RMSD threshold 
of 1 Å. However, a default RMSD calculation does not account for mul-
tiple copies of the same subunit. This means that for a subcomplex 
with p copies of identical subunits, there will be p! equivalent sub-
complexes. In this case, to compare the two subcomplexes we need 
to find the correspondence between copies of subunits from differ-
ent subcomplexes that minimizes the RMSD. Incorrect correspond-
ence will lead to high RMSD for similar subcomplexes. To avoid the 
enumeration of p! configurations, we implemented a heuristic that 
superimposes only the centroids of the subunits using starting order 
subunit correspondence. After the initial superimposition, the cor-
respondence for each pair of identical subunits is swapped and the 
RMSD is recalculated using centroids. If the RMSD has decreased, we 
proceed with the new correspondence. The swap process is repeated 
until there is no further RMSD decrease. The final correspondence 
between subunits is used to calculate the Cα RMSD between the two  
subcomplexes.

After clustering, only the K best-scored subcomplexes of size i will 
be saved for the next iteration (on the presented benchmarks K = 100). 
Clustering aids in diversifying the stored subcomplexes and avoiding 
the dominance of suboptimal ones in the set of subcomplexes for the 
next iteration.

Relaxation. As a result of using representative subunit structures, 
CombFold may produce structures with steric clashes in interfaces, 
mainly in side-chains. Therefore, it is recommended to perform an 
extra step of relaxation of the structure by gradient descent using the 
Amber81 force field similar to AlphaFold. This step substantially reduces 
the clashscore calculated by Molprobity82 (Extended Data Fig. 3g) while 
not affecting the structure considerably (change in Cα RMSD <1 Å in 
all targets of Benchmark 2).

Data integration. To consider known interactions between subunits, 
we group the input subunits into subcomplexes based on the data. Each 
such group will be assembled separately, followed by the assembly of 
the groups and remaining subunits into a larger complex. Therefore, 
the information is used to enforce a specific assembly order that is 
consistent with the known interactions.

The crosslinking mass spectrometry information is converted 
into distance restraints. A restraint is considered satisfied if the Cα–Cα 
distance is below a distance threshold. The threshold is defined by the 
user on the basis of the length of the crosslinker. In the case of ambiguity 
of crosslinked residues due to multiple copies of the same subunit, we 
require that one of the possible distances restrained by the crosslink is 
below the distance threshold. CombFold accounts for the uncertainty 
in the crosslinking data and in the subunit structures as follows. The 
uncertainty in the data is accounted for by weighting each crosslink 
according to its confidence based on the experimental evidence (w1), 
such as the false discovery rate83. To account for uncertainty in the sub
unit structures, each crosslink is weighted by the average AFM pLDDT 
score of the two crosslinked amino acids (w2). The satisfaction ratio of 
a subcomplex is calculated as the sum of weights of satisfied distance 
restraints divided by the sum of weights of all restraints within the given 
subcomplex (equation (1)). The score of each subcomplex is multiplied 
by the satisfaction ratio. Consequently, as more restraints are fulfilled, 
the score increases, making it more probable for the subcomplex to 
avoid being filtered. A subcomplex is also filtered in the filtering stage 
if it violates some minimal percentage of its restraints (default 10%).

satisfaction ratio =
∑satisfiedw1 ×w2

∑allw1 ×w2
(1)

Predicted confidence. CombFold predicts the confidence of the 
assembled structure as a weighted score of the pairwise transformation 
scores (ST) used in the assembly stage. To calculate the weight of a given 
transformation (WT), we split the complex into two subcomplexes using 
the transformation and the complex assembly tree. The weight of the 
transformation is the number of amino acids in the smaller subcom-
plex. The idea is that some transformations have a larger effect on the 
final global structure of the complex, as they affect a larger number of 
amino acids. The final score is normalized by the total weight of all the 
transformations used in the assembly stage (equation (2)).

predicted confidence =
∑TWT × ST
∑TWT

(2)

Performance analysis
Runtimes. CombFold runtime is dominated by the AFM prediction 
runs for subunit pairs and larger subsets. On Benchmark 1, the aver-
age GPU time for AFM predictions was 709 and 1,429 s for subunit 
pairs and larger subsets, respectively, running on NVIDIA A30 with 
24 GB of memory. However, since our method requires O(N2) AFM 
predictions for pairs and O(N) AFM predictions for larger subsets 
the average total GPU time per complex was 7,093 and 15,404 s for 
subunit pairs and larger subsets, respectively. It is also important to 
note that the first stage of CombFold that performs AFM calculations 
can be trivially distributed into the shorter AFM jobs that can run in 
parallel. In comparison, the average GPU runtime required for AFM 
for end-to-end modeling of an entire complex was 5,154 s running on 
the NVIDIA RTX A6000 with 48 GB of memory (n = 17, only cases where 
AFM was able to produce models were considered, Extended Data 
Fig. 8). It is important to note that the CombFold runtime is higher for 
heteromeric complexes containing more unique chains compared to 
homomeric complexes of similar size, as multiple identical copies of 
a subunit will use the same AFM interaction models. Benchmark 1 is 
designed to contain heteromeric complexes with many unique chains; 
homomeric complexes, such as in Benchmark 3, have lower runtimes. 
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For example, a symmetrical structure with ten identical chains requires 
much less GPU time in CombFold compared to naive end-to-end AFM 
(as we only need to run a job for two copies of the chains which is much 
faster compared to ten copies). The runtime of the unified representa-
tion and combinatorial assembly stages is negligible compared to the 
AFM and is on average 80–600 s on the different benchmarks on a 
single central processing unit. In contrast to the generation of pairwise 
subunit interactions stage, the assembly stage is faster for heteromeric 
complexes with a higher number of unique chains. The assembly time is 
much faster compared to MoLPC, where the reported average assembly 
stage takes 13,000 s.

Pairwise connectivity. Given a set of pairwise transformations and a 
target complex structure, this metric measures how many of the pair-
wise transformations between subunits from the target complex are 
present in the set. A graph is built, where each node is a subunit in the 
target complex and an edge is present if there exists a transformation 
in the set between those subunits for which the DockQ (ref. 84) score 
relative to the transformation in the target complex is at an accept-
able level (DockQ >0.23). We calculate the connected components 
of this graph. The pairwise connectivity ratio is defined as the ratio 
between the number of amino acids in the largest connected compo-
nent and the total number of amino acids in the complex. A single con-
nected component in the graph (pairwise connectivity 1.0) indicates 
that there are pairwise transformations that can lead to the assembly  
of the complex. In contrast, multiple connected components indicate 
that accurate assembly is not possible with available transformations.

Comparison to HADDOCK, AlphaLink and RosettaFold2. HAD-
DOCK and AlphaLink were tested using the simulated crossliinks for 
Benchmark 2. For HADDOCK (v2.4 with CNSv1.3) the input subunits 
were the same representative subunits that were used for CombFold 
assembly. For AlphaLink (v2.2), a model that was trained on restraints 
with an upper bound of 25 Å on the Cα-Cα distances was used. Roset-
taFold2 was tested using RF_apr23 model weights on Benchmark 2 
without crosslinks.

Comparison to MoLPC. MoLPC evaluation used a TM-score above 0.8 
to define a high-quality prediction. Here we use the same definition 
of high-quality prediction. We find that a prediction with a TM-score 
of 0.7 can have a correct global shape (Figs. 3h and 5b). Therefore, we 
define an additional acceptable-quality category for predictions with 
a TM-score above 0.7. In the original MoLPC publication, the success 
rate was calculated as a fraction of benchmark cases with a high-quality 
prediction out of cases where at least one assembly was obtained. Note 
that MoLPC was able to obtain some predictions for 91 out of 175 Bench-
mark 3 cases. Here we define a success rate as a fraction of benchmark 
cases with an acceptable-quality prediction out of all benchmark cases. 
In addition, while MoLPC has presented separate success rates for 
AFM-based or FoldDock-based pipelines, we have considered results 
from both pipelines in our calculated success rate. We recalculated 
the success rate of MoLPC according to our definitions, resulting in 
slightly different values.

Visualizations. Protein complexes were visualized using ChimeraX 
(ref. 85). Graphs were created using Matplotlib86.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The PDB codes for Benchmarks 1–3, scripts and data for manuscript 
figures are part of the repository https://github.com/dina-lab3D/
CombFold.

Code availability
CombFold assembly is implemented using C++. The code, Colab 
notebook, and tutorial for CombFold are available at https://github.
com/dina-lab3D/CombFold. There is also a Code Ocean capsule avail-
able for running the assembly algorithm at https://codeocean.com/
capsule/8791899.
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Extended Data Fig. 1 | CombFold filtering visualization. For each assembly 
tree, in each step, CombFold joins two previously assembled subcomplexes, 
into many new subcomplexes by applying input transformations between 
pairs of subunits. These new subcomplexes are filtered to discard suboptimal 
subcomplexes. The first filter is by crossing a threshold of allowed steric clashes 

between amino acids of different subunits, in this example, the threshold is 5%. 
The second filter is by not satisfying enough of the distance restraints present in 
the subcomplex, here the threshold is 70%. The last filter scores each subcomplex 
based on the used transformation scores and the distance restraints satisfaction 
rate.
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Extended Data Fig. 2 | Heteromeric benchmark datasets. Heteromeric complexes (colored by chain) from (a) Benchmark 1 and (b) Benchmark 2.
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Extended Data Fig. 3 | Accuracy of CombFold on Benchmark 2. (a) The Top-N 
(N = 1, 5, 10) success rate of CombFold (blue), AFMv3 (orange), and RosettaFold2 
(green). (b) TM-score of AFMv3 models vs. CombFold models for Top-5 results 
(c) The Top-N (N = 1, 5, 10) success rate of CombFold (blue),CombFold with 
crosslinks (turquoise), AlphaLink (purple) and HADDOCK(brown). (d) TM-score 
of CombFold models with crosslinks vs. without crosslinks for Top-1 results. 
(e) Interface contact similarity (ICS) of CombFold vs. AFMv3 for Top-1 model. 

(f) Comparison of PRODIGY predicted dissociation constants for interfaces 
of experimental structures vs. interfaces of structure models generated by 
CombFold. Spearman correlation of 0.55. (g) Distributions of clashscores are 
calculated using MolProbity for interfaces in the models of CombFold output 
models (left, N = 17) and the same models after relaxation (right, N = 17). Error 
bars indicate maxima, mean, and minima from top to bottom respectively.
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Extended Data Fig. 4 | Accuracy of pairwise predictions for AFMv2 and 
AFMv3. DockQ scores of pairwise interactions predicted by AFM on Benchmark 
1 (AFMv2, N = 469) and Benchmark 2 (AFMv3, N = 445), for which the PAE-based 

score is over 50. The median score is 0.70 and 0.78 for AFMv2 and AFMv3, 
respectively. Error bars indicate maxima, mean, and minima from top to bottom 
respectively.
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Extended Data Fig. 5 | Modeling the human Elongator holoenzyme complex. 
(a) CombFold prediction for the human Elongator holoenzyme complex.  
(b) Part of the complex structure in yeast, as determined by Cryo-EM (PDB 8ASV). 
(c) The interface between Elp1 (green) and Elp2 (orange) with a likely pathogenic 

mutation P914L in Elp1 is depicted as sticks (red). (d) The interface between Elp4 
(light blue) and Elp6 (sky blue) with a pathogenic mutation R289W in Elp4 is 
depicted as sticks (red).
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Extended Data Fig. 6 | Complex Portal Predicted Complexes. Predicted complexes from Complex Portal with High or Medium confidence.
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Extended Data Fig. 7 | Analysis of pairwise scoring functions. Each graph 
(a)-(e) presents a scoring function vs. pairwise RMSD, calculated on Benchmark 
2. (a) ipTM. (b) iplDDT - for each interface the average plDDT of its amino acids 
is calculated and those averages are averaged. (c) iplDDT, where the plDDT of 
each interface is weighted by its size (d) the average PAE scores of all amino acids 

in the pair (e) CombFold score, based on PAE as described in Methods. (f) The 
distribution of average PAE scores for all generated pairwise interactions (left, 
N = 34,365) vs. the distribution of PAE scores in Top-1 models (right, N = 310) 
created by CombFold. Error bars indicate maxima, mean, and minima from top to 
bottom respectively.
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Extended Data Fig. 8 | Runtime Analysis. CombFold runtime vs. the number of unique subunits. Calculated on all cases in Benchmark 1. Pearson correlation of 0.74.
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