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nextPYP: a comprehensive and scalable 
platform for characterizing protein 
variability in situ using single-particle 
cryo-electron tomography

Hsuan-Fu Liu    1,5, Ye Zhou    2,5, Qinwen Huang    2, Jonathan Piland    3, 
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Single-particle cryo-electron tomography is an emerging technique capable 
of determining the structure of proteins imaged within the native context of 
cells at molecular resolution. While high-throughput techniques for sample 
preparation and tilt-series acquisition are beginning to provide sufficient 
data to allow structural studies of proteins at physiological concentrations, 
the complex data analysis pipeline and the demanding storage and 
computational requirements pose major barriers for the development and 
broader adoption of this technology. Here, we present a scalable, end-to-end 
framework for single-particle cryo-electron tomography data analysis from 
on-the-fly pre-processing of tilt series to high-resolution refinement and 
classification, which allows efficient analysis and visualization of datasets 
with hundreds of tilt series and hundreds of thousands of particles. We 
validate our approach using in vitro and cellular datasets, demonstrating 
its effectiveness at achieving high-resolution and revealing conformational 
heterogeneity in situ. The framework is made available through an intuitive 
and easy-to-use computer application, nextPYP (http://nextpyp.app).

Cryo-electron tomography is an emerging technique used to deter-
mine the structure of proteins in their native, frozen hydrated state. 
By taking a series of tilted images of vitrified specimens in an electron 
microscope, it is possible to visualize unique pleomorphic events and 
macromolecular organizations that would otherwise be very difficult 
to reconstitute in vitro. Repetitive or frequently occurring molecules 
within these pleomorphic objects can be averaged in three dimensions 
to create higher resolution maps using single-particle cryo-electron 
tomography (SP-CET). This technology has been successfully applied 
to study biological systems reconstituted in vitro1–4 or subcellular com-
plexes present within intact bacteria or eukaryotic cells5–8.

Recent advances in sample preparation using cryo-focused ion 
beam (cryo-FIB)9–12 instruments combined with strategies for par-
allel data acquisition using beam-image shift13–15 have increased 
the throughput of data collection allowing to routinely acquire 
datasets with hundreds of tilt series. Moreover, the introduc-
tion of platforms for sample screening to automatically navigate 
cryo-electron microscopy (cryo-EM) grids has further increased 
the efficiency of data collection16–18. Similar to developments in 
single-particle cryo-EM19–23 these advances have motivated the 
development of strategies for on-the-fly data pre-processing 
that can provide real-time feedback on image quality24–27;  
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following steps: (1) gain correction and video frame alignment; (2) align-
ment of tilt series using fiducial-based or patch-tracking methods; (3) 
tilted CTF estimation; (4) tomogram reconstruction; and (5) particle 
picking (Fig. 1b). Tilt series are processed in parallel on a multi-core 
server or computer cluster and the results are live-streamed to a GUI 
(Extended Data Fig. 1). The tool is designed to support the analysis of 
hundreds of tilt series and produce the necessary metadata for subse-
quent high-resolution and conformational variability analysis (Fig. 1c). 
Typical running times are reported in Supplementary Table 2.

Size-based particle picking
Size-based strategies have been used effectively to pick particles from 
monodisperse samples in single-particle cryo-EM. Tomography sam-
ples are obviously not monodisperse, but these techniques are still 
useful and can facilitate particle picking from in vitro samples used for 
benchmarking or large complexes such as ribosomes imaged in situ. 
We propose a size-based particle detection approach based on our 
previous method for 2D particle picking41. Tomograms are first low-pass 
filtered to highlight features in the desired size range, followed by local 
minima detection and removal of weak peaks. To avoid picking particles 
from areas near gold-fiducials or contamination, a pre-processing step 
is applied to automatically detect these regions. This approach only 
requires specification of the particle size and runs in tens of seconds.

Membrane-constrained template matching
To handle a wider range of tomography samples, nextPYP also 
implements a three-step strategy to find native membrane proteins 
attached to the surface of viruses or liposomes. First, we automati-
cally determine the location of virions within tomograms using a 
Hough transform voting scheme, followed by segmentation of each 
virion in 3D using density-driven minimal surfaces42. During a third 
step, we use a low-resolution map as a reference to run constrained 
template matching where the search is restricted to the area outside 
the segmented membrane. Using this procedure, both the location 
of membrane-bound particles and their normal orientations can be 
obtained, which can be used to speed up orientation search during 
refinement. The algorithm to locate virions only requires specifying 
the average radius in Å, whereas the segmentation algorithm detects 
arbitrarily shaped membranes contained between two concentric 
spheres of a user-defined radius around the virion centers. If a reference 
for template matching is not available, it is possible to pick uniformly 
spaced positions along the segmented membranes.

Semi-supervised particle picking using deep neural networks
We also implemented a semi-supervised particle-picking strategy 
using deep neural networks. Unlike fully supervised approaches that 
require densely annotated images or tomograms for training32,33,43, our 
semi-supervised networks use multi-task learning, data augmentation 
and consistency regularization to overcome the need for labor-intensive 
labeling44,45. As a result, these routines require only a sparse set of anno-
tations (several particles from a few tomograms) and can be trained 
in minutes rather than hours. nextPYP implements a convenient GUI 
for interactive labeling of particles in three dimensions, training the 
deep-learning models, running inference on hundreds of tomograms 
and evaluating the particle picking results in three dimensions.

A scalable framework for structure determination by SP-CET
To reduce the storage footprint of traditional STA workflows (Fig. 2a), 
nextPYP bypasses the generation of large tomograms, sub-volumes and 
the saving of particle stacks by reading the data directly from the unpro-
cessed, unaligned raw tilt series images, Fig. 2b. This approach results 
in storage savings of several TB per dataset, ensures the efficient utiliza-
tion of resources, simplifies data management and allows processing 
of larger datasets than previously possible. Moreover, the removal of 
I/O bottlenecks associated with generating, saving and transferring 

however, adoption of these strategies has been slow, due to the 
increased complexity, limited robustness and higher computational 
demands of routines for tilt-series alignment, tomogram reconstruc-
tion, contrast transfer function (CTF) estimation and particle picking.

Particle picking in particular, poses major challenges due to the het-
erogeneous and crowded nature of native cellular environments and the 
distortions caused by the missing wedge28. Nonetheless, several strategies 
for three-dimensional (3D) particle picking have been proposed. Tem-
plate matching can be used when an external reference is available, but 
is computationally expensive and may introduce model bias29. To detect 
membrane proteins attached to viruses, multi-step strategies that rely on 
3D segmentation can be used, but these require manual user intervention 
making them unsuitable for high-throughput tomography30,31. More 
recently, neural network-based approaches have been introduced, but 
these use fully supervised models that require extensive labeling, long 
training times and often need retraining when applied to new datasets32,33.

During 3D refinement, conventional sub-tomogram averaging 
(STA) relies on the extraction of sub-volumes from large tomograms 
(up to several GB in size). For datasets with hundreds of tilt series and 
tens of thousands of particles, this strategy results in prohibitively large 
storage and computational requirements that make image analysis 
impractical. In contrast, strategies for constrained SP-CET bypass the 
need to extract sub-tomograms and only use two-dimensional (2D) pro-
jections during refinement, resulting in substantial storage savings34. 
In practice, however, even this solution may require unreasonable 
amounts of space and create input/output (I/O) bottlenecks during 
downstream processing. Moreover, frameworks based on constrained 
SP-CET still require the generation of sub-tomograms for ab initio pose 
assignment and 3D classification35–38; a strategy that scales poorly 
for the analysis of large datasets needed for in situ structural studies.

Existing frameworks for SP-CET focus on particular aspects of the 
data analysis pipeline, but the combination of different processing 
steps is still hindered by the lack of unified data workflows39. Some tools 
are used for data pre-processing26,27 and others are used for tilt-series 
alignment and reconstruction24,25, CTF estimation40, particle picking30,38 
and 3D refinement and classification35–38. A comprehensive platform 
for streamlined processing of all steps in the SP-CET pipeline, along 
with an interactive user interface, is lacking (Supplementary Table 1).

Here, we present an end-to-end framework for SP-CET data pro-
cessing that exclusively uses 2D raw data for all downstream 3D refine-
ment and classification tasks. Avoiding sub-tomogram extraction and 
saving of particle stacks, results in a scalable strategy that can be used 
to process datasets with hundreds of thousands of particles. To sup-
port high-throughput workflows, we present routines for automated 
pre-processing of tilt series, including techniques for unsupervised 
and semi-supervised particle picking. For refinement and reconstruc-
tion, we propose algorithms for reference-based alignment, global and 
region-based constrained refinement, particle-based CTF determina-
tion, beam-induced motion correction and exposure weighting and 
3D classification for variability analysis. We validate our framework on 
benchmark datasets from in vitro and cellular samples, demonstrat-
ing its ability to extract high-resolution information and character-
ize conformational heterogeneity of native proteins. These tools are 
implemented in the package nextPYP, a fully featured application with 
an easy-to-use graphical user interface (GUI).

Results
On-the-fly processing of tilt series
Monitoring data quality during high-throughput acquisition (Fig. 1a) is 
especially important in tomography where the unit of data is a series of 
projections acquired from the same area of the sample. This imposes 
stringent tracking and defocus requirements that must be met to ensure 
the integrity of the data. We developed robust routines for on-the-fly 
processing of tilt series that can produce particles and metadata ready 
for SP-CET refinement. Our data pre-processing strategy includes the 
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large image stacks results in faster processing, allowing the routine 
analysis of hundreds of thousands of particles. Tilt series are processed 
in bundles and only one intermediate 3D reconstruction per bundle is 
saved to permanent storage (typically just a few hundred MB). These 
reconstructions are then merged into a final 3D map and this process 
is iterated multiple times. The modularity of this architecture makes 

it well suited for use in cluster environments where frequent access to 
network file systems can introduce serious performance bottlenecks.

Fully constrained refinement of particle poses
Our original constrained SP-CET work addressed the issue of overfitting 
by imposing constraints exclusively on the orientations assigned to 
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Fig. 1 | Comprehensive end-to-end pipeline for single-particle cryo-electron 
tomography. Sequence of steps required to convert raw tilt series into high-
resolution structures. a, High-throughput data collection using beam-image 
shift accelerated cryo-electron tomography produces raw tilt series in parallel. 
b, Pre-processing of tilt series is performed on-the-fly during data collection 
and includes the steps of frame and tilt-series alignment (fiducial-based and 

patch-based using equal size patches), tilted CTF estimation and reconstruction 
and particle picking using size-based, geometry-based or neural network-based 
approaches. DF, defocus; Resol, resolution. c, High-resolution constrained 
refinement consists of reference based, fully constrained, region-based and 
particle-based CTF refinement steps, followed by constrained 3D classification 
and video frame refinement resulting in final high-resolution maps.
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each particle projection34. In this case, there are three rotation angles 
per particle and two translations per particle projection that need to 
be determined during alignment. By ensuring that the constraints of 
the tilt geometry were satisfied throughout refinement, this strategy 
resulted in higher resolution reconstructions and minimized overfit-
ting. For tilt series with lower defocus or from crowded cellular samples; 
however, the weaker signal in each particle projection can still lead to 
overfitting even when the rotational constraints of the tilt geometry are 
imposed. To address this problem, we implemented a fully constrained 
algorithm where both rotations and translations of the tilt geometry 
are enforced throughout refinement. This strategy has the advantage 
of reducing the number of degrees of freedom to six parameters per 
particle (three rotation angles and three translations), making it more 
robust to overfitting and extending its applicability to a broader set of 
cryo-ET samples, including lower defocus tilt series and datasets from 
cellular environments.

Reference-based pose estimation directly from 2D projections
Existing strategies for constrained SP-CET refinement require access to 
pre-existing particle poses so they can later be refined using the 2D pro-
jection data. The initial poses are typically obtained using traditional 
STA, which in turn requires extraction and alignment of sub-volumes. 
Even when sub-volumes are extracted using large pixel sizes (to reduce 
space), this adds an unnecessary step that requires additional compute 
and storage resources and the use of different software packages which 
can introduce compatibility issues. Here, we propose a reference-based 
approach that directly uses 2D particle projections to derive initial 
poses for every particle. To determine alignment parameters for each 
particle projection, we use a fully constrained global search approach 
where each particle is assigned the sum of scores from all its tilted pro-
jections (the allowable range of rotations and translations with respect 
to the original particle angles and positions can be controlled by the 
user). To speed up the search, we use binned images and a coarse grid 
to sample the three Euler angles. As this approach only uses the raw 
2D data, it is computationally efficient, is not affected by the missing 
wedge and simplifies the handling of metadata for the refinement 
steps downstream.

Region-based constrained projection matching
Our fully constrained framework prevents noise overfitting during par-
ticle orientation determination by considering all tilted projections of a 
particle as a rigid body and using the signal from all particles in the field 
of view to refine the parameters of the tilt geometry. This approach, 
however, does not consider the local distortions that may occur due 
to beam-induced motion and deformation of the sample during data 
acquisition. To account for these effects, we developed a region-based 
constrained refinement strategy that refines the parameters of the 
tilt geometry using subsets of particles present within regions of a 
tomogram. Similar to M37, this strategy relaxes the global constraints 
of the tilt geometry allowing the estimation of local deformations. The 
number of regions is determined based on the amount of signal present 
in each sub-area (typically proportional to the molecular weight and 
concentration of particles) and the extent of deformation expected 
in the sample. Provided that there are sufficient particles within each 
region, this strategy can be effective at preventing overfitting while 
leading to substantial improvements in map resolution.

Particle-based CTF refinement
In the constrained SP-CET framework, CTF parameters are assigned to 
individual particle projections using the defocus parameters estimated 
for each image in a tilt series and the 3D position of particles within 
tomograms13. This process, however, is not always accurate and can lead 
to imprecise assignment of defocus parameters that may ultimately 
limit resolution. Similar to per-particle CTF refinement strategies 
first implemented for single-particle cryo-EM in FREALIGN46, we use 

the most recent 3D reconstruction and our region-based constrained 
refinement approach to locally refine defocus and astigmatism for 
images within each region. CTF parameters for each particle projec-
tion are then re-calculated, leading to measurable improvements in 
map resolution.

Video frame refinement and self-tuning exposure weighting
Modern electron detectors record each tilted image as a sequence of 
video frames. Similar to strategies used in single-particle cryo-EM, the 
time-resolved data can be used for tracking the movement of individual 
particles through the exposure to correct for beam-induced motion. 
Unlike single-particle cryo-EM; however, the dose accumulated in each 
frame is too low to allow accurate alignment47. To overcome this, we use 
running frame averages and produce noisy particle trajectories that 
are later regularized using spatial and time constraints48 (Fig. 3a). This 
process generates a similarity score for each frame (Fig. 3b), which can  
be used to perform frequency-dependent exposure weighting  
(Fig. 3c). The weights we obtained indicate that only frames from the 
first four low-tilt exposures contribute high-resolution information 
to the reconstruction. Despite the low signal-to-noise ratio (SNR), the 
curve for each tilt shows a similar characteristic bell-shape as previously 
reported for single-particle cryo-EM48. The reduction in average score 
with each new tilt is consistent with the onset of radiation damage and 
thickening of the specimen due to tilting. To get a cleaner picture of 
the score variations within an exposure, we subtracted the mean score 
for each tilt from the corresponding per-frame scores and averaged 
the resulting curves from all the tilts (Fig. 3d). While video frames for 
tilt series were already used by M for motion correction37, the frames 
were averaged before reconstruction to reduce storage and compute 
requirements. Using our scalable architecture for SP-CET refinement, 
we can calculate exposure-weighted maps directly from the video 
frames, thus providing increased efficiency during the extraction of 
high-resolution signal.

Validation using HIV-1 Gag benchmark dataset
We validated nextPYP on tilt series from the HIV-1 Gag dataset from 
EMPIAR-10164 (ref. 49). Tilt series in super-resolution mode were first 
pre-processed using our routines for on-the-fly data analysis. The 
position of HIV-1 virions was automatically detected, followed by 3D  
segmentation and selection of particle locations from their surface. 
The normals at each position were used to restrict the reference-based 
search to a single in-plane angle. Fully constrained refinement, 
region-based refinement (using a 8 × 8 × 2 grid), particle-based 
CTF refinement, video frame refinement and additional rounds of 
region-based refinement, resulted in a 3.2 Å resolution map using 
14,482 particles extracted from five tilt series (Fig. 4a and Extended 
Data Fig. 2a,b). All refinement operations were performed using par-
ticles extracted in 2× binned precision (1.35 Å per pixel) and a box size 
of 384 pixels. Only tilts in a ±6° range were used for refinement (as 
these were the ones with the highest contribution to high-resolution), 
whereas the entire ±60° range of projections was used for 3D recon-
struction. We also analyzed the entire set of 43 tilt series using the same 
strategy and obtained a 3.0 Å map from 109,496 particles, matching 
the resolutions obtained by M37 and Relion36, while using 16% and 24% 
fewer particles, respectively (Extended Data Fig. 2c,d). Our results 
were obtained without extracting sub-volumes or saving image stacks, 
resulting in ~25 TB of storage savings and substantially faster process-
ing (timing and data processing details are included in Supplementary 
Tables 2 and 3, respectively).

Sub-2 Å structure of mouse heavy-chain apoferritin
We also validated nextPYP using tilt series of apoferritin downloaded 
from EMPIAR-11273. One hundred raw tilt series were pre-processed 
using patch-based tracking for tilt series alignment. Particles were 
detected automatically using our size-based particle picker using a 
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radius of 75 Å. Reference-based search using 2D data was followed by 
several rounds of fully constrained and region-based refinement (using 
a 4 × 4 × 2 grid), particle-based CTF refinement, video frame refinement 
and additional rounds of region-based refinement, resulting in a 1.8 Å 
resolution map (Fig. 4b).

Constrained classification for characterizing heterogeneity
Unlike conventional sub-tomogram classification where volumes are 
clustered based on their 3D structural features50,51, we propose a strat-
egy to analyze conformational heterogeneity that exclusively uses the 
raw 2D particle projection data (Extended Data Fig. 3). Similar to the 
original constrained SP-CET approach34, this has several advantages: 
(1) it requires fewer compute and storage resources; (2) is not affected 
by the effects of the missing wedge; and (3) can leverage existing clas-
sification tools for single-particle cryo-EM. Our strategy is based on the 
3D classification algorithm implemented in cisTEM52, with additional 
components required to support our distributed processing archi-
tecture and the imposition of the tilt geometry constraints. To ensure 
that all projections from a given particle are assigned to the same class, 
per-particle occupancies are calculated by averaging the occupancies 

assigned to individual projections, Extended Data Fig. 4. Constrained 
classification can be run simultaneously with global or region-based 
refinement, or without alignment. The latter option is useful when the 
signal is too weak to allow reliable orientation assignment and can help 
prevent overfitting by limiting the dimension of the search space. The 
computational efficiency and small storage footprint of our classifica-
tion strategy allows us to routinely analyze hundreds of thousands of 
particles (Supplementary Table 3).

Disentangling translation states from in vitro 80S ribosomes
We validated our classification approach on tilt series from in vitro 80S 
ribosomes53 (EMPIAR-10064, defocus data). From a total of ~4,000 par-
ticles, we first obtained a consensus map at 5.6-Å resolution as reported 
previously13, followed by 30 iterations of 3D classification into five 
classes representing different translational states of the 80S ribosome 
(Fig. 5a). Based on the presence of cofactors and differences in the 
rotation of the 40S subunit (Fig. 5b), we assigned the classes into two 
subgroups. Classes 1 and 2 show a translocation direction rotating 40S 
and clear density of eEF2, which correlates highly with the translocation 
state. Classes 3, 4 and 5 show P-site transfer RNA, E-site tRNA and the 
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eEF1A–A/T-tRNA complex, as well as the canonical 40S conformation 
characterizing the post-translocational state. Classes in subgroup 1 
share the same cofactors, but are differentiated by distinct L1 stalk con-
formations (class 1 with L1 in closed position and class 2 with L1 in open 
position). More detailed comparison of classes 1 and 2 revealed minor 
rotation differences between the 40S subunits. Rigid body fitting into 
the maps using PDB ID 6GZ3 and PDB ID 6GZ4 coordinates confirmed 
that class 1 is in the translocation-intermediate-POST-1 state and class 
2 is in the translocation-intermediate-POST-2 state. We hypothesize 
that the missing tRNA in subgroup 1 may be the consequence of protein 
purification. All classes in subgroup 2 show good agreement with the 
translation elongation complex (PDB ID 5LZS), which is in the decod-
ing state. E-site tRNA is released in class 3 with the L1 stalk present in 
an open conformation. Class 4 is in the pre-loading state without the 
eEF1A–tRNA complex, whereas E-site tRNA is pre-released and L1 is in 
the intermediate state. The eEF1A–tRNA complex and L1 stalk-attached 
E-site tRNA coexist in class 5. Release of the E-site tRNA is not strictly 

coupled to binding of aminoacyl-tRNA in the A-site, which is consist-
ent with observing evenly distributed classes in subgroup 2. We also 
compared our results to previous classification methods implemented 
in the package emClarity35 (Fig. 5c,d and Supplementary Fig. 1a). In 
summary, nextPYP results show better map quality and clear density 
for cofactors, allowing unambiguous assignment of ribosome transla-
tion states.

Heterogeneity analysis of ribosomes from M. pneumoniae 
cells
Tilt series collected from intact Mycoplasma pneumoniae cells 
treated with chloramphenicol were downloaded from EMPIAR-10499  
(ref. 37). Starting from ~18,000 particles picked using our semi- 
supervised deep-learning approach, we performed reference-based 
alignment to obtain a consensus map at 3.9-Å resolution (Extended 
Data Fig. 5). This was followed by 45 iterations of constrained clas-
sification into three classes (Fig. 6a and Supplementary Fig. 1b). The 
chloramphenicol-treated cells only showed decoding and pep tidyl 
transfer (classic non-rotate) states, which is consistent with the 
anti biotic function. A small population (28%, class 1) was still in the  
decoding state, right before releasing the elongation factor EF-Tu  
protein. In addition, ~70% of the particles (classes 2 and 3) were stalled 
at the peptidyl transfer state characterized by a 4° rotation of the  
30S subunit (Fig. 6b). The presence of the inhibitor provided a longer 
time window for E-site tRNA to be released, resulting in missing den-
sity for E-site tRNA in all classes. Classes 2 and 3 showed a 6° swing 
movement of the L1 stalk (Fig. 6c). Together, these results demonstrate  
the ability of our approach to study protein conformational variability 
in situ.

Translating 80S ribosome conformations from in situ lamellae
Finally, we benchmarked our methods on tilt series obtained from 
cryo-FIB-milled lamellae from a cellular sample containing 80S ribo-
somes14 (EMPIAR-10987). A total of 6,763 particles were picked using 
our deep-learning approach from 20 tilt series and used to obtain 
a consensus map at 8.4-Å resolution (Supplementary Fig. 1c). We 
calculated average scores per tilt and confirmed that the relative 
contribution of each tilt was consistent with the accumulation of dose 
and the change in tilt angle (Extended Data Fig. 6). We then executed 
30 iterations of 3D classification using a focus mask centered at the 
P-site tRNA position and a radius of 110 Å. After multiple classifica-
tion runs using different numbers of classes, the presence of five 
stable conformations was detected (Fig. 6d). Classes were resolved 
at around 11–12-Å resolution and cofactors associated with different 
conformations could be unambiguously recognized (Supplementary 
Fig. 1d). Classes 1, 2 and 3 were in a similar non-rotated state. Classes 
1 and 3 showed density for the canonical P-site tRNA, but different 
L1 stalk conformation (class 1 has the L1 stalk in a closed position, 
whereas class 3 has the L1 stalk in an open position) and class 2 con-
taining ~700 particles showed no density for the P-site tRNA. These 
three classes accounted for ~40% of the ribosome population and can 
be assigned to the recycling/initialization state. Class 4 was also in 
the non-rotated state, with the 40S rotated by the largest angle (in 
the backward direction; Fig. 6e) and eEF1A–A/T-tRNA bound, which 
was in the pre-peptide bond formation decoding state, accounting 
for 30% of the particles. Class 5 was in the rotated state with transla-
tion elongation factor eEF2 bound, the 40S body was rotated by 8° 
and the 40S head was rotated by 17° and accounts for another 30% 
of the particles. Alignment with different translocating coordinates, 
confirmed that class 5 was in the translocation-intermediate-POST-3 
state. No density for E-site tRNA was identified in any of the classes, 
which could be the result of the limited number of particles. Overall, 
these results demonstrate the ability of our constrained classifica-
tion approach to successfully separate translating conformations 
of ribosomes from cryo-FIB-milled lamellae.

Fully constrained refinement (4.2Å)1a

b

0.5

0.143

FS
C

1

0.5

0.143

0

FS
C

0
0 0.1 0.2 0.3 0.4

Resolution (1/Å)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Resolution (1/Å)

Data-driven exposure weighting (3.7Å)
Region-based constrained refinement (3.2Å)
Particle-based CTF refinement (3.2Å)
Video frame refinement (3.0Å)

Fully constrained refinement (4.4Å)
Data-driven exposure weighting (3.9Å)
Region-based constrained refinement (2.1Å)
Particle-based CTF refinement (2.0Å)
Video frame refinement (1.8Å)

Fig. 4 | Resolution improvement and validation using in vitro samples of 
HIV-1 Gag and apoferritin. a, Resolution improvements obtained by nextPYP 
using 43 tilt series from EMPIAR-10164 after fully constrained refinement (4.2 Å), 
dose-weighted reconstruction (3.7 Å), region-based refinement (3.2 Å), particle-
based CTF refinement (3.2 Å) and video frame refinement (3.0 Å). Corresponding 
Fourier shell correlation (FSC) curves calculated between half maps (0.143 cutoff 
criteria was used to determine resolution) (top). Alpha helical segment with 
model fit into map showing the progression in resolution with each step. b, High-
resolution structure of apoferritin obtained using 31,890 particles extracted 
from 100 tilt series (EMPIAR-11273). FSC plots between half maps showing 
incremental improvements in resolution from each processing step (top). The 
1.8 Å resolution reconstruction and selected high-resolution features with atomic 
model fit into the density (bottom).

http://www.nature.com/naturemethods
https://doi.org/10.2210/pdb6GZ3/pdb
https://doi.org/10.2210/pdb6GZ4/pdb
https://doi.org/10.2210/pdb5LZS/pdb
https://www.ebi.ac.uk/pdbe/emdb/empiar/entry/10499
https://www.ebi.ac.uk/pdbe/emdb/empiar/entry/10987
https://www.ebi.ac.uk/pdbe/emdb/empiar/entry/10164
https://www.ebi.ac.uk/pdbe/emdb/empiar/entry/11273


Nature Methods | Volume 20 | December 2023 | 1909–1919 1916

Article https://doi.org/10.1038/s41592-023-02045-0

Class 1, L1 closed (22%)
TI-POST-1 (PDB ID 6GZ3)

eEF2 eEF2L1
closed

L1
open

P/P
A/T

eEF1AL1
open

P/P
A/T

eEF1AL1
intermediate

P/P

Section
view

a

b

d

c

emClarity

nextPYP

L1
closed E/E

Translocation Intermediates (TI) Non-rotated (PDB ID 5LZS)

Class 2, L1 open (20%)
TI-POST-2 (PDB ID 6GZ4)

Class 3, L1 open (19%) Class 4, L1 intermediate (21%) Class 5, L1 intermediate (18%)

C
C

C

C
C

C

E-
tR

N
A

Class number

Co-factors

eEF2

tRNA

eEF1A

emClarity (EMD-8805) nextPYP (Class 1)

L1

eEF2

L1

eEF2

Missing density

emClarity (EMD-8803)
1.0

0.5

–0.5

0

1.0

0.5

0

nextPYP (Class 3)

All chains

1 2 3 4 5

A/
T-

tR
N

A

eE
F1

A

P-
tR

N
A

Fig. 5 | Constrained classification of mammalian 80S ribosomes 
(EMPIAR-10064). a, Five classes of translating 80S ribosomes bound to different 
cofactors. Class 1 and 2 are in pre-translocational state with rotating 40S.  
L1 stalk is colored yellow, eEF2 is colored green. Class 3, 4 and 5 are in the post-
translocational state with non-rotating 40S. eEF1A is colored magenta, A/T-tRNA 
is colored red, P-site tRNA is colored blue and E-site tRNA is colored green. 
Section views show the different cofactors inside the inter-subunit cavities.  
b, Representative density for eEF2, tRNA and eEF1A with corresponding 

coordinates fitted into the density. c, Comparison of map quality for class 1 
between emClarity and nextPYP. Insets show comparison of density for helical 
RNA. Coordinates were fitted into the density for cofactor eEF2 (green) and  
L1 stalk (yellow) for both maps (shown at the bottom). d, Histogram of TEMpy2 
(https://tempy.ismb.lon.ac.uk/) model-to-map CCC scores for nextPYP and 
emClarity reconstructions (left, cofactors in class 3; right, all chains from all five 
classes). Positive scores represent better fits and negative scores indicate that no 
corresponding cofactor density was present.

http://www.nature.com/naturemethods
https://tempy.ismb.lon.ac.uk/


Nature Methods | Volume 20 | December 2023 | 1909–1919 1917

Article https://doi.org/10.1038/s41592-023-02045-0

L1 stalk

P-tRNA

EF-Tu-tRNA

Class 2 (30%) 5,449 particles
A- and P-site tRNAs
L1 stalk open
Classical, non-rotated
(PDB ID 7PAL)

Class 1 (28%) 5,086 particles
EF-Tu-tRNA P-site tRNA
L1 stalk open
Decoding
(PDB ID 7PAK)

Class 3 (42%) 7,629 particles
A- and P-site tRNAs
L1 stalk intermediate
Classical, non-rotated
(PDB ID 7PAL)

A-tRNA

Class 3Class 2Class 1a

b

e

c d

4°

5°

30S head L1 stalk

30S

Non-rotated
(PDB ID 6MTB)

L1 stalk
open

L1 stalk
closed

L1 stalk
open

Class 1
15%

1,014 particles

Class 3
13%

879 particles

A/TP/P

eEF1A

P/PP/P

Translocation-intermediate-POST-3
(PDB ID 6GZ5)

Class 5
30%

2,029 particles

L1 stalk
close

eEF2

Non-rotated decoding
(PDB ID 5LZS)

Class 4
32%

2,164 particles

Class 2
10%

676 particles

40S head

Class 1

Class 5

Class 4

90°

17°

90°

8°

40S body

50S

30S

L1 stalk
open

Fig. 6 | Classification of 70S ribosomes from intact cells and 80S ribosomes 
from cryo-FIB lamellae. a, Three classes of 70S ribosomes with different 
translating states or L1 stalk conformations. Class 1 is in decoding state with EF-Tu 
binding tRNA adopting to A-site. Class 2 and 3 are in classic non-rotated state, 
showing A-site and P-site tRNAs, while L1 stalks are in different positions  
(class 2, L1 stalk is open; class 3, L1 stalk is intermediate close, highlighted in c).  
b, Superimposed maps for class 1 and 2 viewed from the bottom of the 30S 
subunit showing the small subunit rotation during tRNA loading. c, L1 stalk 

superimposed density for class 2 and 3 showing the open and half-closed states. 
d, Classes of 80S ribosomes from cryo-FIB lamellae. Classes 1, 2 and 3 are in non-
rotated states, while class 1 and class 3 have binding P-site tRNA differentiated 
by close and open L1 stalk states and class 2 with no tRNA bound. Class 4 is in the 
decoding state with cofactor eEF1A and A/T-site tRNA, P-site tRNA bound. Class 5 
is in the post-translational state with cofactor eEF2. e, Superimposed maps of 80S 
class 1 and 2 showing rotating subunits, with plates representing the 40S body 
central planes.

http://www.nature.com/naturemethods


Nature Methods | Volume 20 | December 2023 | 1909–1919 1918

Article https://doi.org/10.1038/s41592-023-02045-0

Discussion
Structural studies using single-particle microscopy require imaging 
and averaging many copies of the target of interest to remove noise and 
improve resolution. Unlike in vitro studies that use purified protein at 
high concentrations, proteins imaged within their native cellular con-
text are present at much lower physiological concentrations, requiring 
imaging of large areas of the sample to accumulate enough copies to 
achieve high-resolution. Advances in sample preparation, specimen 
screening and high-speed tomography, have increased the throughput 
of data collection making it possible to acquire hundreds of tilt series 
during a single microscopy session. Strategies for SP-CET data analysis; 
however, have lagged behind and currently require extensive user input 
and access to prohibitively large computational and storage resources, 
constituting a major obstacle for the development and broad adoption 
of this powerful technique.

Here, we present nextPYP, a scalable framework for SP-CET data 
analysis that can routinely convert hundreds of tilt series or hun-
dreds of thousands of particles into high-resolution structures. The 
software uses a combination of re-implementations of existing tech-
niques and new methods, as summarized in Supplementary Table 4. 
Bypassing the need to generate sub-tomograms and particle stacks 
results in a light-weight architecture with a small storage footprint 
that is scalable and substantially accelerates data analysis. Our robust 
strategies for on-the-fly pre-processing of tilt series allow monitoring 
of data quality during acquisition and seamless conversion of meta-
data for subsequent 3D analysis. We present efficient algorithms for 
reference-based alignment and high-resolution refinement, includ-
ing region-based and particle-based CTF refinement, video frame 
alignment and data-driven exposure weighting. Our strategies for 
3D classification use the constraints of the tilt geometry to effectively 
disentangle structural variability of flexible complexes imaged in situ. 
We validate our approach using in vitro and cellular datasets demon-
strating its ability to achieve high resolution and uncover translating 
states of native ribosomes. These tools are available in the software 
package nextPYP, a scalable and easy-to-use platform for SP-CET 
data analysis designed to facilitate adoption of this technique by the 
structural biology community.

nextPYP successfully overcomes fundamental bottlenecks in the 
SP-CET data analysis pipeline; however, most datasets still require 
access to multi-node computer clusters or scalable cloud-based 
solutions. In particular, reference-based 3D reconstruction requires 
exhaustive sampling of poses between each particle and the reference, 
resulting in low-throughput performance. Future work will be needed 
to further reduce the computational footprint of constrained projec-
tion alignment and to design efficient search strategies for robust ab 
initio reconstruction. Together with recent developments in specimen 
preparation and data collection, these advances will help accelerate 
the structural analysis of native samples and contribute to advancing 
the field of visual proteomics.
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Methods
On-the-fly pre-processing of tilt series
Gain correction, video frame alignment and averaging were performed 
using a modified version of the program unblur54 designed to minimize 
I/O operations and speed up processing. Tilt-series alignment was 
performed using routines implemented in IMOD and include protocols 
for fiducial-based and patch-based alignment using non-overlapping 
and uniformly sized patches55. Per-tilt CTF was estimated using the 
procedure we reported previously13 (based on CTFFIND440) and only 
binned tomograms were produced for the purpose of assessing recon-
struction quality using IMOD’s tilt command. Images in a tilt series 
were processed in parallel using multiple CPU threads. Steps such as 
tomogram reconstruction and CTF estimation that do not depend 
on each other were also parallelized. Information was live-streamed 
to the GUI, providing convenient access to data quality metrics and 
assessment of tomograms.

Strategies for 3D particle picking
Size-based particle picking. Particle picking was conducted using 
the binned tomograms produced during data pre-processing. A robust 
contamination-detection step was executed as follows: (1) we applied 
a high-pass filter to the original tomogram and binarized the result 
(using the mean density plus 3 × s.d.) to detect high-contrast regions; 
(2) we removed small objects from this mask and filled in small holes 
using mathematical morphology operations; and (3) we dilated the 
mask to prevent picking particles that were too close to contaminated 
areas. Tomograms were then low-pass filtered to highlight features 
within the user-specified size range and particles were detected at the 
positions of local minima of the density that fell outside the contamina-
tion mask. To reduce the effects of the missing wedge, we erased the 
gold from the raw tilt series before reconstruction using protocols 
implemented in IMOD24.

Geometry-based picking. Virions were detected based on a robust vot-
ing mechanism that uses the 3D Hough transform implemented in ITK 
(https://itk.org/) and VTK (https://vtk.org). This approach produces the 
center coordinates and an estimated value for the radius of each virion. 
This information was used to generate separate tomograms for each 
virion (using a smaller pixel size than that used to generate the tomo-
grams during pre-processing), followed by 3D segmentation using 
minimal-surfaces algorithms42. An external reference was then used to 
execute template search constrained to the outside of the segmented 
surfaces. Virions were processed in parallel to reduce running times.

Semi-supervised picking based on deep neural networks. We used 
sparse labels selected in three dimensions to train a semi-supervised 
deep neural network as described elsewhere45. We manually selected 
several particles in three dimensions from a few tomograms using 
nextPYP’s built-in visualization tools. The model was first trained using 
a GPU, followed by inference on all tomograms in a dataset. Particle 
picking results were visually inspected for accuracy. For challeng-
ing datasets, the number of annotations can be increased and used 
for training until the desired accuracy is achieved. For validation, 
we applied this approach to pick 35,352 particles of native enzyme 
ribulose-1,5-biphosphase carboxylase-oxygenase (RuBisCO) from 
Chlamydomonas reinhardtii cells56 and used them to produce a 12-Å 
resolution map (Extended Data Fig. 7).

Comparison between size-based and neural network-based pick-
ing. We compared the performance between these approaches using 
in vitro and in situ datasets, EMPIAR-10304 and EMPIAR-10499, respec-
tively. Performance in terms of precision, recall and F1 was slightly 
higher for the neural network approach, but the size-based approach 
was faster because it did not need manual labeling or training (Extended 
Data Fig. 8 and Supplementary Table 5).

SP-CET data analysis without sub-volumes and particle stacks
In conventional STA, storing 12,000 sub-volumes using a box size 
of 384 requires 2.5 TB of space. Applying the original constrained 
SP-CET approach to the same dataset (assuming tilt series were 
acquired using a standard ±60 tilting scheme with 41 projections), 
requires generating an image stack with almost half a million particle 
projections (12,000 × 41 = 492,000 images). Using a box size of 384 
voxels, such a stack will still require 270 GB of disk storage, creating 
substantial I/O bottlenecks for the processing downstream. Instead, 
nextPYP bypasses the generation of sub-volumes and saving of large 
particle stacks by leveraging its parallel computing architecture and 
processing tilt series in discrete bundles (Fig. 2b). Internally, the 
program still produces 2D particle stacks because they are needed 
for running refinement and reconstruction in cisTEM52, but these 
are only stored temporarily on local scratch space, which typically 
consists of fast SSD drives. When running on high-performance 
computing clusters, this strategy minimizes network traffic, result-
ing in faster processing speeds and better scalability. For sessions 
with hundreds of bundles, however, this strategy results in as many 
intermediate reconstructions and merging could become a bottle-
neck. To speed up this process, a separate merge job is initiated as 
soon as the first partial reconstruction is available and subsequent 
reconstructions are merged on-the- fly as they become available.

Region-based constrained projection refinement
Unlike fully constrained refinement where all particles in a given tilt 
image have the same parameters, in our region-based approach parti-
cles are split into groups based on their position in 3D space. This allows 
modeling of beam-induced motion by estimating unique projection 
parameters for each individual region. The index functions 𝒫𝒫 (i) ∶ {1 ⋅ ⋅ ⋅ P} 
and 𝒢𝒢 (i) ∶ {1 ⋅ ⋅ ⋅ G} indicate the particle and region identities associated 
to image Ii, for a dataset with a total of P particles and G regions. The 
mapping g between particle alignments in three dimensions and those 
corresponding to the 2D projections, can be written as:

[xi, yi,θi,ϕi,ψi]

= g (α𝒢𝒢𝒢i),β𝒢𝒢𝒢i), x𝒢𝒢𝒢i), y𝒢𝒢𝒢i),θ𝒫𝒫𝒢i),ϕ𝒫𝒫𝒢i),ψ𝒫𝒫𝒢i), x𝒫𝒫𝒢i), y𝒫𝒫𝒢i), z𝒫𝒫𝒢i)),

where xi, yi,θi,ϕi,ψi  are the translations and orientations assigned  
to particle projection i, α𝒢𝒢𝒢i),β𝒢𝒢𝒢i), x𝒢𝒢𝒢i), y𝒢𝒢𝒢i)  are the tilt-axis angle,  
tilt angle and image translations associated to region 𝒢𝒢 (i)  and 
θ𝒫𝒫𝒢i),ϕ𝒫𝒫𝒢i),ψ𝒫𝒫𝒢i), x𝒫𝒫𝒢i), y𝒫𝒫𝒢i), z𝒫𝒫𝒢i)  represents the rigid transformation 
assigned to particle 𝒫𝒫 (i). In region-based refinement, the overall pro-
jection matching objective function, D, is defined by accumulating 
cisTEM scores, d, calculated between images Ii and reprojections of the 
model R, by optimizing over the geometric constraints αg,βg, xg, yg:

D =
G
∑
g=1

∑
i|𝒢𝒢(i)=g

d (Ii,Rg𝒢αg ,βg ,xg ,yg ,θ𝒫𝒫𝒫i) ,ϕ𝒫𝒫𝒫i) ,ψ𝒫𝒫𝒫i) ,x𝒫𝒫𝒫i) ,y𝒫𝒫𝒫i) ,z𝒫𝒫𝒫i))),

where the second argument of the score function d represents a 
reprojection of the model in the orientation given by the tilt geo-
metry of each region and the orientation of particles contained in that 
region. The overall sum is arranged into G groups (one per region), 
each having Pg terms (one for each particle present in region g). For  
example, a tomogram can be divided into 4 × 4 × 2 regions (in x, y  
and z) resulting in a total of G = 32 regions. Only particles located within  
a region are used for refining the micrograph parameters for that 
region. The number of regions can be adjusted to account for local 
motion at different spatial scales. Using more regions will result in 
finer spatial resolution, but the higher number of unknowns could 
potentially lead to overfitting. The use of fewer regions will result 
in lower spatial resolution for the sample deformation model, but 
has less chance of overfitting due to the reduced number of free 
parameters.
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Particle-based CTF refinement
Similar to region-based refinement, particle-based CTF refinement 
also requires defining a mapping h:

[df1i,df2i,Astigi] = h (df1𝒢𝒢𝒢i),df2𝒢𝒢𝒢i),Astig𝒢𝒢𝒢i)) ,

between the defocus and astigmatism parameters assigned to indi-
vidual 2D projections (df1i,df2i,Astigi) and the mean defocus and astig-
matism parameters associated to the region 𝒢𝒢 (i): df1𝒢𝒢𝒢i),df2𝒢𝒢𝒢i),Astig𝒢𝒢𝒢i). 
The projection matching objective function, D, is then maximized with 
respect to the CTF parameters of each region df1𝒢𝒢𝒢i),df2𝒢𝒢𝒢i),Astig𝒢𝒢𝒢i):

D =
G
∑
g=1

∑
i|𝒢𝒢(i)=g

d (Ii,R|h(df1𝒢𝒢𝒫i) ,df2𝒢𝒢𝒫i) ,Astig𝒢𝒢𝒫i))) ,

where the overall sum is arranged into groups (one per region), each 
having Pg terms (one per particle located in region g). The maximization 
is performed using the Powell minimizer and the search is conducted 
within a user-specified tolerance for the defocus and astigmatism 
parameters.

Video frame refinement and self-tuning exposure weighting
Frames for each particle projection are extracted from the raw videos 
of each tilt. Running averages for each frame are produced and used 
for alignment against the most current 3D reference. This process 
produces a set of noisy trajectories (one trajectory per tilted image, per 
particle), which we then regularize using spatial and temporal smooth-
ness constraints to prevent overfitting48. To determine the weights of 
the exposure filter, score averages over all particles in each frame are 
calculated and used for exposure weighting using a modified version 
of cisTEM’s reconstruct3d program52. Correlation scores assigned to 
individual frames obtained during processing of EMPIAR-10164 are 
shown in Fig. 3b. Corresponding 2D frequency weights were derived 
using the same formula used elsewhere48, with the total number of 
frames corresponding to the number of frames per tilt, times the 
number of tilts (8 × 41 = 328; Fig. 3c). For tilt series that do not contain 
enough particles to produce reliable weights, a mean exposure curve  
can be obtained from the entire dataset and used for weighting  
(Fig. 3d). The very low doses per frame used in tomography can result 
in overfitting, usually manifested as FSC curves having a sharp falloff at 
the maximum resolution used for refinement57. To prevent this, longer  
running frame averages can be used to increase SNR and stronger 
spatial regularization of trajectories can be imposed on the movement 
of neighboring particles.

Particle cleaning based on scores and spatial proximity. One way to 
improve map resolution is to remove particles that do not contribute 
high-resolution information to the final reconstruction. These particles 
may correspond to damaged or false positives that were identified 
during particle picking, or to particles that cannot be properly aligned 
during refinement. To remove these from the downstream refinement, 
we calculated mean scores for each particle by averaging the scores 
from the tilted projections of each particle. A user-specified threshold 
was then used to remove particles that have scores lower than the cut-
off. This produces cleaner particle sets and contributes to improving 
resolution. For large particles like ribosomes, a bimodal distribution 
of scores can be observed and in this case the threshold can be deter-
mined automatically as shown previously58. We also removed duplicate 
particles that were too close to their neighbors, using a user-specified 
minimum distance.

Constrained classification of particle projections
Our strategy for heterogeneity analysis from 2D projections is based 
on the 3D single-particle classification algorithm implemented in 
cisTEM52, with several changes to accommodate our distributed 

processing workflow and the imposition of the tilt geometry con-
straints. The randomization algorithm used to generate the N discrete 
initial references was rewritten to account for the use of geometric 
constraints and to bundle images into groups representing unique 
sub-volumes. The local statistics of the refinement parameters (aver-
age and variance) resulting from our distributed workflow are different 
from the global statistics (obtained when considering all images in the 
dataset) and this can affect the classification results. To overcome this 
statistical bias, we always used the global refinement statistics when 
doing the distributed calculation of per-particle occupancies. The 
probabilities assigned during 3D reconstruction within each class 
also used the global refinement statistics. During the calculation of 
occupancies, Gaussian weights centered at the 0-degree tilt image with 
a s.d. of 6° were used to assign higher weights to the low tilt angle pro-
jections (the use of score-based weights in this case did not improve the 
classification results and instead led to overfitting due to the low-SNR 
conditions). All constrained classification runs were performed using 
the full range of tilts. The focused classification approach implemented 
in cisTEM can also be used within our constrained classification frame-
work to determine structural flexibility restricted to a specific region 
or area of a complex.

Validation of constrained classification using SP datasets
To validate our classification approach, we generated a test dataset 
by combining two single-particle datasets from HIV-1 Env samples 
with Fabs bound at different locations. Running averages of six video 
frames were considered as the equivalent of a tilt series with a similar 
dose but higher SNR because the images are not tilted. This synthetic 
mixture provides the necessary ground truth to test our classification 
algorithm. First, 3D classification was performed using video averages 
(without considering the frames) using standard single-particle classi-
fication routines implemented in cisTEM. The two classes were success-
fully separated after seven iterations. The misassignment errors in each 
class were 4.8% of particles for class 1 and 0.2% for class 2 (Extended 
Data Fig. 4a). Next, the dataset containing the same particle positions 
as before but now using the running frame averages for each particle 
was used for classification without imposing any constraints. The total 
number of projections in this case was ~60 times larger than the original 
dataset, which corresponded to the number of frames in the original 
micrographs. Even after 28 iterations, standard 3D classification as 
implemented in cisTEM failed to converge due to the lower SNR of the 
running frame averages. The percentages of misassigned particles for 
each class were 44.9% and 32.6%, respectively (Extended Data Fig. 4b). 
After applying the constraints to ensure that running frame averages 
belonging to the same particle were assigned to the same class, 3D clas-
sification was able to successfully separate the classes with only small 
assignment errors observed (3.0% and 3.8%, respectively; Extended 
Data Fig. 4c). The quality of the reconstructed maps was similar to the 
control results obtained by classifying the frame averages, demonstrat-
ing the effectiveness of our approach at classifying low-SNR particle 
projection sets.

Book-keeping, metadata management and code optimization
The general philosophy behind nextPYP is to only keep copies of the 
raw data and the necessary metadata required to reproduce the final 
3D reconstruction(s). This eliminates the need to store intermediate 
results (such as sub-volumes or particle stacks), which require consider-
able amounts of space and introduce I/O bottlenecks that slow down 
processing. This strategy results in a light-weight framework that can 
be scaled to analyze large datasets, while ensuring data reproducibility. 
Internally, metadata for tilt series is stored in binary pickle files and 
metadata generated during refinement is stored as extended .par files 
in compressed format using bzip2. To speed up processing, all routines 
for constrained refinement are implemented in C++ and built with the 
Intel compiler using MKL libraries. To avoid intermediate I/O steps and 
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speed up the evaluation of particle scores, our C++ code was linked 
against cisTEM’s refine3d function52.

Compute resources and running times
nextPYP runs on Linux and uses containerization technology imple-
mented in Apptainer (https://apptainer.org/) to ensure portability and 
reproducibility. Running the program in cluster mode requires access 
to a SLURM instance with a shared file system between the virtual 
machine running the web server and the compute nodes. Running 
times for pre-processing, high-resolution refinement and classifica-
tion are reported in Supplementary Table 2 on a per-tilt series basis. If 
enough resources are available, all tilt series in a dataset can be run in 
parallel (bundle size of 1), making the total running time equal to the 
time per tilt series. If the bundle size is greater than 1, the running time 
will be the time per tilt series, times the bundle size. Running time dur-
ing refinement (without considering reconstruction) is proportional 
to the number of tilts used for refinement. For fully constrained or 
region-based refinement, as well as 3D classification, memory con-
sumption depends on the box size and the number of particles per 
tilt series. For video frame refinement, memory usage only depends 
on the box size. A minimum of 4 GB per vCPU is recommended for 
running most tasks.

Ease-of-use, multi-user environment and interoperability
All results from data processing were streamed in real time to the 
GUI and could be conveniently accessed from multiple locations 
using a web-browser (Extended Data Fig. 9). To account for different 
computer setups and data processing needs, nextPYP can operate 
in standalone mode or in cluster mode. In standalone mode, the 
web server and all processing jobs run locally on the same virtual 
machine, whereas in cluster mode, all processing jobs are submit-
ted to an HPC cluster environment providing scale out capabili-
ties. This mode is especially useful for supporting on-the-fly data 
pre-processing sessions acquired using BISECT where multiple tilt 
series are acquired in parallel13 and to refine structures from datasets 
with thousands of tilt series. For training its deep-learning models 
for particle picking, nextPYP needs access to a GPU. All other opera-
tions are currently executed on CPU cores using multiple threads 
(GPU support will be expanded in the future). The program also 
allows importing user-defined sequences of processing blocks, 
called ‘workflows’ that can be used to automate routine data analysis 
tasks or run standardized benchmarks. Multiple users and groups are 
supported by providing project-specific access control and allowing 
users to share sessions or projects within a group or with other users. 
When system-wide data access restrictions are required: (1) Linux 
groups and permissions can be used to limit access to certain users, 
or (2) multiple instances of nextPYP can be executed (one for each 
user or group). In addition to the GUI, a command line interface is 
also provided that allows finer control of all data processing com-
mands. To facilitate interoperability with other packages, nextPYP 
has functions to import and export metadata in the .star format used 
by recent versions of cisTEM52, Relion23 and M37.

Support for single-particle data processing
nextPYP also supports online and offline processing of cryo-EM 
micrographs. For online processing, raw video frames can be trans-
ferred from the microscope and analyzed on-the-fly using a similar 
user interface as that used for tilt series. In addition to video frame 
alignment, CTF determination and particle picking (size-based and 
neural network-based approaches), nextPYP can also run 2D classi-
fication using wrappers around cisTEM52. Metadata resulting from 
online sessions can be exported in .star format to external packages 
for further processing. Users can also apply filters and export subsets 
of micrographs according to user-defined criteria such as CTF-fit, 
maximum drift and number of particles. For offline processing, 

nextPYP supports reference-based 3D refinement and 3D classifica-
tion jobs52, as well as reference-based video frame refinement and 
data-driven exposure weighting48. All single-particle operations use 
the same scalable and storage-efficient approach used for SP-CET, 
where particle and frame stacks are only saved temporarily in local 
scratch. A fully featured GUI provides interactive visualization of 
micrographs, CTF, maps and refinement statistics. Users can also 
pick particles interactively to train and apply semi-supervised neural  
network models44. Micrographs, videos and metadata can be 
imported/exported in .star format to use with external packages. 
Shape masking and map post-processing operations are also 
supported.

Reporting summary
Further information on research design is available in the Nature  
Portfolio Reporting Summary linked to this article.

Data availability
This study utilized raw tilt series available from the EMPIAR database 
under accession nos. 10064, 10164, 10499, 10987 and 11273 and cryo-EM 
maps available from the Electron Microscopy Data Bank (EMDB) under 
accession nos. 8803, 11638, 11650, 11655, 16209 and 33118. Cryo-EM 
density maps produced in this study were deposited in the EMDB under 
accession nos. EMD-41196 and EMD-41197 for EMPIAR-10164 (five tilt 
series and full dataset), EMD-41199 for EMPIAR-11273, EMD-41205, 
EMD-41207, EMD-41210, EMD-41211 and EMD-41212 for EMPIAR-10064 
(classes 1, 2, 3, 4 and 5), EMD-41220, EMD-41221 and EMD-41222 for 
EMPIAR-10499 (classes 1, 2 and 3) and EMD-41223, EMD-41224,  
EMD-41225, EMD-41226 and EMD-41227 for EMPIAR-10987 (classes 1, 
2, 3, 4 and 5).

Code availability
The open-source code for nextPYP is available at https://github.com/
nextpyp.
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Extended Data Fig. 1 | nextPYP graphical user interface (GUI) for on-the-fly 
monitoring of tilt series. nextPYP provides visualization tools to monitor data 
quality during data acquisition. Results are streamed in real-time to a web-
based interface providing convenient access to various metrics of image and 
reconstruction quality. The GUI includes components to visualize overall dataset 

statistics (a), video frame alignment (b), per-tilt CTF estimation (c), virion 
segmentation (d), tilt series alignment (e), gallery view to discard individual  
tilt-images (f), and 3D particle picking (g) (virion and particle positions shown in 
the left panel were calculated for all 43 tilt series from EMPIAR-10164).
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Extended Data Fig. 2 | Comparison of final map resolution against other 
packages (EMPIAR-10164). a) Alpha helix segment with fitted atomic 
coordinates PDB ID 5l93 showing maps obtained from a subset of 5 tilt series 
using emClarity (3.3 Å, 15,791 particles), RELION (3.2 Å, 12,910 particles) and 
nextPYP (3.2 Å, 14,482 particles). Improved map features are highlighted in red. 
b) Corresponding FSC curves between half-maps showing estimated resolutions 

using the 0.143 cutoff criteria. c) Alpha helix segments with fitted atomic 
coordinates for maps obtained from the entire dataset (43 tilt series) using M 
(3.0 Å, 130,658 particles), RELION (3.0 Å, 144,275 particles), and nextPYP (3.0 Å, 
109,496 particles). Improved map features and density continuity are highlighted 
in red. d) Corresponding FSC curves between half-maps.
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Extended Data Fig. 3 | Constrained classification of tilted particle 
projections. Strategy for 3D classification of single-particle cryo-electron 
tomography data. a) In conventional sub-tomogram classification, tomograms 
are first reconstructed and sub-volumes are extracted for subsequent 3D 
classification. Sub-volumes are sorted into 3 classes, corresponding to 
different conformational states (blue, yellow, and red). b) Classification from 

2D projections requires extraction of 2D images from the raw tilt series data 
using the coordinates of particles in 3D. Classification without imposing the 
constraints of the tilt geometry incorrectly classifies the particles due to the low 
SNR of tomographic particle projections. c) Imposition of the constraints allows 
correct separation of multiple conformations.
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Extended Data Fig. 4 | Validation of constrained classification using  
a synthetic mixture of single-particle datasets. Micrographs from two datasets 
of HIV-1 Env bound to different antibodies were combined and subjected to 3D 
classification. a) Baseline classification using video frame averages. Particle 
ground-truth distribution is shown with a colored bar on the left (Class 1 blue, 
Class 2 red). Area plots on the right show the occupancy distribution as a 

function of the particle number for each class. Reconstructed maps for each 
class after 7 iterations are shown above the plots showing correct separation of 
the two conformations. b) Classification using video frames without imposing 
constraints after 28 iterations fails to separate the two states. c) Constrained 
classification using video frames correctly recovers the two conformations after 
7 iterations.
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Extended Data Fig. 5 | Consensus map obtained from tilt series of in-cell 70S 
ribosomes (EMPIAR-10499). a) Overview of 3.9 Å resolution reconstruction 
obtained from 18,135 particles (without performing particle cleaning since this 

dataset was used to benchmark the constrained classification strategy). b) Alpha 
helical and RNA helical segments shown with model fit into map. c) FSC plot 
between half-maps (0.143 cutoff criteria).
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Extended Data Fig. 6 | Per-tilt frequency dependent weights for 80S 
ribosomes from cryo-FIB lamellae (EMPIAR-10987). a) Data-driven average 
similarity scores measured between the individual tilts of each particle and 
the 3D reference. b) Corresponding weights for individual tilts are shown as a 

function of frequency. Colors represent the relative contribution of each tilt from 
highest (dark red) to lowest (deep blue). Bands for each tilt are ordered in the 
sequence they were acquired (bottom=first, top=last).
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Extended Data Fig. 7 | Neural network-based particle picking of RuBisCO 
particles from tomograms of Chlamydomonas reinhardtii cells 
(EMPIAR-10694). a) Slice through tomogram showing cellular features and 

selected RuBisCo particles (inset). b) 3D reconstruction obtained from 35,352 
particles with atomic model fit into map. c) FSC plot between half-maps showing 
a resolution of 12 Å (0.143 cutoff criteria).
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Extended Data Fig. 8 | Comparison between size-based and neural network-
based particle picking approaches. Particle picking results on tomograms  
of ribosomes from EMPIAR-10304 (in vitro) and EMPIAR-10499 (in situ).  
Ground-truth particle positions (left, cyan) were obtained by manual picking.  
Corresponding results of neural network-based picking (middle, red) and  

size-based picking (right, yellow) are shown. Similar results were obtained 
for each of the 12 tilt series from EMPIAR-10304 and the 65 tilt series from 
EMPIAR-10499. Additional accuracy statistics are presented in Supplementary 
Table 5. Scale bars for EMPIAR-10304 are 200 nm and for EMPIAR-10499 are 
100 nm.
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Extended Data Fig. 9 | GUI components in nextPYP for high-resolution 
refinement and classification. a) The main application dashboard shows 
information about multiple projects. b) Each project consists of multiple data 
processing blocks and access to log files and processing history is shown on the 
right. c) Gallery view shows multiple tomogram slices to facilitate inspection of 

large datasets. d) The refinement view shows metrics for reconstruction quality 
including map slices and projections, FSC plots and orientation distribution of 
particles for each iteration. Navigation controls provide access to maps from 
different iterations and classes. e) Multiple reconstructions can be displayed 
interactively in 3D.
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