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Human mobility networks reveal increased 
segregation in large cities

Hamed Nilforoshan1,7, Wenli Looi1,7, Emma Pierson2,7, Blanca Villanueva3, Nic Fishman1, 
Yiling Chen1, John Sholar1, Beth Redbird4,5, David Grusky6 & Jure Leskovec1 ✉

A long-standing expectation is that large, dense and cosmopolitan areas support 
socioeconomic mixing and exposure among diverse individuals1–6. Assessing this 
hypothesis has been difficult because previous measures of socioeconomic mixing 
have relied on static residential housing data rather than real-life exposures among 
people at work, in places of leisure and in home neighbourhoods7,8. Here we develop a 
measure of exposure segregation that captures the socioeconomic diversity of these 
everyday encounters. Using mobile phone mobility data to represent 1.6 billion 
real-world exposures among 9.6 million people in the United States, we measure 
exposure segregation across 382 metropolitan statistical areas (MSAs) and 2,829 
counties. We find that exposure segregation is 67% higher in the ten largest MSAs  
than in small MSAs with fewer than 100,000 residents. This means that, contrary  
to expectations, residents of large cosmopolitan areas have less exposure to a 
socioeconomically diverse range of individuals. Second, we find that the increased 
socioeconomic segregation in large cities arises because they offer a greater choice of 
differentiated spaces targeted to specific socioeconomic groups. Third, we find that 
this segregation-increasing effect is countered when a city’s hubs (such as shopping 
centres) are positioned to bridge diverse neighbourhoods and therefore attract 
people of all socioeconomic statuses. Our findings challenge a long-standing 
conjecture in human geography and highlight how urban design can both prevent  
and facilitate encounters among diverse individuals.

In the United States, economic segregation is very high, with income 
affecting where one lives9, who one marries10, and who one meets 
and befriends11. This extreme segregation is costly. It reduces eco-
nomic mobility12–15, fosters a wide range of health problems16–18 and 
increases political polarization19–22. Although there are all manner 
of reforms designed to reduce economic segregation (such as sub-
sidized housing), it has long been argued that one of the most power-
ful segregation-reducing dynamics is rising urbanization23 and the 
resulting happenstance mixing that it induces1–6. This ‘cosmopolitan 
mixing hypothesis’ anticipates that, in large cities, the combination 
of increased population diversity, constrained space and accessible 
public transportation will bring diverse individuals into close physical 
proximity with one another2, reducing everyday socioeconomic seg-
regation. The New York City Subway has been lauded, for example, as 
a mixing bowl in which a diverse set of people cross paths each day24.

As plausible as the cosmopolitan mixing hypothesis might seem, 
big cities also provide new opportunities for self-segregation, because 
they are large enough to enable people to seek out and find others 
who are similar to themselves25. These contrasting hypotheses about 
the relationship between urbanization and socioeconomic mixing 
remain untested because it has been difficult to measure real-world 
exposures that take the form of path crossings and encounters among 

individuals7,26,27. It becomes possible to measure such exposures 
when mobile phone geolocation data are analysed at the device level. 
Although mobile phone data have been used for many research pur-
poses28–38, a nationwide study of socioeconomic mixing and urbaniza-
tion has not been undertaken because of difficulties in ascertaining 
individual-level socioeconomic status (SES), determining when dyadic 
exposures occur, and amassing the data needed to compare across 
cities or counties28–30,32–36.

Here we carefully test the cosmopolitan mixing hypothesis and the 
dynamics underlying it. To assess this hypothesis and understand the 
relationship between urbanization and segregation, we use mobile 
phone mobility data in the form of de-identified GPS location pings 
(see the ‘SafeGraph’ section of the Methods). From this data, we capture 
geolocated individual-level exposures between individuals of similar 
or different SES. This enables us to develop city-level and county-level 
measures of segregation that capture where people go, when they go 
there and whom they encounter on the way.

We first determine the SES of a person by identifying their home loca-
tion and its monthly rent value. We next construct a dynamic network 
that captures each individual’s exposures to other individuals in their 
everyday life. Our network contains 1,570,782,460 edges (represent-
ing exposures in physical space) among 9,567,559 nodes (representing 
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individuals, that is, mobile phones) across 382 MSAs and 2,829 counties 
in the United States. Every timestamped edge between a pair of nodes 
signifies that the two individuals crossed paths with and encountered 
each other (that is, they were at the same location at the same time). 
We analysed these data to estimate the amount of exposure segrega-
tion, defined as the extent to which individuals of different economic 
statuses are exposed to one another within each geographical area 
(MSAs and counties) in the United States. Our measure of exposure 
segregation extends a traditional static segregation measure by 
capturing the diversity of person-to-person exposures localized in  
space and time.

A more realistic measure of segregation
To estimate each person’s SES, we first infer their home location 
from night-time mobile phone location pings (Fig. 1a; see the ‘Infer-
ring home location’ section of the Methods), and we then recover the 
estimated monthly rent value of the home at this location (Fig. 1a; 
see the ‘Inferring SES’ section of the Methods). This method is more 
accurate in estimating individual SES than the conventional approach 
of using neighbourhood-level census averages30,31. We next identify 
each instance when a pair of individuals crossed paths and were thus 
exposed to each other, defined as their two devices being within  
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Fig. 1 | Exposure segregation captures the likelihood of exposure between 
people of different socioeconomic backgrounds and reveals increased 
segregation in highly populated metropolitan areas. a, For 9.6 million 
individuals (mobile phones), we infer their SES (rent or rent equivalent) from 
their home address on the basis of their location at night (see the ‘Inferring home 
location’ section of the Methods). We then capture path-crossing events (that is, 
being at the same location at the same time) to identify pairs of individuals who 
were exposed to each other (see the ‘Constructing exposure network’ section 
of the Methods). b, The nationwide network of 1.6 billion exposures spans 2,829 
counties and 382 MSAs. Our exposure network contrasts with a conventional 
measure of economic segregation, the neighbourhood sorting index, which 
assumes that individuals are exposed to other residents only within their home 
census tract. Graphs pertain to a sample community of 50 individuals residing 
in ten census tracts in San Francisco, CA. Nodes represent individuals; edges 
represent exposures. This sample illustrates the importance of capturing 
cross-tract exposures, which are undetected by conventional segregation 
measures. c, For each geographical region (either MSA or county), we estimate 
exposure segregation, defined as the correlation between an individual’s SES 
and the mean SES of those with whom they cross paths; 1 signifies perfect 
segregation and 0 signifies no segregation. This definition is equivalent to the 
conventional neighbourhood sorting index, but with the key difference that it 
leverages real-life exposure from mobility data instead of synthetic exposures 

from individuals grouped by census tracts. For two MSAs, we show the raw 
data; each point represents one individual. San Francisco–Oakland–Hayward, 
CA, is 2.2× more segregated (P < 10−4, 95% CI = 1.6–2.8×; two-sided bootstrap; 
see the ‘Hypothesis testing’ section of the Methods) than Napa, CA. d,e, Contrary 
to the hypothesis that highly populated metropolitan areas support diverse 
exposures and socioeconomic mixing, we find that larger MSAs are more 
segregated (d). Exposure segregation presented as a function of population 
size; each dot represents one MSA; the purple line indicates the LOWESS fit.  
An upward slope reveals that urbanization is associated with higher exposure 
segregation (Spearman correlation = 0.62, n = 382, P < 10−4; two-sided Student’s 
t-test; see the ‘Hypothesis testing’ section of the Methods). The top ten largest 
MSAs by population size are 67% more segregated (P < 10−4, 95% CI = 49–87%; 
two-sided bootstrap; see the ‘Hypothesis testing’ section of the Methods) than 
small MSAs with fewer than 100,000 residents. Associations are robust to 
controlling for potential confounding factors and are similar for population 
density and exposure segregation (Extended Data Table 1 and Supplementary 
Table 7). e, Exposure segregation across the 2,829 US counties. The analysis 
was limited to counties with at least 50 individuals present in the dataset. 
Exposure segregation varies substantially across counties in the United States. 
Moreover, as with MSA-level segregation, county-level exposure segregation is 
also positively associated with both population size and population density 
(Extended Data Fig. 4).
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D metres of each other within T minutes (see the ‘Constructing exposure 
network’ section of the Methods). Although our key findings are robust 
to the precise choice of D and T (Supplementary Figs. 5–8), our primary 
analyses use D = 50 metres and T = 5 minutes because the cosmopolitan 
mixing hypothesis pertains to visual exposure1,2. This approach, to our 
knowledge, provides the highest-resolution measure of exposure to 
date, compared with previous GPS-based studies30,31,39.

The economic segregation of each geographical region is measured 
by the correlation between a person’s SES and the mean SES of everyone 
to whom they are exposed through a path crossing (see the ‘Exposure 
segregation’ section of the Methods). This correlation is estimated by 

fitting a linear mixed-effects model that eliminates attenuation bias 
and secures unbiased estimates of exposure segregation even when 
observed exposures are sparse (Extended Data Fig.  1; see the ‘Estimat-
ing exposure segregation’ section of the Methods). The resulting meas-
ure of exposure segregation (Fig. 1b,c), which ranges from 0 (perfect 
integration) to 1 (complete segregation), is a generalization of a widely 
used measure of socioeconomic segregation—the neighbourhood 
sorting index7. The neighbourhood sorting index is equivalent to the 
correlation between each person’s SES and the mean SES of all of the 
people in their home census tract, whereas our measure of exposure 
segregation is equivalent to the correlation between each person’s SES 
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Fig. 2 | Exploring the dynamics of exposure segregation reveals that 
socioeconomic differentiation of spaces accounts for increased segregation 
in large cities. a, Each point represents the segregation estimate in one of the 
n = 382 MSAs; the vertical coloured lines represent the median across MSAs. 
Top, exposure segregation is 38% lower (P < 10−4, 95% CI = 37–41%; two-sided 
bootstrap; see the ‘Hypothesis testing’ section of the Methods) than the 
conventional segregation measure—the neighbourhood sorting index. Bottom, 
a breakdown of exposure segregation into its component parts. Exposures  
in which both people are within their home census tract (green) are most 
segregated, reflecting the homophily effect in which people preferentially 
encounter those of a similar SES in their home tracts. Out-of-tract exposures 
(orange and red) are less segregated, reflecting the visitor effect in which 
entering other tracts exposes individuals to economically diverse individuals. 
As a small minority (2.4%, 95% CI = 2.4–2.4%; two-sided bootstrap; see the 
‘Hypothesis testing’ section of the Methods) of exposures happen within the 
home tract, the visitor effect dominates the homophily effect and exposure 
segregation is therefore lower than the conventional neighbourhood sorting 
index. b,c, Exposure segregation varies by tie strength and location type. Each 
point represents segregation in one of n = 382 MSAs using only exposure pairs 
occurring with a specific tie strength (b) or in a given location type (c). The 
boxes indicate the interquartile range across MSAs. Segregation increases with 

tie strength and is especially high for the strongest ties (5+ exposures; median 
exposure segregation, 0.57). Segregation is highest at golf courses and country 
clubs (median exposure segregation, 0.42) and lowest at performing arts 
centres (median exposure segregation, 0.16) and stadiums (median exposure 
segregation, 0.17). d–f, A case study of full-service restaurants illustrates the 
relationship between urbanization and exposure segregation. Highly populated 
metropolitan areas are more segregated not only because they offer a wider 
choice of venues but also because these venues are more socioeconomically 
differentiated. d, Larger MSAs have more restaurants within 10 km of the 
average resident, giving residents more options to self-segregate. e, Moreover, 
restaurants in larger MSAs vary more in the median SES of their visitors, meaning 
that a greater choice of socioeconomically differentiated restaurants is offered. 
The coefficient of variation across restaurant SES (that is, the median SES  
of a restaurant’s visitors) in the ten largest MSAs is 63% more (P < 10−4,  
95% CI = 37–100%; two-sided bootstrap; see the ‘Hypothesis testing’ section of 
the Methods) than the coefficient of variation in small MSAs (with fewer than 
100,000 residents). f, Consequently, exposure segregation within restaurants 
is higher in larger MSAs. These relationships are also detectable at the scale of 
city hubs (defined as higher-level clusters of POIs such as plazas and shopping 
centres) as well as at the neighbourhood level (Extended Data Figs. 5 and 6).
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and the mean SES of all of the people who they encounter (either inside 
or outside their home census tract). Thus, the key difference between 
these two measures is that the neighbourhood sorting index assumes 
that exposures occur uniformly and only among co-residents of the 
same home tract, whereas exposure segregation captures real-world 
exposures among people as they navigate their daily lives.

Extreme segregation in large cities
We find that, contrary to the cosmopolitan mixing hypothesis, exposure 
segregation is higher in large MSAs (Fig. 1d). The Spearman correla-
tion between MSA population and MSA segregation is 0.62 (P < 10−4), 
and the ten largest MSAs by population size are 67% more segregated 
(P < 10−4, 95% confidence interval (CI) = 49–87%) than small MSAs with 
fewer than 100,000 residents. This result is robust. We validated it by 
recalculating the correlation with a measure of density rather than 
population size (Spearman correlation = 0.45, P < 10−4; Supplementary 
Table 7), by controlling for potential confounding factors (Extended 
Data Table 1 and Supplementary Table 7), by varying the granularity of 
the analysis (Fig. 1e and Extended Data Fig. 4) and by testing a variety 
of specifications of exposure segregation (Supplementary Table 6 and 
Supplementary Figs. 2–10). The consistent result that larger, denser 
cities are more segregated runs counter to the hypothesis that such 
cities promote socioeconomic mixing by attracting diverse individu-
als and constraining space in ways that oblige them to encounter one 
other1–6. Our results support the opposite hypothesis: big cities allow 
their inhabitants to seek out people who are more like themselves. The 
key advance that enables this finding is our fine-grained measure of 
proximity with respect to both time and space (Supplementary Fig. 66).

Exploring exposure segregation
Our methodology further allows for comparisons between a conven-
tional static measure of segregation (neighbourhood sorting index) 
and our dynamic measure. The median level of exposure segregation 
across all MSAs is 38% lower (P < 10−4, 95% CI = 37–41%) than the corre-
sponding value for a conventional static estimate31 (neighbourhood 
sorting index; Fig. 2a (top)). We explain this result by disaggregating 
our measure into components pertaining to exposures in which both, 
one or neither individual was within their home census tract (Fig. 2a 
(bottom)). Exposure segregation is lower because, when people ven-
ture outside their home tracts, they experience more diversity. For 
example, exposures are 50% less segregated (P < 10−4, 95% CI 48–53%) 
when both people are outside the home census tract than when both 
people are within their home tract. Within their own neighbourhood, 
people cross paths with neighbours who are socioeconomically most 
similar to them, but this has little effect on overall exposure segregation 
because only 2.4% of exposures (95% CI = 2.4–2.4%) occur when both 
individuals are within their home tract. Finally, we observe that not only 
is overall exposure segregation elevated in large cities, but also each 
of its components is elevated in large cities (Supplementary Fig. 10).

We quantify variability in exposure segregation both by tie strength 
(Fig. 2b,c) and across different points of interest (POIs). Stronger ties are 
more segregated40,41 (Fig. 2b). We also find much variability in POI-level 
segregation11,30 (Fig. 2c; see the ‘Decomposing segregation by activ-
ity’ section of the Methods). We explain this variability in POI-level 
segregation (Fig. 2c) by the extent to which a POI category (such as 
restaurants) contains differentiated POIs that service small and thereby 
socioeconomically homogeneous communities (for example, Michelin 
star restaurants). We operationalize the extent of a POI category’s differ-
entiation using the average travel distance to the nearest POI30 and the 
total number of POIs (Spearman correlation = −0.75, P < 0.001 (travel 
distance); Spearman correlation = 0.69, P < 0.01 (number of POIs); 
Extended Data Fig. 3a,b). For example, in the median MSA, religious 
organizations require 92% less travel distance (P < 10−4, 95% CI = 92–93%) 

and are 16× more numerous (P < 10−4, 95% CI = 8–18×) than stadiums. 
Because religious organizations can therefore target more narrowly 
defined socioeconomic communities, they are 75% more segregated 
(P < 10−4, 95% CI = 58–87%) than stadiums. In rare cases, a POI category 
with only a small number of POIs may still exhibit substantial segrega-
tion (such as golf courses) owing to economic differentiation among 
its POIs caused by other factors (such as a public–private distinc-
tion; Extended Data Fig. 3c). Below, we show that this link between 
the socioeconomic differentiation of spaces and segregation is also 
critical to explaining why large cities are more segregated.

Differentiation of space in large cities
To understand why large metropolitan areas support segregation, 
we present an example of segregation within leisure POIs. Full- 
service restaurants provide an illustrative example (Fig. 2d–f) of a 
segregation-inducing dynamic that holds widely across other leisure 
sites (Supplementary Fig. 22) and other scales of analysis (Extended 
Data Figs. 5 and 6). We find that larger MSAs offer their residents a 
greater number of leisure choices: the average resident of one of the 
ten largest MSAs has 22× more restaurants (P < 10−4, 95% CI = 11–39×) 
within 10 km of their home compared with an average resident of a small 
MSA (where a ‘small MSA’ is defined as one with fewer than 100,000 
residents; Fig. 2d). These choices are also more socioeconomically 
differentiated. When a restaurant’s SES is defined as the median SES 
of all people who visited it and encountered another person, the 
coefficient of variation of ‘restaurant SES’ in the ten largest MSAs is 
63% greater (P < 10−4, 95% CI = 37–100%) than that in small ones (Fig. 2e). 
Thus, not only do large MSAs offer their residents a larger choice of 
restaurants, but these restaurants are also more socioeconomically 
differentiated. For example, in large cities such as New York, one can 
spend US$10, US$100 or US$1,000 on a meal, depending on the choice 
of restaurant42,43. These processes mean that exposure segregation 
in restaurants is 29% higher (P < 10−3, 95% CI 8–49%) in the ten largest 
MSAs than in small MSAs (Fig. 2f). We find analogous results across 
many POI types (Supplementary Fig. 22) and at higher levels of scale 
pertaining to city hubs (for example, plazas, shopping centres, board-
walks) as well as neighbourhoods (Extended Data Figs. 5 and 6).

Mitigating segregation through urban design
Our results suggest that segregation could be mitigated when fre-
quently visited POIs, which we refer to as ‘hubs’, are positioned in 
close proximity to diverse neighbourhoods. These hubs would serve as 
bridges between residents of nearby high-SES and low-SES neighbour-
hoods, enabling them to easily visit the hubs44–46 and encounter one 
another (Fig. 3c). We developed the bridging index (see the ‘Bridging 
index’ section of the Methods) to measure whether hubs are located in 
such bridging positions. Our index measures the economic diversity of 
the groups that would encounter each other if everybody visited only 
their nearest hub. It is computed by clustering individuals by the nearest 
hub to their home and then measuring the economic diversity within 
these clusters (Extended Data Fig. 7). The resulting index ranges from 
0 to 1, where 0 means that individuals near each hub have a uniform 
SES, and 1 means that individuals near each hub are as diverse as the 
overall area (Extended Data Fig. 8). We compute our bridging index for 
commercial centres (such as plazas, shopping centres, boardwalks) 
because we find that they are common hubs of exposure: the majority 
(56.9%, 95% CI = 56.9–56.9%) of exposures across all 382 MSAs occur 
in close proximity (within 1 km) to a commercial centre, even though 
only 2.5% of land area is within 1 km of a commercial centre (Fig. 3c). The 
results show that our bridging index is strongly associated with expo-
sure segregation (Spearman correlation = −0.78, P < 10−4; Fig. 3d). The 
top ten MSAs with the highest bridging index are 53.1% less segregated 
(P < 10−4, 95% CI = 44–60%) than the ten MSAs with the lowest bridging 
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Fig. 3 | Exposure segregation is lower when frequently visited hubs bridge 
socioeconomically diverse neighbourhoods. a, We developed an index  
(see the ‘Bridging index’ section of the Methods) to quantify the extent to 
which highly visited hubs bridge socioeconomically diverse neighbourhoods. 
The metric was constructed by clustering homes by the nearest hub, then 
measuring the within-cluster diversity of SES. Two plots illustrate that the 
bridging index is distinct from conventional measures of residential segregation 
such as the neighbourhood sorting index. The bridging index ranges from 0 
(no bridging; top) to 1 (perfect bridging; bottom), while residential segregation 
is constant (high-SES and low-SES individuals are highly segregated by census 
tract, denoted by purple and yellow bounding boxes). We compute our bridging 
index with hubs defined as commercial centres (such as shopping centres and 
plazas) because the majority (56.9%, 95% CI = 56.9–56.9%; bootstrapping; see 
the ‘Hypothesis testing’ section of the Methods) of exposures across all 382 
MSAs occur in close proximity (within 1 km) to a commercial centre, even though 
only 2.5% of land area is within 1 km of a commercial centre. b, Our bridging 
index strongly predicts exposure segregation (Spearman correlation = −0.78, 
n = 382, P < 10−4; two-sided Student’s t-test; see the ‘Hypothesis testing’ section 
of the Methods). The top ten MSAs with the highest bridging index are 53.1% 
less segregated (P < 10−4, 95% CI = 44–60%; two-sided bootstrap; see the 

‘Hypothesis testing’ section of the Methods) than the ten MSAs with the lowest 
bridging index. The bridging index predicts segregation more accurately 
(P < 10−4; two-sided Steiger’s Z-test; see the ‘Hypothesis testing’ section of the 
Methods) than population size, SES inequality, neighbourhood sorting index 
and race, and is significantly associated (P < 10−4; two-sided Student’s t-test;  
see the ‘Hypothesis testing’ section of the Methods) with exposure segregation 
after controlling for these variables and other potential confounding factors 
(Extended Data Tables 2 and 3). c,d, A case study of Fayetteville, North Carolina, 
an MSA with low exposure segregation (21st percentile) despite having an 
above-median population size (64th percentile) and income inequality (60th 
percentile). c, Exposure heat map of Fayetteville; all visually discernible hubs 
are associated with one or more commercial centres. d, Hubs are located in 
accessible proximity to both high-SES and low-SES census tracts (bridging 
index = 0.90, 62nd percentile), leading to diverse exposures. An illustrative 
example of one hub (Highland Center) in Fayetteville and a random sample of 
ten exposures occurring inside of it. The home icons demarcate home locations 
of individuals (up to 100 m of random noise was added for anonymity); the 
colours denote individual and mean tract SES. The maps in c and d were 
generated using OpenStreetMap data.
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index. This finding is again robust: the hub-bridging effect is strong and 
significant (P < 10−4) even after including controls for race, population 
size, economic inequality and many other variables (Extended Data 
Tables 2 and 3, Supplementary Table 6 and Supplementary Figs. 2, 8 
and  13). It follows that zoning laws and related policies that encourage 
developers to locate hubs, such as shopping centres, between diverse 
residential neighbourhoods may reduce exposure segregation. We have 
identified several large cities that increase integration in this manner 
(Supplementary Table 21) and present an illustrative example (Fig. 3c,d) 
in which well-placed hubs bridge diverse individuals in Fayetteville, 
North Carolina.

Discussion
As big cities continue to grow and spread, it is important to examine 
whether they encourage socioeconomic mixing. Although it is often 
argued that big cities promote mixing by increasing density, we find 
that exposure diversity and city size are negatively related. This result 
means that scale matters. We have shown that, because large cities 
can sustain venues that are targeted to thin socioeconomic slices of 
the population, they have become homophily-generating machines 
that are far more segregated than small cities. We also find that some 
cities are able to mitigate this segregative effect because their hubs 
are located in bridging zones that can draw in people from diverse 
neighbourhoods. We were able to detect these pockets of homoph-
ily (and the counteracting effects of bridging hubs) because we have 
developed a dynamic measure of economic segregation that captures 
everyday socioeconomic mixing at home, work and leisure.

This new methodology for measuring exposure segregation, while 
an improvement over static approaches, has limitations. For exam-
ple, it is difficult to ascertain how weak or strong the ties are, as we 
are obliged to use physical proximity as a proxy for exposure47. It is 
reassuring in this regard that our core results persist under stricter 
time, distance and tie-strength thresholds (Supplementary Table 6 and 
Supplementary Figs. 5–8), and are associated with key downstream out-
comes (Extended Data Fig. 2 and Supplementary Fig. 24). It is likewise 
important to locate and analyse supplementary datasets that cover 
subpopulations (for example, subpopulations of homeless individuals) 
that are not as well represented in our dataset48. The available evidence 
indicates that our sample is well balanced on many key racial, economic 
and demographic variables49, but mobile phone market penetration 
is still not complete, and GPS ping data are unevenly distributed by 
time. Finally, our measure of SES relies on housing consumption, an 
indicator that does not exhaust the concept of SES. It is again reas-
suring that our analytical approach, which improves on conventional 
neighbourhood-level imputations, is robust under a range of alternative 
measures of SES (Supplementary Fig. 3).

This is all to suggest that dynamic segregation data are rich enough 
to overcome many seeming limitations. The dynamic approach that we 
have taken here could further be extended to examine cross-population 
differences in the sources of segregation and to develop a more com-
plete toolkit of approaches for reducing segregation and improving 
urban design.
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Methods

The Methods is structured as follows. In the ‘Datasets’ section, we 
explain the datasets used in our analysis; in the ‘Data processing’ sec-
tion, we explain the data processing procedures that we use to infer SES 
and exposures; and in the ‘Analysis’ section, we explain the analyses 
underlying our main results.

Datasets
SafeGraph. Our primary mobility and location data comprise GPS 
locations from a sample of adult smartphone users in the United States, 
provided by the company SafeGraph. The data are de-identified GPS 
location pings from smartphone applications that are collected and 
transmitted to SafeGraph by participating users50. As described by 
SafeGraph in the public documentation, SafeGraph data are collected 
by “partner[ing] with mobile applications that obtain opt-in consent 
from users to collect anonymous location data. This data is not associ-
ated with any name or email address”. SafeGraph ensures that its mobile 
application partners obtain consent for data to be used for commercial 
and research purposes, including academic publication. SafeGraph 
users are able to opt out of data collection at any time.

Although the sample is not random, previous work has demon-
strated that SafeGraph data are geographically well balanced (that is, 
an approximately unbiased sample of different census tracts within 
each state) and well balanced along the dimensions of race, income and 
education49,51. Furthermore, SafeGraph data are a widely used standard 
in large-scale studies of human mobility across many different areas 
including COVID-19 modelling51, political polarization39 and consumer 
preference tracking52. All data provided by SafeGraph were stored on 
a secure server behind a firewall. Data handling and analysis was con-
ducted in accordance with SafeGraph policies and in accordance with 
the guidelines of the Stanford University Institutional Review Board.

The raw data consist of 91,755,502 users and 61,730,645,084 pings 
from three evenly spaced months in 2017: March, July and November. 
Each ping consists of a latitude, longitude, timestamp, and de-identified 
user ID. The mean number of raw pings associated with a user is 667 
and the median number of pings is 12. We applied several filters to 
improve the reliability of the SafeGraph data, and subsequently linked 
each user to an estimated rent (that is, Zillow Zestimate) using their 
inferred home location (that is, CoreLogic address), as described in 
the ‘Inferring home location’ and ‘Inferring SES’ sections.

We applied several filters to improve the reliability of the SafeGraph 
data. To ensure that the locations are reliable, we excluded pings with 
location estimates less accurate than 100 m, as recommended by Saf-
eGraph53. We filtered out users with fewer than 500 pings, as these 
are largely noise. We also filtered out users for whom we were unable 
to infer a home, because we rely on home rent values to measure SES. 
Finally, to avoid duplicate users, we removed users if more than 80% 
of their pings had identical latitudes, longitudes and timestamps to 
those of another user; this could potentially occur if, for example, a 
single person in the real world carries multiple mobile devices. After 
these initial filters, we were able to infer home locations for 12,183,523 
users in the United States (50 states and Washington DC), leveraging the 
CoreLogic database. Of users for whom we could infer a home location, 
we were able to successfully link 9,576,650 to an estimated rent value 
through the Zillow API. The ‘Inferring home location’ and ‘Inferring SES’ 
sections provide full details on the use of CoreLogic database to infer 
home locations and the use of the Zillow API to link these home loca-
tions to estimated rent values. Finally, after removing users for whom 
>80% of their pings were duplicates with another user, we reduced the 
number of users from 9,576,650 to 9,567,559 (that is, we removed less 
than 0.1% of users through de-duplication).

CoreLogic. We use the CoreLogic real estate database to link users to 
home locations54. The database provides information covering over 

99% of US residential properties (145 million properties), over 99% of 
commercial real estate properties (26 million properties) and 100% 
of US county, municipal and special tax districts (3,141 counties). The 
CoreLogic real estate database includes the latitude and longitude of 
each home, in addition to its full address: street name, number, county, 
state and zip code.

Zillow. We used the Zillow property database to query for rent esti-
mates55 (our primary measure of SES). The Zillow database contains 
rent data (rent Zestimate) for 119 million US residential properties. We 
were able to determine a rent Zestimate, the primary measure of SES 
used in our analysis, for 9,576,650 out of 12,183,523 inferred SafeGraph 
user homes (a 79% hit rate).

SafeGraph Places. Our database of US business establishment bounda-
ries and annotations comes from the SafeGraph Places database50, 
which indexes the names, addresses, categories, latitudes, longitudes 
and geographical boundary polygons of 5.5 million US POIs in the United  
States. SafeGraph includes the North American Industry Classification 
System (NAICS) category of each POI, which is standard taxonomy used 
by the Federal government to classify business establishments56. For 
example, the NAICS code 722511 indicates full-service restaurants. 
We identified relevant leisure sites using the prefix 7, which includes 
arts, entertainment, recreation, accommodation and food services, 
and supplemented these POIs with the prefix 8131 to include religious 
organizations such as churches. We restricted our analysis of leisure 
sites to the top-most frequently visited POI categories within these 
NAICS code prefixes (Fig. 2c): full-service restaurants, snack bars, 
limited-service restaurants, stadiums and so on. SafeGraph Places also 
includes higher-level ‘parent’ POI polygons that encapsulate smaller 
POIs. Specifically, we identified hubs with the NAICS code 531120 
(lessors of non-residential real estate), which we find in practice cor-
responds to commercial centres such as shopping centres, plazas, 
boardwalks and other clusters of businesses. We provide illustrative 
examples of such hubs in Supplementary Figs. 16–18.

US census. We extracted demographic and geographical features from 
the five-year 2013–2017 American Community Survey57. This enables 
us, as described below, to link mobile phone locations to geographical 
areas including census block group (CBG), census tract and MSA, as well 
as to infer demographic features corresponding to those demographic 
areas including median household income.

A CBG is a statistical division of a census tract. CBGs are generally 
defined to contain between 600 and 3,000 people. A CBG can be identi-
fied at the national level by the unique combination of state, county, 
tract and block group codes.

A census tract is a statistical subdivision of a county containing an 
average of around 4,000 inhabitants. Census tracts range in population 
from 1,200 to 8,000 inhabitants. Each tract is identified by a unique 
numeric code within a county. A tract can be identified at the national 
level by the unique combination of state, county and tract codes.

Census tracts and block groups typically cover a contiguous geo-
graphical area, although this is not a constraint on the shape of the tract 
or block group. Census tract and block group boundaries generally 
persist over time so that temporal and geographical analysis is possible 
across multiple censuses.

Most census tracts and CBGs are delineated by inhabitants who par-
ticipate in the Census Bureau’s Participant Statistical Areas Program. 
The Census Bureau determines the boundaries of the remaining tracts 
and block groups when delineation by inhabitants, local governments 
or regional organizations is not possible58.

An MSA is a US geographical area defined by the Office of Manage-
ment and Budget (OMB) and is one of two types of Core Based Statistical 
Area (CBSA). A CBSA comprises a county or counties associated with a 
core urbanized area with a population of at least 10,000 inhabitants and 
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adjacent counties with a high degree of social and economic integra-
tion with the core area. Social and economic integration is measured 
through commuting ties between the adjacent counties and the core. 
A micropolitan statistical area is a CBSA of which the core has a popula-
tion of between 10,000 and 50,000; an MSA is a CBSA of which the core 
has a population of over 50,000. In our primary analysis, we follow a 
previous study31 and focus on MSAs, excluding micropolitan statistical 
areas owing to data sparsity concerns.

TIGER. Road and transportation feature annotations come from the 
census-curated Topologically Integrated Geographic Encoding and 
Referencing system (TIGER) database59. The TIGER databases are an 
extract of selected geographical and cartographic information from 
the US Census Bureau’s Master Address File/Topologically Integrated 
Geographic Encoding and Referencing (MAF/TIGER) Database (MTDB). 
We used the MAF/TIGER Feature Class Code (MTFCC) from the TIGER 
Roads and TIGER Rails databases to identify road and railways. TIGER 
data are in the format of Shapefiles, which provide the exact boundaries 
of roads and railways as latitude/longitude coordinates.

Data processing
For each individual, we first infer their home location and subsequently 
estimate their SES on the basis of their home rent value (see the ‘Infer-
ring home location’ and subsequently ‘Inferring SES’ sections). We 
then calculate all exposures between individuals (see the ‘Construct-
ing exposure network’ section). We then annotate exposures accord-
ing to the location in which they occurred. Specifically, we annotate 
whether the exposure took place in both individuals’ home tract, in 
one individual’s home tract, or in neither home tract. We also deter-
mine whether it occurred inside a fine-grained POI, such as a specific 
restaurant, as well as whether it took place within a parent POI, like a 
hub (see the ‘Annotating exposures’ section). Details on all inferences 
and exposure calculations are provided below.

Inferring home location. We first infer a user’s home latitude and longi-
tude using the latitude and longitude coordinates of their pings during 
local night-time (and early-morning) hours, based on best practices 
established by SafeGraph60. We first remove users with fewer than 500 
pings to ensure that we have enough data to reliably infer home loca-
tions. We then interpolate each person’s location for each 1 h window 
(for example, 18:00–19:00, 19:00–20:00 and 20:00–21:00) using linear 
interpolation of latitudes and longitudes to ensure that we have time 
series at a constant time resolution. We perform interpolation using 
the interpolate package of the scipy library. We filter for hours between 
18:00 and 09:00 during which the person moves less than 50 m until 
the next hour; these stationary night-time (and early-morning) pings 
represent cases in which the person is more likely to be at home. We 
filter for users who have such stationary pings on at least three dates 
and with at least 60% of pings within a 50 m radius. Finally, we infer 
home latitude and longitude as the median latitude and longitude 
of these stationary pings (after removing outliers outside the 50 m 
radius). We choose the thresholds above because they yield a good 
compromise between inferring the home location of most users and 
inferring home locations with high confidence. Overall, we are able to 
infer home locations for 70% of users with more than 500 pings, and 
these locations are inferred with high confidence; 89% of stationary 
night-time observations are within 50 m of the inferred home latitude 
and longitude. Our key findings are robust to the exact choice of thresh-
old for home identification (Supplementary Fig. 62).

Inferring SES. Having inferred each user’s  home location, we link their 
latitude and longitude to a large-scale housing database (Zillow) to 
infer the estimated rent of each individual’s home, which we use as a 
measure of SES. We do this in two steps. First, we link the inferred user’s 
home latitude and longitude to the CoreLogic property database (see 

the ‘CoreLogic’ section), a comprehensive database of properties in 
the United States, by taking the closest CoreLogic residential prop-
erty (single family residence, condominium, duplex or apartment) 
to the user’s inferred home latitude and longitude. Second, we use 
the CoreLogic address to query the Zillow database (see the ‘Zillow’ 
section), which provides an estimated home rent and price for each 
individual (the Zillow database does not allow for queries using raw 
latitude and longitude, which is why it is necessary to leverage to Core-
Logic to obtain an address for each user). We use Zillow’s estimated 
rent for the user’s home as our main measure of SES. We apply several 
quality-control filters to ensure that the final set of individuals that 
we use in our main analyses have reliably inferred home locations and 
SES: (1) we remove a small number of users whose  median latitude and 
longitude at home are  identical to another user’s, as we empirically 
observe that these people have unusual ping patterns; (2) we remove 
users for whom we are lacking a Zillow rent estimate, as this constitutes 
our primary SES measure; (3) we winsorize Zillow rent estimates that are 
greater than US$20,000 to avoid spurious results from a small number 
of outliers; (4) we remove a small number of users who are missing cen-
sus demographic information for their inferred home location; (5) we 
remove users whose Zillow home location is further than 100 m from 
their CoreLogic home location, or whose CoreLogic home location is 
further than 100 m from their median latitude and longitude at home; 
(6) we remove a small number of users in single family residences who 
are mapped to the exact same single family residence as more than 10 
other people, as this may indicate a data error in the Zillow database.

The set of users who pass these filters constitutes our final analysis set 
of 9,567,559 users. We confirm that the census demographic statistics 
of these users’ inferred home locations are similar to those of the US 
population in terms of income, age, sex and race.

Any individual quantitative measure provides only a partial picture 
of a person’s SES. Recognizing this, we conduct robustness checks in 
which, rather than using the Zillow estimated rent of the user’s home 
as a proxy for SES, we use (1) the median CBG household income in 
that area; and (2) the percentile-scored rent of the home, to account 
for long-tailed rent distributions. Our main results are robust to using 
these alternative measures of SES (Supplementary Fig. 3).

Constructing the exposure network. We constructed a fine-grained, 
dynamic exposure network G between all 9,567,559 individuals across 
382 MSAs and 2,829 counties, which is represented as an undirected 
graph G V E= ( , ) with time-varying edges. Each node v ∈i V  in the graph 
represents one of the n = 9,567,559 individuals in our study, such that 
the set of nodes is V = {v1, v2, ..., vn}. Each node vi has a single attribute 
xi, representing the inferred SES (estimated rent) of the individual.

Individuals vi and vj are connected by one edge e ∈i j k, , E per exposure, 
with k indicating the kth exposure between individuals vi and vj. Each 
edge ei, j,k has three attributes ti, j,k, lati, j,k and loni, j,k, indicating the times-
tamp, latitude and longitude of the exposure, respectively. We now 
focus our discussion on explaining how each of the exposure edges of 
the network is calculated.

We define an exposure to occur when two users have GPS pings that 
are close (according to a fixed threshold) in both physical proximity 
and time. Specifically if user vi has a GPS ping with ti, lati, loni (indicating 
the timestamp, latitude and longitude of the ping respectively), and 
user vj has a GPS ping with tj, latj, lonj, then the users are said to have 
crossed paths if ∣ti − tj∣ < T and distance((lati, lati), (latj, latj)) < D, where T 
represents the time threshold (that is, the maximum time distance the 
two pings can be apart to count as an exposure) and D represents the 
distance threshold (that is, the maximum physical distance that the two 
pings can be apart to count as an exposure). We filter for both distance 
and time simultaneously to ensure that our exposure network includes 
only pairs of users who are likely to have crossed paths with each other. 
This high-resolution definition of exposure contrasts with other meth-
ods that consider all individuals that visit the same location, irrespective 



of time30, to have an equal likelihood of exposure, an unrealistic assump-
tion because the SES of visitors to a given location can vary signifi-
cantly by time (Supplementary Fig. 63)61. This fine-grained measure of 
proximity with respect to both time and space is the key advance that 
enables our findings (Supplementary Fig. 66). We use a threshold T of 
5 min, which is a stringent threshold on time as the mean number of 
pings per person per hour during day time is approximately one ping. 
We use a distance threshold D of 50 m, because the cosmopolitan mix-
ing hypothesis pertains to visual exposure1–3 and following previous 
work showing that even exposure to individuals from afar is linked 
to long-term outcomes19. Our network is validated by correlation to 
external, gold-standard datasets (Extended Data Fig. 2). Furthermore, 
we show through a series of robustness checks that our key results in 
Figs. 1–3 are highly robust to varying thresholds (that is, 1 min or 2 min 
time thresholds, as well as 10 m or 25 m distance thresholds), as well 
as additional criteria to increase the tie strength (that is, requiring 
prolonged exposures, or multiple exposures on unique days). Under 
all of these different definitions of exposure, our main findings remain 
consistent (Supplementary Table 6 and Supplementary Figs. 2–8).

To efficiently calculate exposures that occurred among all users, we 
implement our exposure threshold as a k-dimensional (k-d) tree62, a 
data structure that enables one to efficiently identify all pairs of points 
within a given distance of each other in a k-dimensional space. In total, 
we identify 1,570,782,460 exposures. The timestamp ti,j,k of the expo-
sure is the minimum ping timestamp in the pair of individuals’ ping 
timestamps (ti,tj). The location lati,j,k,loni,j,k of the exposure is the aver-
age latitude and longitude of pair of pings belonging to the two indi-
viduals (lati,latj) and (loni,lonj). We implement our exposure detection 
system to parallelize across multiple cores, enabling us to efficiently 
construct the network using a single supercomputer (with 12 TB RAM 
and 288 cores) in under a week. By contrast, a naive implementation 
(without k-d trees or parallelization) would necessitate on the order 
of ~10 years of computing time. The key challenge is accounting for 
proximity in time and space simultaneously, which results in an O(n2) 
time complexity for a naive implementation (where n is the number of 
pings in the dataset), in contrast to previous work that is time agnostic 
and can therefore compute exposures using geohashes in O(n) time31,38.

Annotating exposures. Exposures are annotated to indicate whether 
they occurred at or near POIs, for example, at a user’s home, or within a 
restaurant. Annotations are not mutually exclusive in that an exposure 
may be simultaneously tagged as having occurred near multiple POIs 
from multiple data sources. We describe the specific annotations below.

We annotate a user’s exposure as having occurred at their home if it 
occurs within 50 m of the user’s home location. An exposure is anno-
tated with a TIGER road/railway if it occurs within 20 m from that fea-
ture. An exposure is annotated as having occurred within a SafeGraph 
Places POI if the exposure occurs within the polygon defined for the 
POI. Polygons are provided by the SafeGraph Places database for both 
fine-grained POIs (for example, individual restaurants) as well as parent 
POIs (such as hubs). We focus our analysis of fine-grained POIs (Fig. 2c 
and Extended Data Fig. 3) on the most visited fine-grained POIs, such as 
full-service restaurants, snack bars, limited-service restaurants (such as 
fast food) and stadiums (a full list is shown in Fig. 2c). These categories 
approximately align with those used in previous work31.

Analysis
Exposure segregation. We define the exposure segregation of a speci-
fied geographical area (that is, MSA or county) as the Pearson correla-
tion between the SES of an individual residing in that geographical area 
and the mean SES of those who they encounter.

σ σ
Exposure segregation = Corr(SES, SES ) =

cov(SES, SES )
exposures

exposures

SES SESexposures

Our metric captures the extent to which an individual’s SES predicts 
the SES of their immediate exposure network. Thus, in a perfectly inte-
grated area in which individuals encounter others randomly regardless 
of SES, exposure segregation would equal 0.0. In a perfectly segregated 
area in which individuals encounter only those of the exact same SES, 
exposure segregation would equal 1.0. Our primary metric does not 
upweight repeated exposures to the same person (to avoid overly 
weighting strong ties such as housemates), although our key findings 
are robust to doing so (Supplementary Fig. 2).

Exposure segregation nests a classic definition of residential segre-
gation, the neighbourhood sorting index7, which is equivalent to the 
Pearson correlation between each person’s SES and the mean SES in 
their census tract. The neighbourhood sorting index is widely used 
because it can be calculated directly from census data on the SES of 
people living in each tract. However, a fundamental limitation of the 
neighbourhood sorting index as a measure of segregation is that the 
census tract in which people live is a weak proxy for who they encounter. 
Census tracts are static and artificial boundaries that do not capture 
socioeconomic mixing as individuals move throughout the cityscape 
during work, leisure time and schooling.

We design our exposure segregation metric such that it accommo-
dates any exposure network, and the neighbourhood sorting index is 
therefore a special case of our metric. Specifically, if exposure segrega-
tion is computed for a synthetic exposure network under the unrealistic 
assumptions that (1) people are exposed only to those in their home 
census tract; and (2) exposures occur uniformly at random, then it 
is equivalent to the neighbourhood sorting index (Supplementary 
Fig. 19). However, constructing such a synthetic exposure network 
from census tracts has limited applicability to measuring segrega-
tion in the real world, because people may also be exposed to more 
heterogeneous populations as they visit other census tracts for work, 
leisure or other activities, a phenomenon that we refer to as the visi-
tor effect. Furthermore, even within the home tract, individuals may 
seek out people of similar SES; we refer to this as the homophily effect. 
We therefore instead leverage dynamic mobility data from mobile 
phones to capture the extent of contact between diverse individu-
als throughout the day, and apply our metric, exposure segregation, 
to this real-world exposure network. Our analyses reveal that our 
measure of exposure successfully captures both the visitor effect 
and the homophily effect (Fig. 2a). An advantage of our definition 
of exposure segregation is that it allows for direct comparability to 
the neighbourhood sorting index because both measures are of the 
same underlying statistical quantity, but differ in their definition of 
the exposure network. Our results indicate that this choice of expo-
sure network matters; exposure segregation is a stronger predictor 
of upward economic mobility than the neighbourhood sorting index 
(Extended Data Fig. 2), and the two metrics are shown to be distinct  
(Supplementary Fig. 20).

To calculate the exposure segregation of a specified geographical 
area (that is, MSA or county), we first select the set of all individuals 
who reside in area V V⊂A . For example, to calculate exposure segrega-
tion for Napa, California (Fig. 1c (top)), VA is the 3,707 users with home 
locations inside the geographical boundary of Napa, CA. Subsequently, 
for each individual resident of the area Vv ∈i A, we query the population 
exposure network ( = ( , )G V E ) for the SES of the set of individuals who 
they cross paths with Yi: x e{ ∈ ∈ }j i j k, ,∣V E . We then aim to estimate the 
Pearson correlation between the SES of each individual xi and the 
(unweighted) mean SES of those to whom they are exposed from all 
path crossings, y = mean( )i iY .

Estimating exposure segregation. Here we first motivate why a ‘naive’  
approach to estimating exposure segregation through a sample  
Pearson correlation on the observed exposure network is problematic 
(resulting in downwardly biased estimates of exposure segregation). 
We then elaborate on how we leverage a linear mixed effects model 
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to compute a corrected Pearson correlation, enabling us to obtain 
unbiased estimates of exposure segregation even in areas where data 
are sparse.

A naive approach to estimate exposure segregation would be to 
first compute the observed sample mean SES of individuals who each 
person is exposed to. Exposure segregation could then be estimated 
using a sample Pearson correlation:

r
x x y y

x x y y
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between an individual’s SES (xi) and the sample mean SES of those they 
are exposed to ( yi). This approach is problematic because naively com-
puting such a correlation based on limited data (in counties or MSAs 
with low population sizes) will result in estimates that are downward 
biased. To illustrate why naive estimates of exposure segregation are 
downward biased, imagine that we compute the correlation between a 
person’s SES and the ‘true’ mean SES of the people who they are exposed 
to. Now, we add noise to the mean SES values, which represents the 
noisy mean estimates given limited data. As the noise is increased, 
the correlation is decreased. Thus, because estimates of each person’s 
mean SES will be more noisy in geographical areas with less data, there 
will be a downward bias to naive estimates of the Pearson correlation 
in these areas.

We instead compute a corrected Pearson correlation, using a linear 
mixed effects model to accurately estimate exposure segregation: the 
correlation between a person’s SES and the mean SES of the people they 
are exposed to. Our linear mixed effects model is an unbiased estima-
tor of the Pearson correlation. We compare the unbiased estimates 
from our linear mixed-effects model to the downwardly biased sample 
Pearson correlation estimates in Extended Data Fig. 1.

Our mixed model represents the distribution of datapoints (xi, yij) 
through the following equation:

y ax b � �= + + + ,ij i i ij
(1) (2)

where xi is the SES of person i, yij is the SES of person j who was exposed 
to person i, a and b are model parameters, �i

(1) is a person-specific noise 
term and �ij

(2) is the noise for each datapoint. Above, the true mean SES 
of the exposure set for each person is modelled as ax b �+ +i i

(1). Indi-
vidual exposures yij are then modelled as noisy draws from a distribu-
tion centred at this true mean. The Pearson correlation coefficient 
between person i’s SES and the mean SES of the people they were 
exposed to is then computed as follows. We assume that xi has a  
variance of 1 through data preprocessing and that xi is uncorrelated 
with �i

(1).
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We estimate a and �Var( )i
(1)  by fitting the mixed model using the R 

lme4 package, optimizing the restricted maximum-likelihood (REML) 
objective.

Decomposing segregation by time. Each exposure edge (ei, j,k) in 
our exposure network is timestamped with a time of exposure ti,j,k. 
This enables us to decompose our overall exposure segregation into 

fine-grained estimates of segregation during different hours of the 
day by filtering for exposures that occurred within a specific hour. 
In Supplementary Fig. 21, we partition estimates of segregation by 
3 h windows to illustrate how segregation varies throughout the day 
(Supplementary Information).

Decomposing segregation by activity. Each exposure edge (ei,j,k) in 
our exposure network occurs at a specific location lati,j,k, loni,j,k. It is 
therefore possible to annotate exposures by the fine-grained POI (for 
example, specific restaurant) that they occurred in, as well as the by the 
higher-level parent POI (for example, shopping centre) in which the 
POI was located (see the ‘Annotating exposures’ section). This enables 
us to decompose our overall exposure segregation into fine-grained 
estimates of segregation by specific leisure activity. We do so by filtering 
the network for all exposures that occurred in a specific POI category, 
and recalculating exposure segregation for the MSA or county using 
only those exposures. In Fig. 2c, we show the variation in exposure 
segregation by leisure site, and further explain these variations in  
Extended Data Fig. 3.

Bridging index. We seek to identify a modifiable, extrinsic aspect of a 
city’s built environment that may reduce exposure segregation. One 
promising candidate is the location of a city’s highly visited POIs  
(that is, hubs). We define a new measure, the bridging index, which 
measures the extent to which a particular set of hubs (P) may facilitate 
the integration of individuals of diverse SES within a geographical area 
(that is, MSA or county). The bridging index measures the economic 
diversity of the groups that would encounter one another if everybody 
visited only their nearest hub from P, based on the observation that 
physical proximity significantly influences which hubs individuals 
visit44–46.

The bridging index is computed through two steps (Extended Data 
Fig. 7):
(1) �Cluster all individuals who live in an area (that is, MSA or county 

residents, VA) into K clusters (H H H, , . . . , K1 2 ) according to the hub 
from P closest to their home location. K is the number of hubs in P.

(2) �The bridging index is computed as the weighted average of the 
economic diversity (that is, Gini index) of these clusters of people, 
relative to the area’s overall economic diversity.

Bridging index =
Within − hub economic diversity

Overall economic diversity

=
∑ | | × Gini index( )

| | × Gini index( )
i
K

i i

A A

=1 H H

V V

We illustrate the intuition for our bridging index and how it captures 
the relationship between home and hub locations in Extended Data 
Fig. 8. A bridging index of 1.0 indicates that, if everybody visits their 
nearest hub, each person will encounter a set of people as economically 
diverse as the overall city they reside in. Thus, a bridging index of 1.0 
signifies perfect bridging, that is, even if individuals live in segregated 
neighbourhoods, hubs are located such that individuals must leave 
their neighbourhoods and encounter diverse others. On the other 
hand, a bridging index of 0.0 signifies the opposite extreme; a city with 
a bridging index of 0.0 is one in which, if everybody visits the nearest 
hub, each person will encounter only people of the exact same SES.

The economic diversity of each hub Hi is quantified using the Gini 
index: HGini index( )i , a well-established measure of economic statis-
tical dispersion63 (Extended Data Fig. 7c), although results are robust 
to choice of economic diversity measure such as using variance instead 
of Gini index (Supplementary Fig. 14). The bridging index normalizes 
to the baseline economic diversity observed in the city, enabling direct 
comparisons between cities.

In our primary analysis, we identify hubs through commercial centres 
(such as shopping centres and plazas, which are higher-level clusters 



of individual POIs) because they are associated with a high density of 
exposures. Specifically, the majority (56.9%) of exposures happen inside 
of or within 1 km of a commercial centre even though only 2.5% of the 
land area of MSAs is within 1 km of a commercial centre. We therefore 
compute our bridging index using the set P of all commercial centres 
within each MSA. We find that our bridging index strongly predicts 
exposure segregation (Spearman correlation = −0.78; Fig. 3d). The top 
10 MSAs with the highest bridging index are 53.1% less segregated than 
the 10 MSAs with the lowest bridging index. The bridging index predicts 
segregation more accurately than population size, racial demograph-
ics SES inequality, the neighbourhood sorting index and racial demo-
graphics, and is significantly associated with segregation (P < 10−4) 
after controlling for all aforementioned variables (Extended Data 
Tables 2 and 3).

Hypothesis testing. Unless otherwise noted, hypothesis tests and CIs 
were conducted using a bootstrap with 10,000 replications64. Steiger’s 
Z-test was used to compare different predictors of segregation indices, 
and hypothesis tests for Spearman correlation coefficients were com-
puted using two-sided Student’s t-tests65–67. P values were not adjusted 
for multiple comparisons.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Nationwide exposure segregation and bridging index measures are 
available online (http://segregation.stanford.edu). Raw mobility data 
are not publicly available to preserve privacy. Census data (5 year, 
2013–2017 American Community Survey) are available online (https://
www.census.gov/programs-surveys/acs). Zillow Rent Estimates are 
available online (https://www.zillow.com/howto/api/APIOverview.
htm). TIGER data (TIGER Roads and Tiger Rails) are available online 
(https://www.census.gov/geographies/mapping-files/time-series/geo/
tiger-geodatabase-file.html). The CoreLogic database is commercially 
available and may be requested for research use (https://www.core-
logic.com/contact/). Individual mobile phone mobility data are not 
publicly available to preserve privacy, while mobility data aggregated 
to the CBG level and SafeGraph places data are commercially available 
and may be requested for research use (https://www.safegraph.com/
contact-us).

Code availability
Code is publicly available at GitHub (http://github.com/snap-stanford/
exposure-segregation). All analysis was conducted using Python, 
except for the exposure segregation estimates, which were obtained 
using a mixed model implemented in R (see the ‘Estimating exposure 
segregation’ section of the Methods).
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Extended Data Fig. 1 | Unbiased estimates of exposure segregation using 
our mixed model compared with (downwardly biased) naive estimates 
using a sample Pearson correlation. We first compute a gold standard 
estimate of exposure segregation. We do so by eliminating data sparsity  
(that is, restricting our analysis to individuals who crossed paths with at least 
500 other people) and computing the ‘naive’ Pearson correlation coefficient 
between each individual’s SES and the mean SES of those with whom they 
crossed paths (for each MSA). Next, for each person, we randomly downsample 
their path-crossings to 5, 10, 50, 100, and 200 (x-axis). On this noisy 
downsampled data, we estimate exposure segregation using both our mixed 
model (orange) and using the ‘naive’ Pearson correlation (blue). The y axis 
shows the ratio of these new estimates to the gold standard for each MSA. This 
analysis reveals that our mixed model enables us to obtain unbiased estimates 
of exposure segregation, whereas the ‘naive’ Pearson correlation is downwardly 
biased when observed path-crossings are sparse.



Extended Data Fig. 2 | This studies’ exposure network predicts population- 
scale friendship formation and upward economic mobility outcomes.  
We measure the external validity of our definition of exposure by linking our 
exposure network to outcomes across two gold-standard, large-scale, datasets. 
We find that at the zip code, county, and MSA-level, our exposure network mirrors 
population-scale outcomes resulting from dynamic human processes: (a-b) the 
Facebook social connectedness index68 measures the relative probability of  
a Facebook friendship link between a given Facebook user in location i and a 
given user in location j. FB social connectedness index has been used to study 
social segregation69, and has also been linked to economic70,71 and public health 
outcomes72. We reproduce the social connectedness index using our exposure 
network ( ExposurePairsi j

Individualsi Individualsj

# ,
# ⋅ #

) at the county (a) and zip code (b) level, and find 

strong correlations across county pairs (Spearman Correlation 0.85, N = 121, 595, 
p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of  

the Methods) and zip code pairs (Spearman Correlation 0.73, N = 1, 053, 539, 
p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of  
the Methods). Furthermore, we find that our exposure network is a stronger 
predictor of friendship formation than distance (Supplementary Tables 23-24). 
(c-d) The Chetty et al. intergenerational mobility dataset quantifies upward 
economic mobility from federal income tax records for each MSA as the mean 
income rank of children with parents in the bottom half of the income 
distribution73. We find that exposure segregation at the MSA-level (c) correlates 
to (absolute) upward economic mobility (Spearman Correlation -0.37, N = 379, 
p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of the 
Methods), and does so significantly more strongly (p < 10−4; Two-sided Steiger’s 
Z-test; see the ‘Hypothesis testing’ section of the Methods) than (d) the 
conventional segregation measure, neighbourhood sorting index (Spearman 
Correlation -0.12, N = 379, p < 0.05).
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Extended Data Fig. 3 | Understanding why exposure segregation varies 
significantly across leisure sites. We identify three primary facets of 
socioeconomic differentiation between POIs which explain the heterogeneous 
segregation levels of different leisure POIs (Fig. 2c): (a) localization, (b) quantity, 
and (c) stratification. (a) Localization (average travel distance30 to the nearest 
POI of a category) strongly predicts segregation across all POI categories 
(Spearman Correlation -0.75, N = 17, p < 0.001 Two-sided Student’s t-test; see 
the ‘Hypothesis testing’ section of the Methods). POIs which are more locally 
embedded into neighbourhoods (e.g., religious organizations) are more 
segregated than POIs which serve multiple neighbourhoods (e.g., stadiums). 
(b) The quantity of POIs also explains segregation (Spearman Correlation 0.69, 
N = 17, p < 0.01; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section 
of the Methods). Leisure activities with more options (e.g., restaurants) have 

differentiated venues catering to a specific socioeconomic groups (e.g., 
Michelin-star restaurants) compared to POIs which are small in number and 
cater to the overall city (e.g., stadiums). (c) Golf courses and country clubs  
(golf clubs) are an anomaly in that they have a small number of unlocalized 
POIs, but are highly segregated. We conduct a case study of the top and bottom 
golf clubs by mean visitor SES in five of the ten largest MSAs. We find that the 
high segregation of golf clubs is due to extreme stratification between venues; 
for instance the minimum cost to play at the high-SES golf course in Miami, FL is 
11717 × higher than at the lowest-SES golf course. By contrast, the average cost 
of a MacDonalds Big Mac ($5.6574) is only 63 × higher than the average cost of a 
Michelin 3-star restaurant ($35775). Overall, these findings foreshadow the 
bridging index, which captures POI localization, quantity, and stratification 
(Extended Data Fig. 8).



Extended Data Fig. 4 | Large, dense counties are more segregated. We 
compute exposure segregation across 2,829 USA counties (90% of the counties 
in the USA), excluding counties in which there are less than 50 individuals in our 
dataset. We find that at the county-level, exposure segregation is also positively 
correlated with population size (Spearman Correlation 0.45, N = 2829, p < 10−4; 
Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of the Methods) 
and population density (Spearman Correlation 0.45, N = 2829, p < 10−4; Two-sided 

Student’s t-test; see the ‘Hypothesis testing’ section of the Methods). These 
correlations reveal that the association between large, dense urban areas and 
exposure segregation (Fig. 1d) is not an artifact of city boundaries, and may in 
fact be an emergent property from dynamics of individuals residing in highly 
populated, dense geographic areas, which persists across multiple scales of 
granularity.
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Extended Data Fig. 5 | At higher levels of scale, spaces in large cities are more 
differentiated and consequently more segregated:  hubs. (a-c) We conduct 
an analysis for a city’s hubs analogous to that for restaurants in Fig. 3c-e for  
a city’s hubs. We find that higher segregation is driven by an increase in highly 
differentiated choice of hubs in large cities: (a) Larger MSAs have more hubs, 
giving residents more options to self-segregate (Spearman Correlation 0.81,  
N = 382, p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ 
section of the Methods). (b) Consequently, hubs in larger MSAs vary more in 

terms of the mean SES of their visitors (Spearman Correlation 0.58, N = 382, 
p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of the 
Methods) and as a result, (c) exposure segregation within hubs is higher in 
larger MSAs (Spearman Correlation 0.64, N = 382, p < 10−4; Two-sided Student’s 
t-test; see the ‘Hypothesis testing’ section of the Methods). Overall, this 
analysis suggests that across multiple levels of scale, large cities offer a greater 
choice of differentiated spaces targeted to specific socioeconomic groups, 
promoting everyday segregation in exposures.



Extended Data Fig. 6 | At higher levels of scale, spaces in large cities are 
more differentiated and consequently segregated: home neighbourhoods. 
(a-c) Similar to the analysis for restaurants in Fig. 3c-e, we find that higher 
segregation is driven by an increase in highly differentiated choice of 
neighbourhoods in large cities: (a) Larger MSAs have more census tracts, 
giving residents more options to self-segregate (Spearman Correlation 0.97,  
N = 382, p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section 
of the Methods). (b) Consequently, census tracts in larger MSAs vary more in 
terms of the mean SES of their residents (Spearman Correlation 0.58, N = 382, 
p < 10−4; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of the 
Methods) and as a result, (c) both residential segregation (neighbourhood 
sorting index) and exposure segregation are higher (Spearman Correlations 
0.52 and 0.35, N = 382, p < 10−4 and p < 10−4; Two-sided Student’s t-tests; see the 
‘Hypothesis testing’ section of the Methods). However, (c) also shows that home 

tract exposure segregation (green series) rises more slowly with population 
than conventional segregation (blue series), suggesting that within-home-tract 
homophily, which increases exposure segregation but not conventional 
segregation, is not more pronounced in large MSAs. Substantiating this,  
(d) shows that when home tract exposure segregation is computed using an 
alternate SES measure so it captures only within-home-tract-homophily,  
it is not higher in large MSAs (Spearman Correlation -0.01, N = 382, p > 0.1; 
Two-sided Student’s t-test; see the ‘Hypothesis testing’ section of the Methods). 
The alternative SES measure is computed by subtracting the mean SES in each 
census tract. Overall, this analysis suggests that the higher home tract 
segregation in large MSAs is driven by people’s greater choice of neighbourhoods 
of varying SES in which to live, but not by a greater tendency to cross paths 
homophilously within their own neighbourhood.
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Extended Data Fig. 7 | Computing bridging index. Illustration of our 
analytical pipeline for calculating the bridging index. (a) Bridging index is 
computed from the locations and number of POIs in the MSA which are 
expected to be hubs of exposure (that is, frequently visited POIs), as well the 
locations and SES values of all homes within MSA boundaries. We intentionally 
develop bridging index without using mobility data, with the intention of 
identifying a modifiable extrinsic aspect of a city that can be intervened on  
to impact mobility patterns and decrease exposure segregation. (b) In order, 
we (1) cluster all homes by nearest hub (using straight line distance from 

home to hub), partitioning all homes into K clusters, where K is the number  
of hubs in the MSA (2) compute the weighted average economic diversity  
(i.e., Gini index) of the clusters, normalized by the overall economic diversity 
of the MSA to allow for comparisons between different MSAs of varying 
baseline levels of economic diversity (Extended Data Table 1). (c) The 
graphical definition of Gini index is provided, which is a standard measure  
of economic dispersion63. Results are robust to the definition of economic 
diversity, and hold true when using variance in SES instead of Gini index 
(Supplementary Fig. S14).



Extended Data Fig. 8 | Understanding the determinants of the bridging index. 
The bridging index is a single metric which captures three important factors  
of built environment (see Supplementary Fig. S13 for contributions of these 
factors to explaining exposure segregation): (1) The locations of hubs—if hubs 
are located in between diverse neighbourhoods, the bridging index will be high 
as hubs will bridge together diverse individuals. (2) The numberof hubs—as 
number of hubs decreases, bridging index increases (e.g if there is only 1 hub  
in a city, bridging index will be 1.0 as all individuals are unified by a single hub) 
(3) Residential segregation, i.e., the locations of homes and their associated 

SES—as residential segregation decreases we can expect that individuals 
residing near each hub will be more diverse. This figure builds intuition for how 
the bridging index may vary for a single simulated city, consisting of highly 
segregated neighbourhoods. We hold residential segregation (3) constant, 
and vary the location (1) and number (2) of hubs across panels (a), (b), (c), (d),  
in order of increasing bridging index. Note that the bridging index in (c) is 
substantially higher than the bridging index in (b), because hubs in (c) are better 
positioned to bridge diverse neighbourhoods—even though the number of hubs 
remains constant.
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Extended Data Table 1 | Population size is significantly associated with exposure segregation, after controlling for MSA 
income inequality (Gini index), political alignment (% Democrat in 2016 election), racial demographics (% non-Hispanic 
White), mean SES, walkability (Walkscore76), commutability (% of residents commuting to work), and residential segregation 
(neighbourhood sorting index)

Here we show the regression coefficients (after normalizing each variable via z-scoring to have mean 0 and variance 1) from the key analyses estimating the effect of population size on exposure 
segregation across all MSAs. Standard errors are displayed in parentheses beneath each coefficient (*p < 0.1; **p < 0.05; ***p < 0.01; Two-sided Student’s t-test; see the ‘Hypothesis testing’ section 
of the Methods). Columns (1–5) are models specified with different subsets of covariates; Column 6 shows model specification with all covariates. Differences between sample size in models is 
due to missing Walkscore data in a small number of MSAs.



Extended Data Table 2 | Bridging index is significantly associated with exposure segregation, after controlling for MSA 
population size, number of hubs, income inequality (Gini index), political alignment (% Democrat in 2016 election), racial 
demographics (% non-Hispanic White), mean SES, walkability (Walkscore76), commutability (% of residents commuting to 
work), and residential segregation (neighbourhood sorting index)

Here we show the regression coefficients (after normalizing each variable via z-scoring to have mean 0 and variance 1) from the key analyses estimating the effect of bridging index on exposure 
segregation across all MSAs. Standard errors are displayed in parentheses beneath each regression coefficient (*p < 0.1; **p < 0.05; ***p < 0.01; Two-sided Student’s t-test; see the ‘Hypothesis  
testing’ section of the Methods). Columns (1–4) are models specified with different subsets of covariates; Column 5 shows model specification with all covariates. Differences between sample 
size in models is due to missing Walkscore data in a small number of MSAs.
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Extended Data Table 3 | Bridging index strongly predicts exposure segregation

and does so more accurately (p < 10−4; Two-sided Steiger’s Z-test; see the ‘Hypothesis testing’ section of the Methods) than MSA population size, number of hubs, income inequality (Gini index), 
political alignment (% Democrat in 2016 election), racial demographics (% non-Hispanic White), mean SES, walkability (Walkscore76), commutability (% of residents commuting to work), and 
residential segregation (neighbourhood sorting index).
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geodatabase-file.html) data are publicly available. CoreLogic database is commercially available and may be 
requested for research use (https://www.corelogic.com/contact/). Individual cell phone mobility data are not publicly available to preserve privacy, while mobility 
data aggregated to the Census block group (CBG level) and SafeGraph places data are commercially available and may be requested for research use (https://
www.safegraph.com/contact-us).

Human research participants
Policy information about studies involving human research participants and Sex and Gender in Research. 

Reporting on sex and gender Sex and gender not collected.

Population characteristics Our primary analysis sample was constructed from previously collected, de-identified mobility data provided by the company 
SafeGraph (https://www.safegraph.com/). We filtered individuals to those with at least a total of 500 pings across three 
evenly spaced the months in 2017: March, July, and November. We further excluded individuals that shared 80% or more 
identical pings with another individual, did not have any pings with < 100 meters accuracy, or for whom the Zillow API did not 
return an estimated rent value. Our final analysis sample consisted of 9,567,559 cell phones.

Recruitment See above. As described by in public documentation, SafeGraph data is collected by: "partner[ing] with mobile applications 
that obtain opt-in consent from its users to collect anonymous location data." SafeGraph ensures that its mobile application 
partners obtain consent for data to be used for commercial and research purposes, including academic publication.  
SafeGraph users are able to opt-out of data collection at any time. Prior work has investigated biases in the SafeGraph 
dataset (https://www.safegraph.com/blog/what-about-bias-in-the-safegraph-dataset)

Ethics oversight Stanford University IRB
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Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description This is a quantitative, retrospective observational study. 

Research sample We study previously collected, de-identified mobility data from provided by the company SafeGraph. As described by SafeGraph in 
public documentation, SafeGraph data is collected by: "partner[ing] with mobile applications that obtain opt-in consent from its users 
to collect anonymous location data. This data is not associated with any name or email address. This data includes the latitude and 
longitude of a device at a given point in time." SafeGraph ensures that its mobile application partners obtain consent for data to be 
used for commercial and research purposes, including academic publication.  SafeGraph users are able to opt-out of data collection 
at any time. While SafeGraph data is not a random sample, it is geographically well-balanced  (i.e., an approximately unbiased sample 
of different census tracts within each State), and well-balanced along the dimensions of race, income, and education. SafeGraph data 
was chosen as the study sample because of its scale, geographical breadth, and as it is a widely used standard in previous studies of 
human mobility. This data was joined with Census (demographics), Zillow (estimated rent), SafeGraph Places (POIs), CoreLogic 
(addresses), and TIGER (roads and railways) data. 

Sampling strategy We did not perform sampling, sample size (N=9,567,559) was determined by the size of the SafeGraph database after filtering (see 
below). SafeGraph anonymized cell phone data has been shown to be geographically representative across on many key racial, 
economic, and demographic variables (https://www.safegraph.com/blog/what-about-bias-in-the-safegraph-dataset).

Data collection We did not perform data collection, but relied on previously collected, anonymized geolocation data by the company SafeGraph.

Timing Three (evenly space) months from 2017: March, July, and November. 

Data exclusions We apply several filters to improve reliability of the SafeGraph data: all participants logged at least 500 pings, had ping locations with 
an accuracy < 100 meters, and were at least 20% distinct from other participants (de-duplication).  

Non-participation SafeGraph users are able to opt-out of data collection at any time (by changing application settings). Data provided by SafeGraph 
does not distinguish between user inactivity and opting out from data collection. 

Randomization Observational study, participants were not randomized. Key findings are robust to controlling (via regression covariates) for MSA-
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Randomization level income inequality, political demographics, racial demographics, mean economic standing, walkability, commutability and 
residential segregation. 
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