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Genotyping, sequencing and analysis of 
140,000 adults from Mexico City
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The Mexico City Prospective Study is a prospective cohort of more than 150,000 
adults recruited two decades ago from the urban districts of Coyoacán and Iztapalapa 
in Mexico City1. Here we generated genotype and exome-sequencing data for all 
individuals and whole-genome sequencing data for 9,950 selected individuals.  
We describe high levels of relatedness and substantial heterogeneity in ancestry 
composition across individuals. Most sequenced individuals had admixed Indigenous 
American, European and African ancestry, with extensive admixture from Indigenous 
populations in central, southern and southeastern Mexico. Indigenous Mexican 
segments of the genome had lower levels of coding variation but an excess of 
homozygous loss-of-function variants compared with segments of African and 
European origin. We estimated ancestry-specific allele frequencies at 142 million 
genomic variants, with an effective sample size of 91,856 for Indigenous Mexican 
ancestry at exome variants, all available through a public browser. Using whole- 
genome sequencing, we developed an imputation reference panel that outperforms 
existing panels at common variants in individuals with high proportions of central, 
southern and southeastern Indigenous Mexican ancestry. Our work illustrates the 
value of genetic studies in diverse populations and provides foundational imputation 
and allele frequency resources for future genetic studies in Mexico and in the United 
States, where the Hispanic/Latino population is predominantly of Mexican descent.

Latin American populations harbour extensive genetic diversity 
that reflects a complex history of migration throughout the Ameri-
cas, post-Colonial admixture between continents and more recent 
population growth2,3. The distinct patterns of genomic variation that 
exist in these populations have led to key insights into the genetic 
architecture of rare and common diseases. Founder populations 
are prevalent throughout Latin America, and analyses of deleterious 
variants that segregate at higher frequency in these populations have 
identified clinically relevant new variants4,5. Moreover, Latin American 
populations include a significant proportion of Indigenous American 

subpopulations that have mostly remained genetically uncharacter-
ized. Admixture among European, Indigenous American and African 
ancestry populations can result in allele frequency distributions that 
substantially diverge from ancestral populations. Variants that are 
rare in one ancestry population but common in another may therefore 
segregate at a higher frequency in an admixed population. This leads 
to opportunities for new discoveries in these populations that may 
be missed when studying single ancestry populations6. For example, 
in a study of Mexican adults7, a haplotype in the SLC16A11 locus that is 
common in Indigenous Americans but rare in Europeans was strongly 
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associated with type 2 diabetes. In addition to increasing opportuni-
ties for variant discovery, genetic analyses of admixed populations 
can result in improvements in fine-mapping owing to differences in 
patterns of linkage disequilibrium (LD)8.

Unfortunately, despite the numerous opportunities afforded from 
studying Latin American populations, Hispanic/Latino individuals from 
such populations constitute less than 1% of all individuals in genetic 
population research despite forming nearly 10% of the global popula-
tion. By contrast, European populations constitute more than 80% of 
participants in genomic databases but account for less than 20% of peo-
ple worldwide9. Recent initiatives that target specific populations10,11 or 
involve large biobanks (such as the Million Veterans Program (https://
www.research.va.gov/mvp) and TOPMed (https://imputation.biodata-
catalyst.nhlbi.nih.gov)) have increased the number of Hispanic/Latino 
individuals included in genetic research, but a sizable gap remains. 
Additional large genetic studies of Latin American populations are 
therefore needed to help bridge this gap and enable the implementa-
tion of precision medicine for these populations.

Between 1998 and 2004, 159,755 participants aged at least 35 years 
from two contiguous urban districts of Mexico City (63,833 from Coy-
oacán and 95,922 from Iztapalapa) were recruited into the Mexico City 
Prospective Study (MCPS)1. Here we describe genome-wide array geno-
typing and whole-exome sequencing (WES) on the entire MCPS cohort, 
and high-coverage whole-genome sequencing (WGS) on a subset of 
9,950 participants. We provide a comprehensive genetic profile of the 
MCPS cohort that reveals patterns of relatedness, identical-by-descent 
(IBD) sharing and runs of homozygosity (ROH). By incorporating geno-
types from 716 Indigenous individuals from 60 out of the 68 recognized 
ethnic populations in Mexico, we apply a range of scalable techniques 
to finely characterize population structure, continental admixture and 
local ancestry in the MCPS cohort.

We also provide a survey of variants according to annotation and fre-
quency, with a particular emphasis on genes that exhibit homozygous 
loss-of-function variation. Moreover, we estimate ancestry-specific 
allele frequencies from America, Africa and Europe at 142 million vari-
ants, a 10-fold increase over existing resources, made available through 
a public browser (https://rgc-mcps.regeneron.com/). Last, we use the 
phased WGS dataset as a reference panel to impute genotypes into the 

full cohort and examine the quality of this imputed dataset compared 
with the exome sequencing dataset and a TOPMed-imputed version 
of the cohort.

Overview of genetic datasets
Of the 159,755 MCPS participants, a blood sample was successfully 
taken, processed and stored for 155,453 (97.3%). Of these samples, DNA 
was successfully extracted for 146,068 (94.0%) participants and sent 
for genotyping and exome sequencing. After initial quality control 
(QC) procedures (Methods), genotyping array data were available for 
138,511 participants and exome data were available for 141,046 (Sup-
plementary Table 1 provides key baseline characteristics of the 141,046 
participants with exome data). Of the exomes sequenced, 98.7% of 
the samples had 90% of the targeted bases covered at 20× or higher. 
After applying machine-learning methods to filter out low-quality 
variants, we identified a total of 9.3 million variants, including 4.0 mil-
lion variants across the coding regions of 19,110 genes. In total, 98.7% 
of the coding variants were rare (minor allele frequency (MAF) < 1%) 
(Table 1, Supplementary Table 2 and Methods), and 1.4 million were 
specific to the MCPS cohort when compared with variants discovered 
by the UK Biobank exome sequencing study8, TOPMed11 and gnomAD12  
(Supplementary Table 3). Among the coding variants identified were 
1,233,054 (median of 14,900 alleles per individual) synonymous, 
2,526,776 (13,585 alleles per individual) missense and 233,650 (354 
alleles per individual) putative loss-of-function (pLOF) variants 
(Table 1). The proportion of singletons (30.9%) was much lower than 
observed in other datasets (for example, 46.8% in the UK Biobank exome 
study8) owing to the way in which households of participants in close 
neighbourhoods were recruited, which resulted in extensive familial 
relatedness (as described in the next section). As expected, the propor-
tion of singletons increased to 36.5% when we restricted the analysis to 
individuals related less than first degree. The proportion was further 
increased to 39.2% when we restricted the analysis to individuals related 
less than third degree. In addition, we observed more homozygous  
pLOF variants in the MCPS cohort compared with a sample-size- 
matched version of the UK Biobank exome dataset (Supplementary  
Table 4).

Table 1 | Number of coding variants discovered in exome sequencing of 141,046 MCPS participants

Variant category
(all transcripts)

N variants
(% with MAC = 1)

Median number of 
alternative alleles per 
participant (IQR)

Mean number of 
alternative alleles per 
participant (s.d.)

Median number of 
variants per participant 
(IQR)

Mean number 
of variants per 
participant (s.d.)

Coding regions 4,037,949 (30.87) 29,119 (291) 29,126 (235) 20,849 (628) 20,795 (454)

Predicted function

In-frame indels 44,469 (30.97) 281 (16) 281 (12) 207 (14) 207 (10)

Synonymous 1,233,054 (28.04) 14,900 (169) 14,902 (134) 10,641 (320) 10,615 (234)

Missense 2,526,776 (31.4) 13,585 (163) 13,588 (127) 9,722 (300) 9,699 (217)

Likely benign 535,622 (27.94) 9,908 (121) 9,910 (93) 6,748 (191) 6,735 (138)

Possibly deleterious 1,441,180 (31.17) 3,564 (74) 3,564 (56) 2,857 (113) 2,853 (82)

Likely deleterious 549,974 (35.38) 114 (16) 114 (12) 111 (15) 112 (12)

pLOF 233,650 (40.06) 354 (20) 354 (15) 273 (19) 273 (14)

Start lost 9,768 (36.1) 27 (5) 27 (4) 21 (4) 21 (3)

Stop gain 77,589 (39.05) 85 (9) 85 (7) 67 (8) 67 (6)

Stop lost 3,539 (35.21) 13 (3) 13 (3) 10 (2) 10 (2)

Splice donor 26,364 (40.06) 38 (6) 38 (5) 30 (5) 30 (4)

Frameshift 96,098 (41.29) 146 (14) 147 (10) 113 (13) 114 (9)

Splice acceptor 20,292 (40.81) 44 (6) 44 (5) 32 (5) 32 (4)

Variants were annotated using Ensembl variant effect predictor. The predicted function for each variant was defined as the most deleterious consequence spanning all protein-coding  
transcripts in Ensembl (v.100). Indels, insertions and deletions; IQR, interquartile range; MAC, minor allele count.

https://www.research.va.gov/mvp/
https://www.research.va.gov/mvp/
https://imputation.biodatacatalyst.nhlbi.nih.gov
https://imputation.biodatacatalyst.nhlbi.nih.gov
https://rgc-mcps.regeneron.com/
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A subset of 9,950 individuals from the MCPS also underwent WGS, 
with a mean sequencing depth of 38.5×. After filtering, we identified 
131.9 million variants in total, of which 1.5 million were coding variants 
(Supplementary Tables 5 and 6 and Methods). Moreover, 96.2% of the 
variants were rare variants (MAF < 1%). There were 31.5 million distinct 
WGS variants compared with variants discovered in the TOPMed11 and 
gnomAD12 WGS datasets (Supplementary Table 7).

We compared the WGS and WES data in the overlapping set of 9,950 
individuals to examine the amount of coding variation called. The 
WGS dataset led to a 2.3% absolute increase in the amount of cod-
ing variation when using the canonical gene transcript to annotate 
variants in a matched set of 9,950 samples (Extended Data Table 1). 
In detail, 93.2%, 4.5% and 2.3% of the union set of sites were called in 
both datasets, in the WGS-only dataset and in the WES-only dataset, 
respectively (Supplementary Table 8). When variants were annotated 
by the most deleterious consequence across all transcripts of a gene, 
the WGS dataset had 4.6% more coding variants (Supplementary 
Table 9). In detail, 91.1%, 6.6% and 2.3% of the union set of sites were 
called in both datasets, the WGS-only dataset and the WES-only data-
set, respectively (Supplementary Table 10). When restricted to exome 
sequencing capture regions only, the differences between WGS and 
WES were much smaller (Supplementary Tables 11–14). Supplemen-
tary Tables 15–18 compare WGS and WES results for variants with 
an alternative allele frequency value of <1%. The number of variants 
that were specific to the WGS and WES datasets and overlapped with 
TOPMed were similar to the number of variants that overlapped with 
gnomAD (Supplementary Tables 19–22). Concordance of genotype 
calls between the WGS and WES datasets in 9,950 overlapping samples 
was high, with a mean SNP discordance of 0.0085% (Supplementary  
Table 23).

A total of 138,511 individuals from the MCPS were genotyped using 
an Illumina Global Screening Array v.2 beadchip and passed QC control 
(Methods and Supplementary Table 24). Array genotypes were highly 
concordant with WGS and WES genotypes in overlapping samples 
(mean biallelic SNP discordance of 0.03–0.04% for both datasets) (Sup-
plementary Table 23).

Relatedness
The genotyping array dataset enabled us to investigate famil-
ial relatedness within the cohort, which was expected to be high 
owing to the household recruitment strategy used (Methods). We 
used shared IBD segments to infer relatedness to avoid estimation 
biases in samples from admixed populations that can occur when 

using methods based on population allele frequency estimates.  
We applied KING software to unphased data and the hap-IBD and 
IBDkin methods to a phased array dataset (Methods). Both unphased 
and phased approaches produced comparable relatedness results  
(Supplementary Fig. 1).

Figure 1a and Extended Data Fig. 1 illustrate the extensive relat-
edness identified in the MCPS cohort. There are 31,597 parent– 
offspring, 29,482 full sibling, 47,080 second-degree relative and 
120,180 third-degree relative pairs. Nearly 71% (97,953 individuals) in 
the MCPS have at least one relative in the study who is third-degree or 
closer, and many of the MCPS participants have multiple close rela-
tives (Fig. 1b). The largest connected component in a graph of indi-
viduals with third-degree relationships or closer involved 22% of the 
cohort (30,682 individuals) (Supplementary Fig. 2). These levels of 
relatedness are much higher than those observed in the UK Biobank 
but are comparable to the Geisinger Health Study13 (both the MCPS 
and the Geisinger Health Study recruited participants from regions 
with families living in close proximity) (Supplementary Table 25). We 
used PRIMUS to reconstruct 22,766 first-degree family networks con-
taining a total of 65,777 individuals with a median size of 2.9, up to a 
maximum size of 48 people, including 3,595 nuclear families (Sup-
plementary Fig. 3 and Supplementary Table 26). A graph of 14,428 
individuals with second-degree family networks of a size greater than 
four highlights the complexity of the patterns of relatedness and partial 
clustering of relationships within districts of Coyoacán and Iztapalapa 
(Extended Data Fig. 2). The largest connected component in this graph 
contained 9,180 individuals. We also investigated relationships within 
and across the two districts (Supplementary Table 27). With reconstruc-
tion of pedigree networks in the MCPS, we were able to investigate the 
proportion of relatives who cross boundaries and have residences in 
different districts. Among the first-degree relatives, only 3% of par-
ent–child pairs and 7% of full sibling pairs lived in different districts. 
The percentages of second-degree and third-degree relative pairs with 
residences in different districts was 13% and 17%, respectively, which 
is much lower than would be expected if there was random mixing of 
individuals from the contiguous districts. Notably, although there 
was a marked 10–15% decrease in the percentages of second-degree or 
third-degree relative pairs who both had a residence in the Coyoacán 
district compared with first-degree relationship types, the percent-
ages of relative pairs who had a residence in the Iztapalapa district 
remained relatively consistent across relationship types (Supplemen-
tary Table 27). These results provide insight into patterns of migration 
(or lack thereof) within families between the Coyoacán and Iztapalapa  
districts.
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Population structure
We used a variety of complementary analysis approaches to character-
ize the ancestry composition and heterogeneity of MCPS individuals 
relative to the pre-Columbian population structure in Mexico. First, 
we applied principal component analysis (PCA) to a reference dataset 
of 108 African (Yoruba) and 107 European (Iberian) samples from the 
1000 Genomes dataset. We also analysed 591 unrelated samples from 60 
Indigenous Mexican populations corresponding to central, southern, 
southeastern, northern and northwestern regions of Mexico from the 
Metabolic Analysis of an Indigenous Sample (MAIS) dataset3 (Methods, 
Fig. 2 and Supplementary Fig. 4). We included a representative set of 
unrelated MCPS samples (n = 500) in the PCA model-fitting procedure 
and projected the remaining 138,011 MCPS samples onto the inferred 
principal component (PC) axes. Figure 2a shows that PC1 and PC2 sepa-
rate Indigenous Mexican, African and European samples, and that MCPS 
samples lie on the axis between Indigenous Mexican and European 
samples. Figure 2b shows that PC3 differentiates Indigenous Mexican 
geographical subpopulations and suggests that the majority of MCPS 
samples have ancestry from central, southern and southeastern Mexico.

To provide more focus on the genetic variation within the MCPS data-
set, we applied PCA to a filtered array dataset of 58,051 unrelated MCPS 
samples, with all other MCPS samples and 1000 Genomes, Human 
Genome Diversity Panel (HGDP) and MAIS samples projected onto 
the inferred PC axes (Fig. 2c,d and Supplementary Fig. 5). This analysis 
further highlighted that ancestry from Indigenous groups in central, 
southern and southeastern Mexico was largely represented within the 
cohort. These regions correspond to Mesoamerica, a geographical 
and cultural area of rich biodiversity that was inhabited by sedentary 

agricultural societies during the pre-Hispanic era3. By contrast, ancestry 
from Indigenous populations in the northern and more arid regions of 
the country was sparsely represented in the MCPS cohort.

We identified that stringent LD filtering was needed to avoid local-
ized genomic regions that had increased PCA SNP loadings owing 
to long-range LD consistent with recent admixture (Supplementary 
Figs. 6–8). Parametric admixture estimation also corroborated signifi-
cant ancestry proportions from Mesoamerican ancestry populations 
among MCPS participants (Extended Data Fig. 3 and Methods).

We applied two different haplotype-based approaches that can utilize 
LD between SNPs and have been shown to uncover much finer scale 
population structure14,15. The first approach used identical-by-descent 
(IBD) segments16, and the second approach measured the extent of hap-
lotype sharing using a scalable implementation of a haplotype-copying 
hidden Markov model17 (Methods). Both of these approaches produced 
low-dimensional representations with a notably more ‘star-like’ struc-
ture than PCA (Supplementary Figs. 9 and 10). Combined with the 
ancestry proportions from the local ancestry inference (LAI; see the 
next section), this result highlights the ability of these approaches 
to more clearly delineate the contributions of Mesoamerican and  
European ancestry.

Local ancestry estimation
We carried out a supervised population structure analysis by apply-
ing LAI with RFMix using a reference panel of haplotypes from Africa, 
Europe and America (Methods). Supplementary Fig. 11 shows local 
ancestry at segments genome-wide for 12 representative MCPS indi-
viduals estimated from the LAI results. Figure 3 shows population 

a

c

b

d

100

50

0

–50

–100

1000 200

0

–30

–60

–90
1000 200

80

60

40

20

0

–40–60 –20 20

10

–10

0

–40–60 –20 20

P
C

2 
(2

1.
1%

)

PC1 (59.5%) PC1 (59.5%)

P
C

3 
(2

.7
8%

)

Model
Projected

Sample type

KG_AFR_YRI
KG_EUR_IBS
MAIS_North
MAIS_Northwest

Source

MAIS_Central
MAIS_South
MAIS_Southeast

PC1 (60.5%)
0

P
C

2 
(5

.4
3%

)

0
PC1 (60.5%)

P
C

4 
(1

.9
1%

)

Fig. 2 | PCA analysis of the MCPS data together with Indigenous Mexican, 
European and African datasets. a,b, A total of 500 MCPS samples were  
used for analyses, together with 108 African Yoruba (KG_AFR_YRI) and 107 
European Iberian (KG_EUR_IBS) samples from the 1000 Genomes project (KG) 
dataset, and 591 unrelated samples from 60 Indigenous Mexican populations 

corresponding to central, southern, southeastern, northern and northwestern 
regions of Mexico from the MAIS. c,d, These analyses used an unrelated set of 
58,051 samples together with the 1000 Genomes and MAIS samples. All other 
MCPS samples are projected onto the axes.



788  |  Nature  |  Vol 622  |  26 October 2023

Article

distributions of LAI-based ancestry proportion estimates, including 
Indigenous American ancestry from five geographical regions within 
Mexico. Overall, we estimated that 66.0% of autosomal ancestry was 
attributable to Indigenous Mexican populations, with the majority 
coming from central Mexico (35.6%). Southern Mexico and southeast-
ern Mexico accounted for 15.9% and 11.8%, respectively, with much 
smaller amounts of ancestry attributable to northern Mexico (1.6%) 
and northwestern Mexico (1.1%). In addition, 2.9% and 31.1% of ances-
try were attributable to African and European populations, respec-
tively. We observed that MCPS individuals with the most Indigenous 
Mexican ancestry seemed to have a greater relative contribution from 
Indigenous populations from southern Mexico (that is, from the states 
of Oaxaca and Veracruz) (Supplementary Fig. 12). Moreover, lower 
amounts of Indigenous Mexican ancestry and higher amounts of Euro-
pean ancestry were observed in Coyoacán than in Iztapalapa, a result 
consistent with the sociodemographic characteristics of these districts.

Using 3,595 parent couples inferred from the genetic relatedness 
analysis, we observed significant correlation in ancestry between part-
ner pairs (Supplementary Fig. 13), as has been observed in other studies 
in admixed populations18. Education and district explained between 0.5 
and 5% of the variation in ancestry, whereas spousal ancestry explained 
between 15 and 26% of the variation in ancestry. This result suggests 
that genomic ancestry is a better predictor of the ancestry of partners 
than these sociodemographic factors.

Extended Data Fig. 4 shows the proportion of ancestry across each 
chromosome from a three-way LAI analysis, and Supplementary 

Fig. 14 shows per-ancestry tests for departures from genome-wide 
ancestry proportions (Methods). This result highlighted an excess 
of African ancestry in and around the MHC locus on chromosome 6 
(African 17.3%, P = 2.9 × 10–14; Supplementary Fig. 15), a result consistent 
with previous observations19. An additional signal on chromosome 15 
showed increased European ancestry of 35.2% at position 48.38 Mb 
(P = 3.8 × 10–8) and spanned a region between 45.09 Mb and 52.31 Mb 
in and around SLC24A5, a gene with known function in human skin pig-
mentation. Variant rs1426654 in SLC24A5 explains roughly one-third of 
the variation in pigmentation between Europeans and West Africans, 
probably being under selection in Europeans20.

We also observed ancestry proportions on chromosome X that exhib-
ited increased levels of Indigenous Mexican ancestry compared with 
the autosomes (African 3.2%, Indigenous Mexican 73.8%, European 
22.7%), a finding consistent with an imbalance of male and female con-
tributions to admixture. Using a simplified population mixture event 
model21,22 that best fit the observed chromosome X ancestry propor-
tions, we estimated that the proportion of Indigenous Mexican ancestry 
explained by female contribution was 71.3%. By contrast, for Europeans, 
the female contribution accounted for 7.5% (Supplementary Table 28).

Homozygosity
Increased levels of homozygosity were indicated by both the related-
ness analysis, which highlighted parent–offspring pairs with increased 
levels of sharing two alleles IBD genome-wide (Fig. 1a), and the exome 
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variant survey, which highlighted high counts of homozygous pLOF 
variants compared with the UK Biobank exome dataset (Supplemen-
tary Table 4). We assessed homozygosity by estimating ROH from 
the phased array dataset using hap-IBD (Methods), which produced 
a mean homozygosity of 0.34% for all MCPS individuals. There were 
60,722 MCPS participants (43.9%) who had at least one ROH segment 
4 centiMorgan (cM) or longer, for which the mean homozygosity was 
0.78% (Supplementary Table 29 and Extended Data Fig. 5). By com-
parison, for the UK Biobank data, the mean homozygosity was 0.07%, 
and 0.59% among the 55,206 (11.3%) participants who had at least one 
ROH segment ≥4 cM.

We observed that the total length and number of ROH segments were 
positively correlated with the proportion of ancestry native to Mexico 
(Supplementary Fig. 16). Overall, 79.0% of ROH segments could be 
assigned to Indigenous Mexican ancestry when overlaid with inferred 
local ancestry (Methods), which exceeded the 66.3% average amount of 
Indigenous Mexican ancestry in the sample. Conversely, we observed a 
depleted proportion of European and African ancestry in ROH segments 
(19.10% and 1.9%, respectively) compared with the average amount in 
the sample (30.2% and 3.5%, respectively), which was consistent with 
previous findings23.

The mean number of rare homozygous pLOFs (rhLOF; allele fre-
quency of <0.1%) and the proportion of rhLOFs in ROH correlated 
with the proportion of the genome in ROH segments (Supplemen-
tary Fig. 17). We identified 3,763 rhLOF genotypes at 2,646 variants in 
2,169 different protein-coding genes in 3,519 individuals, and 52.2% 
of these were found within ROH segments. Consistent with the rate 
of rhLOF variants and assignment of ROH segments to Indigenous 
American ancestry (Supplementary Table 4), segments of Indigenous 
Mexican ancestry accounted for 62.6% of rhLOFs, a result indicative of 
an ancestry-specific trend (Supplementary Table 30).

An MCPS imputation reference panel
We created a phased haplotype imputation reference panel (MCPS10k) 
from the 9,950 WGS individuals utilizing sequencing reads, pedi-
grees and a phased array haplotype scaffold (Methods). Using the 
WGS trios, we estimated that haplotypes were phased with a switch 
error rate of 0.0024 (Methods and Supplementary Fig.  18) and 
observed that the switch error rate depended on ancestry proportion  
(Supplementary Fig. 19).

We assessed the utility of the MCPS10k reference panel for genotype 
imputation by imputing chromosome 2 using the phased array dataset 
of 67,079 MCPS individuals not included in the reference panel and 
pruned for relationships up to the first degree. For comparison, we 
also imputed the MCPS dataset using the diverse TOPMed reference 
panel that includes 47,159 European, 24,267 African and 17,085 admixed 
American genomes (Methods).

MCPS10k and TOPMed imputation produced a set of 9,801,290 and 
9,437,266 variants, respectively, on chromosome 2, with an imputa-
tion information score of >0.3. However, the information scores (a 
well-calibrated measure of accuracy) for an overlapping set of 6,473,872 
variants were generally higher using MCPS10k than TOPMed for MAF 
bins greater than 0.01% (Extended Data Fig. 6).

We compared the MCPS10k and TOPMed imputed genotypes 
to the exome-sequencing data at 128,728 sites on chromosome 2. 
Figure 4 shows the results of the imputation accuracy stratified 
by allele frequency, reference panel and degree of Indigenous 
Mexican ancestry (defined as two groupings with individuals split 
above and below the median proportion of Indigenous Mexican 
ancestry). The results showed that MCPS10k had a comparable 
performance with TOPMed across the entire frequency range.  
However, the MCPS10k panel provided the greatest imputation ben-
efits for the samples with high proportions of Indigenous Mexican  
ancestry.

Finally, we assessed the imputation performance in Mexican Ameri-
cans from Los Angeles (MXL) in 1000 Genomes and found that TOPMed 
provided improved imputation performance compared with MCPS10k 
(Supplementary Figs. 20 and 21). This result is probably driven by 
MXL samples having substantially higher European ancestry and less 
ancestry from central, southern and southeast Mexico than in the 
MCPS cohort (Supplementary Fig. 22). Similarly, the TOPMed panel 
provided the best performance in individuals with Peruvian ancestry 
from Lima (PEL), Colombian ancestry from Medellin (CLM) and Puerto 
Rican ancestry from Puerto Rico (PUR) from the 1000 Genomes study 
compared with MCPS10k (Supplementary Figs. 20 and 21). These results 
emphasize the value of closely matching the ancestry of imputation 
reference panels to the samples being studied. Although our panel pro-
vided improved imputation for individuals of Mesoamerican Mexican 
ancestry, additional panels may be required to provide similar benefits 
for other Latin American populations with admixture from different 
Indigenous American ancestral populations.

Polygenic risk score transferability
The polygenic risk score (PRS) uses genome-wide association study 
(GWAS) results for a disease or trait in a given population to build an 
individual-level predictive score, but may not perform as well when 
applied to individuals from a different population9,24. We evaluated 
the performance of a body mass index (BMI) PRS derived using the UK 
Biobank dataset applied to MCPS participants. Extended Data Fig. 7 
shows that PRS performance (measured using incremental R2) ranged 
from 0.044 to 0.033 in individuals in the lowest quartile to the highest 
quartile of Indigenous Mexican ancestry, respectively. In agreement 
with previous publications25, there was a linear relationship between 
ancestry and PRS accuracy (Extended Data Fig. 7a), and the gradient 
for the change in BMI per PRS standard deviation (Extended Data  
Fig. 7b) was similar to the incremental R2 findings. Of note, incremen-
tal R2 estimates for PRS based on the MCPS reference panel and TOPMed 
reference panels were highly similar, which aligns with the imputation 
findings shown in Fig. 4. Imputation accuracy in the MCPS and TOPMed 
panels were similar for variants with alternative allele frequency  
values of ≥1%, which is the threshold typically applied to summary 
statistics included in PRS analyses. We also quantified the performance 
of a BMI PRS derived using the MCPS dataset applied to UK Biobank 
individuals within five broad ancestral groups. Extended Data Fig. 8 
demonstrates the power of the MCPS cohort to improve PRS accuracy 
in individuals of Latino ancestry. Although the number of individuals of 
Latino ancestry in the UK Biobank is small (n = 590), the incremental R2  
(95% confidence interval) was 0.063 (0.024–0.102).

Ancestry-specific allele frequencies
We combined the LAI results with the phased WES and WGS datasets to 
estimate Indigenous Mexican, African and European allele frequencies 
at 141,802,412 genetic variants, increasing by tenfold the number of 
LAI-resolved frequencies currently available in the gnomAD browser 
(see Methods and schematic in Extended Data Fig. 9). These frequen-
cies are available in a public browser (https://rgc-mcps.regeneron.
com/). The median effective sample sizes across sites (Methods) for 
estimation of Indigenous Mexican, African and European ancestry were 
91,856, 4,312 and 42,009, respectively, for WES variants, and 6,549, 341 
and 3,058, respectively, for WGS variants. For comparison, the median 
sample sizes in gnomAD v.3.1 are 7,639, 20,719 and 34,014 for Latino/
Admixed American, African and non-Finnish European ancestries, 
respectively. Figure 5 compares WES allele frequency estimates using 
our deconvolution approach in the MCPS dataset to the more direct 
approach used in gnomAD v.3.1. European allele frequencies showed 
substantial agreement (r2 = 0.994), whereas African allele frequen-
cies only showed slightly less agreement (r2 = 0.987), despite greater 

https://rgc-mcps.regeneron.com/
https://rgc-mcps.regeneron.com/
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heterogeneity in African ancestry populations and the lower median 
African sample size in the MCPS cohort. Supplementary Fig. 23 com-
pares MCPS WGS and gnomAD allele frequencies. Extended Data Fig. 10 
and Supplementary Fig. 24 show high concordance between MCPS WES 
and WGS frequencies and gnomAD LAI-resolved frequencies (https://
gnomad.broadinstitute.org).

The estimated frequencies used all MCPS samples, as restricting 
to unrelated individuals resulted in an 8.6% reduction in the number 
of polymorphic variants. We developed a new method to compute 
relatedness-corrected allele frequencies using identical-by-descent 
(IBD) segments (Methods and Supplementary Fig. 25) and found little 
difference between the relatedness-corrected frequencies and those 
estimated using all individuals, and allele frequencies of variants 
observed in an unrelated subset (Supplementary Figs. 26 and 27). We 
provide all three versions of allele frequencies in variant call files (VCFs) 
that are downloadable from the MCPS browser.

Extended Data Table 2 shows the allele frequencies at 46 loci previ-
ously reported to show trait associations in contemporary Mexican 
or other Latin American populations. For example, the top SNP asso-
ciated with type 2 diabetes at the SLC16A11 locus7 (rs75493593) had 
an overall frequency of 36% but ancestry-specific allele frequencies 
of 0.1%, 0.7% and 53% in African, European and Indigenous Mexican 
populations, respectively. This result is in agreement with previ-
ous estimates reported by the SIGMA Type 2 Diabetes Consortium7. 
Another notable example occurs at the IGF2 locus, where the pLOF 
splice acceptor variant rs149483638 that confers protection against 
type 2 diabetes26 had an overall frequency of 23% but ancestry-specific 
allele frequencies of 0.06%, 0.05% and 35% in African, European and 
Indigenous Mexican populations, respectively. Moreover, the rare 
MC4R missense variant rs79783591 associated with obesity27 is absent 
from the gnomAD browser but had an overall frequency of 1.1% in the 
MCPS, with an inferred Indigenous Mexican frequency of 1.6%, and 
African and European frequencies of less than 0.05%.

We used the three-way LAI segments to further decompose the anno-
tated variants into three continental populations. Across all variant 
classes, the highest levels of variation were found in African segments 
and lower levels in Indigenous Mexican and European segments, a 
result consistent with the demographic history of these populations 
(Supplementary Table 31). For example, the estimated mean number of 
pLOF variants in Indigenous Mexican, European and African genomes 
were 347, 361 and 427, respectively, although rare homozygous pLOF 
variants were more frequent among longer ROHs of Indigenous Ameri-
can ancestry (as shown above).

Discussion
The MCPS genetic data resources described in this study represent 
one of the largest in Mexico so far. The data also represent one of the 
most extensive sequencing studies in individuals of non-European 
ancestry and a major contribution towards the goal of increasing 
the diversity of genetic collections. Through scalable genotype and 
haplotype-based approaches to characterize fine-scale popula-
tion structure and admixture, we traced the Indigenous American 
component of ancestry within MCPS individuals to predominantly 
Mesoamerican Indigenous populations from central, southern and 
southeastern Mexico. Many Indigenous populations within south-
ern Mexico belong to the Oto-mangue linguistic family (for example, 
Mixteco, Zapoteco and Ixcateco), whereas most Indigenous popula-
tions from southeastern Mexico belong to the Maya linguistic fam-
ily (Maya, Chuj, Ixil and Awakateco). Genetic analyses in Mexico have 
previously shown that Indigenous populations in these regions share 
extensive genetic similarly that closely aligns with linguistic family 
membership3,28. Meanwhile, Indigenous populations in the central 
region of Mexico (for example, Otomi and Nahuatl) show pronounced 
genetic similarity (that is, low measures of pairwise Fst) despite span-
ning distinct linguistic families (for example, Oto-mangue, Yuto-nahua 
and Totonaco-tepehua). By contrast, ancestry from Aridoamerican 
Indigenous populations in the northern most regions of the country 
and from Mesoamerican populations in the northwest state of Nayarit 
(Cora, Tepehuano, Mexicanero and Huichol) was underrepresented in 
the MCPS dataset. Moreover, there was evidence of sex imbalance on 
the X chromosome28. The higher proportion of Mesoamerican ancestry 
on chromosome X is consistent with sex-biased gene flow resulting 
from predominantly male European colonization of the Americas29 
and may have implications for health disparities between men and 
women in light of the longer ROH, and rarer pLOF variants, that tracked 
with Mesoamerican ancestry. Such health disparities may also be com-
pounded by the assortative mating observed in the MCPS, which has 
been well-documented elsewhere30. Furthermore, IBD-based analy-
ses revealed extensive and complex patterns of relatedness among 
participants within Coyoacán and Iztapalapa, which largely reflected 
the household-based recruitment strategy of the study. Together, our 
analyses have characterized the MCPS cohort as one of largest genetic 
studies with both high levels of admixture and relatedness compared 
with other large genetic datasets such as the UK Biobank.

We developed a new approach for estimating ancestry-specific 
allele frequencies that leverages local ancestry information and 
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interpolated ancestry at called variants in the MCPS WES and WGS 
datasets. This increased (by tenfold) both the number of variants with 
ancestry-specific allele frequencies and the Indigenous Mexican effec-
tive sample size used for estimating allele frequencies from WES data. 
Without a suitable reference dataset of ancestry-specific allele frequen-
cies, efforts to diagnose and interpret genomic variants in the context 
of rare disorders are encumbered as it is difficult to distinguish previ-
ously unreported or undersampled ancestry-specific variants from 
potentially pathogenic variants. Our study expands the availability 
of such allelic information, which is made accessible to the genomics 
research community through the MCPS Variant browser to facilitate 
future discoveries.

The MCPS WES and WGS datasets substantially add to the global 
survey of characterized genomic variants by more than 31 million vari-
ants. Additionally, we uncovered increased levels of homozygosity 
and homozygous pLOF variants attributable to Indigenous Mexican 
ancestry, which indicates a role for future studies of admixed Mexi-
cans as a previously untapped resource for the study of homozygous 
loss-of-function alleles in humans. Comparing WGS and WES datasets 
in the same set of 9,950 samples, we found that the WGS dataset led to 
a 2.3% absolute increase in the amount of coding variation when using 
the canonical gene transcript to annotate variants. Further quantitative 
comparisons in larger datasets, such as the UK Biobank, will be needed 
to examine the overall utility of WGS over WES and imputation for new 
causal variant discovery.

From our investigations, we found that the imputation accuracy 
with MCPS10k was comparable to the TOPMed reference panel across 
the entire frequency range. Moreover, MCPS10K provided the highest 
imputation accuracy for individuals with high proportions of Mes-
oamerican ancestry. In theory, a combination of the MCPS10k and 
TOPMed reference panels should result in improved imputation per-
formance than using either reference panel alone. There are, however, 
significant challenges in bringing together large WGS datasets across 
studies for imputation, which motivates the need for new approaches 
that can combine imputation results from different panels. The results 
from our study highlight the need for large diverse WGS datasets from 

many different populations and the potential for a single worldwide 
reference panel to increase representation and parity in imputation 
accuracy across ancestries.

With the increasing availability of large-scale genetic data from 
biobanks and cohort studies, PRS values are becoming more widely 
used for predicting genetic risk of diseases and quantitative traits in 
clinical settings31. PRS values, however, have largely been constructed 
using European-ancestry GWAS results, and recent studies32 have shown 
that Eurocentric bias in PRS can result in reduced performance in 
non-European ancestry populations. In this study, we evaluated the 
performance and portability of PRS across ancestries using individu-
als from the MCPS and UK Biobank. We found that PRS values for BMI 
constructed using European ancestry individuals from the UK Biobank 
resulted in prediction accuracy that increased linearly with propor-
tional European ancestry in the MCPS, in which the lowest utility of 
PRS was among MCPS participants with high Indigenous American 
ancestry. The prediction accuracy of a MCPS-derived PRS was also 
highest in the Latino ancestry group in the UK Biobank among five 
1000-Genomes-based continental ancestry groups. These results 
reaffirm the importance of constructing PRS values using samples 
with ancestry that closely match the target population. Increasing the 
genetic ancestry diversity of participants in future genetic studies will 
be essential to advancing the utility of PRS across global populations, 
and we demonstrate the potential for the MCPS dataset to be a valu-
able resource for advancing polygenic prediction in admixed Latino 
populations.

The publicly available MCPS genetic resources, particularly the allele 
frequency and imputation databases, will contribute to future stud-
ies and serve as a major asset for understanding the genetic basis of 
diseases across Mexico and in the United States, where there is a large 
population of individuals of Mexican descent. In addition, our study 
can serve as a blueprint for obtaining new insight into the complex 
genetic architecture of other diverse populations. The utility of the 
MCPS genetic resource has recently been demonstrated through its 
contribution to the discovery of loss-of-function variation in GPR75 
and INHBE that are protective against obesity27 and type 2 diabetes33 
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respectively, and in the replication of the MAP3K15 association with 
lower glycosylated haemoglobin and diabetes34. Moreover, the analysis 
of MCPS exomes was instrumental in estimating that MC4R hetero
zygous deficiency is more than seven times greater in Mexico than in 
the United Kingdom27. Future studies will link genetic variation to other 
disease traits through cross-cohort meta-analyses, increase the reso
lution of fine-mapping, further explore the construction and portability 
of PRS in the Mexican population, leverage admixture, relatedness and 
household information to potentially boost the power of discovery in 
association studies and utilize Mendelian randomization to uncover 
causal relationships between modifiable exposures and disease.
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Methods

Recruitment of study participants
The MCPS was established in the late 1990s following discussions 
between Mexican scientists at the National Autonomous University 
of Mexico (UNAM) and British scientists at the University of Oxford 
about how best to measure the changing health effects of tobacco in 
Mexico. These discussions evolved into a plan to establish a prospec-
tive cohort study that could investigate not only the health effects of 
tobacco but also those of many other factors (including factors measur-
able in the blood)1. Between 1998 and 2004, more than 100,000 women 
and 50,000 men 35 years of age or older (mean age 50 years) agreed to 
take part, were asked questions, had physical measurements taken, gave 
a blood sample and agreed to be tracked for cause-specific mortality. 
More women than men were recruited because the study visits were 
predominantly made during working hours when women were more 
likely to be at home (although visits were extended into the early eve-
nings and at weekends to increase the proportion of men in the study).

Participants were recruited from randomly selected areas within two 
contiguous city districts (Coyoacán and Iztapalapa). These two districts 
have existed since the pre-Hispanic period and are geographically close 
to the ancient Aztec city of Tenochtitlan. Originally, Indigenous popu-
lations settled there, but over the centuries, the population dynamics 
have substantially changed. Many people from Spain, including the 
conqueror Hernán Cortés, resided in Coyoacán while the capital of New 
Spain was being built over the ruins of Tenochtitlan. The modern popu-
lations of Coyoacán and Iztapalapa derive largely from the development 
of urban settlements and migrations from the 1950s to the 1970s. Over 
this period, both districts, but particularly Iztapalapa, received large 
numbers of Indigenous migrants from the central (Nahuas, Otomies 
and Purepechas), south (Mixtecos, Zapotecos and Mazatecos) and 
southeast (Chinantecos, Totonacas and Mayas) regions of the country.

Blood sample collection, processing and storage, and DNA 
extraction
At recruitment, a 10-ml venous EDTA blood sample was obtained from 
each participant and transferred to a central laboratory using a trans-
port box chilled (4–10 °C) with ice packs. Samples were refrigerated 
overnight at 4 °C and then centrifuged (2,100g at 4 °C for 15 min) and 
separated the next morning. Plasma and buffy-coat samples were stored 
locally at −80 °C, then transported on dry ice to Oxford (United King-
dom) for long-term storage over liquid nitrogen. DNA was extracted 
from buffy coat at the UK Biocentre using Perkin Elmer Chemagic 360 
systems and suspended in TE buffer. UV-VIS spectroscopy using Trinean 
DropSense96 was used to determine yield and quality, and samples 
were normalized to provide 2 μg DNA at 20 ng μl–1 concentration (2% 
of samples provided a minimum 1.5 µg DNA at 10 ng µl–1 concentra-
tion) with a 260:280 nm ratio of >1.8 and a 260:230 nm ratio of 2.0–2.2.

Exome sample preparation and sequencing and QC
Genomic DNA samples were transferred to the Regeneron Genetics 
Center from the UK Biocentre and stored in an automated sample 
biobank at –80 °C before sample preparation. DNA libraries were 
created by enzymatically shearing DNA to a mean fragment size of 
200 bp, and a common Y-shaped adapter was ligated to all DNA libraries. 
Unique, asymmetric 10 bp barcodes were added to the DNA fragment 
during library amplification to facilitate multiplexed exome capture 
and sequencing. Equal amounts of sample were pooled before over-
night exome capture, with a slightly modified version of IDT’s xGenv1 
probe library; all samples were captured on the same lot of oligonucleo-
tides. The captured DNA was PCR amplified and quantified by quantita-
tive PCR. The multiplexed samples were pooled and then sequenced 
using 75 bp paired-end reads with two 10 bp index reads on an Illumina 
NovaSeq 6000 platform on S4 flow cells. A total of 146,068 samples 
were made available for processing. We were unable to process 2,628 

samples, most of which failed QC during processing owing to low or 
no DNA being present. A total of 143,440 samples were sequenced. 
The average 20× coverage was 96.5%, and 98.7% of the samples were 
above 90%.

Of the 143,440 samples sequenced, 2,394 (1.7%) did not pass one or 
more of our QC metrics and were subsequently excluded. Criteria for 
exclusion were as follows: disagreement between genetically deter-
mined and reported sex (n = 1,032); high rates of heterozygosity or 
contamination (VBID > 5%) (n = 249); low sequence coverage (less than 
80% of targeted bases achieving 20× coverage) (n = 29); genetically 
identified sample duplicates (n = 1,062 total samples); WES variants 
discordant with the genotyping chip (n = 8); uncertain linkage back to 
a study participant (n = 259); and instrument issue at DNA extraction 
(n = 6). The remaining 141,046 samples were then used to compile a 
project-level VCF (PVCF) for downstream analysis using the GLnexus 
joint genotyping tool. This final dataset contained 9,950,580 variants.

Whole genome sample preparation and sequencing and QC
Approximately 250 ng of total DNA was enzymatically sheared to a 
mean fragment size of 350 bp. Following ligation of a Y-shaped adapter, 
unique, asymmetric 10 bp barcodes were added to the DNA fragments 
with three cycles of PCR. Libraries were quantified by quantitative PCR, 
pooled and then sequenced using 150 bp paired-end reads with two 
10 bp index reads on an Illumina NovaSeq 6000 platform on S4 flow 
cells. A total of 10,008 samples were sequenced. This included 200 
mother–father–child trios and 3 more extended pedigrees. The rest of 
the samples were chosen to be unrelated to third degree or closer and 
enriched for parents of nuclear families. The average mean coverage 
was 38.5× and 99% of samples had mean coverages of >30×, and all 
samples were above 27×.

Of the 10,008 samples that were whole-genome sequenced, 58 (0.6%) 
did not pass one or more of our QC metrics and were subsequently 
excluded. Reasons for exclusion were as follows: disagreement between 
genetically determined and reported sex (n = 16); high rates of heterozy-
gosity or contamination (VBID > 5%) (n = 10); genetically identified 
sample duplicates (n = 19 total samples); and uncertain linkage back 
to a study participant (n = 14). The remaining 9,950 samples were then 
used to compile a PVCF for downstream analysis using the GLnexus joint 
genotyping tool. This final dataset contained 158,464,363 variants.

Variant calling
The MCPS WES and WGS data were reference-aligned using the OQFE 
protocol35, which uses BWA MEM to map all reads to the GRCh38  
reference in an alt-aware manner, marks read duplicates and adds addi-
tional per-read tags. The OQFE protocol retains all reads and original 
quality scores such that the original FASTQ is completely recoverable 
from the resulting CRAM file. Single-sample variants were called using 
DeepVariant (v.0.10.0) with default WGS parameters or custom exome 
parameters35, generating a gVCF for each input OQFE CRAM file. These 
gVCFs were aggregated and joint-genotyped using GLnexus (v.1.3.1). 
All constituent steps of this protocol were executed using open-source 
software.

Identification of low-quality variants from sequencing using 
machine learning
Similar to other recent large-scale sequencing efforts, we imple-
mented a supervised machine-learning algorithm to discriminate 
between probable low-quality and high-quality variants8,12. In brief, 
we defined a set of positive control and negative control variants 
based on the following criteria: (1) concordance in genotype calls 
between array and exome-sequencing data; (2) transmitted singletons;  
(3) an external set of likely ‘high quality’ sites; and (4) an external set 
of likely ‘low quality’ sites. To define the external high-quality set, we 
first generated the intersection of variants that passed QC in both 
TOPMed Freeze 8 and gnomAD v.3.1 genomes. This set was additionally 



restricted to 1000 genomes phase 1 high-confidence SNPs from the 
1000 Genomes project36 and gold-standard insertions and deletions 
from the 1000 Genomes project and a previous study37, both available 
through the GATK resource bundle (https://gatk.broadinstitute.org/hc/
en-us/articles/360035890811-Resource-bundle). To define the external 
low-quality set, we intersected gnomAD v3.1 fail variants with TOPMed 
Freeze 8 Mendelian or duplicate discordant variants. Before model 
training, the control set of variants were binned by allele frequency 
and then randomly sampled such that an equal number of variants were 
retained in the positive and negative labels across each frequency bin. 
A support vector machine using a radial basis function kernel was then 
trained on up to 33 available site quality metrics, including, for example, 
the median value for allele balance in heterozygote calls and whether a 
variant was split from a multi-allelic site. We split the data into training 
(80%) and test (20%) sets. We performed a grid search with fivefold 
cross-validation on the training set to identify the hyperparameters 
that returned the highest accuracy during cross-validation, which were 
then applied to the test set to confirm accuracy. This approach identi-
fied a total of 616,027 WES and 22,784,296 WGS variants as low-quality 
(of which 161,707 and 104,452 were coding variants, respectively). We 
further applied a set of hard filters to exclude monomorphs, unre-
solved duplicates, variants with >10% missingness, ≥3 mendel errors 
(WGS only) or failed Hardy–Weinberg equilibrium (HWE) with excess 
heterozgosity (HWE P < 1 × 10–30 and observed heterozygote count of 
>1.5× expected heterozygote count), which resulted in a dataset of 
9,325,897 WES and 131,851,586 WGS variants (of which 4,037,949 and 
1,460,499 were coding variants, respectively).

Variant annotation
Variants were annotated as previously described38. In brief, variants 
were annotated using Ensembl variant effect predictor, with the most 
severe consequence for each variant chosen across all protein-coding 
transcripts. In addition, we derived canonical transcript annotations 
based on a combination of MANE, APPRIS and Ensembl canonical tags. 
MANE annotation was given the highest priority followed by APPRIS. 
When neither MANE nor APPRIS annotation tags were available for a 
gene, the canonical transcript definition of Ensembl was used. Gene 
regions were defined using Ensembl release 100. Variants annotated 
as stop gained, start lost, splice donor, splice acceptor, stop lost or 
frameshift, for which the allele of interest was not the ancestral allele, 
were considered predicted loss-of-function variants. Five annotation 
resources were utilized to assign deleteriousness to missense variants: 
SIFT; PolyPhen2 HDIV and PolyPhen2 HVAR; LRT; and MutationTaster. 
Missense variants were considered ‘likely deleterious’ if predicted 
deleterious by all five algorithms, ‘possibly deleterious’ if predicted 
deleterious by at least one algorithm and ‘likely benign’ if not predicted 
deleterious by any algorithm.

Genotyping
Samples were genotyped using an Illumina Global Screening Array 
(GSA) v.2 beadchip according to the manufacturer’s recommendations. 
A total of 146,068 samples were made available for processing, of which 
145,266 (99.5%) were successfully processed. The average genotype call 
rate per sample was 98.4%, and 98.4% of samples had a call rate above 
90%. Of the 145,266 samples that were genotyped, 4,435 (3.1%) did not 
pass one or more of our QC metrics and were subsequently excluded. 
Reasons for exclusion were as follows: disagreement between geneti-
cally determined and reported sex (n = 1,827); low-quality samples (call 
rates below 90%) (n = 2,276); genotyping chip variants discordant with 
exome data (n = 44); genetically identified sample duplicates (n = 1,063 
total samples); uncertain linkage back to a study participant (n = 268); 
and sample affected by an instrument issue at DNA extraction (n = 6). 
The remaining 140,831 samples were then used to compile a PVCF for 
downstream analysis. This dataset contained 650,380 polymorphic 
variants.

Genotyping QC
The input array data from the RGC Sequencing Laboratory consisted 
of 140,831 samples and 650,380 variants and were passed through the 
following QC steps: checks for consistency of genotypes in sex chro-
mosomes (steps 1–4); sample-level and variant-level missingness filters 
(steps 5 and 6); the HWE exact test applied to a set of 81,747 third-degree 
unrelated samples, which were identified from the initial relatedness 
analysis using Plink and Primus (step 7); setting genotypes with Men-
delian errors in nuclear families to missing (step 8); and a second round 
of steps 5–7 (step 9). Plink commands associated with each step are 
displayed in column 2 (Supplementary Table 9). The final post-QC array 
data consisted of 138,511 samples and 559,923 variants.

Array phasing
We used Shapeit (v.4.1.3; https://odelaneau.github.io/shapeit4) to 
phase the array dataset of 138,511 samples and 539,315 autosomal 
variants that passed the array QC procedure. To improve the phasing 
quality, we leveraged the inferred family information by building a 
partial haplotype scaffold on unphased genotypes at 1,266 trios from 
3,475 inferred nuclear families identified (randomly selecting one off-
spring per family when there was more than one). We then ran Shapeit 
one chromosome at a time, passing the scaffold information with the 
--scaffold option.

Exome and whole genome phasing
We separately phased the support-vector-machine-filtered WES and 
WGS datasets onto the array scaffold. The phased WGS data constitute 
the MCPS10k reference panel. For the WGS phasing, we used WhatsHap 
(https://github.com/whatshap/whatshap) to extract phase informa-
tion in the sequence reads and from the subset of available trios and 
pedigrees, and this information was fed into Shapeit (v.4.2.2; https://
odelaneau.github.io/shapeit4) through the --use-PS 0.0001 option. 
Phasing was carried out in chunks of 10,000 and 100,000 variants 
(WES and WGS, respectively) and using 500 SNPs from the array data as 
a buffer at the beginning and end of each chunk. The use of the phased 
scaffold of array variants meant that chunks of phased sequencing 
data could be concatenated together to produce whole chromosome 
files that preserved the chromosome-wide phasing of array variants. 
A consequence of this process is that when a variant appeared in both 
the array and sequencing datasets, the data from the array dataset 
were used.

To assess the performance of the WGS phasing process, we repeated 
the phasing of chromosome 2 by removing the children of the 200 
mother–father–child trios. We then compared the phase of the trio 
parents to that in the phased dataset that included the children. We 
observed a mean switch error rate of 0.0024. Without using WhatsHap 
to leverage phase information in sequencing reads, the mean switch 
error rate increased to 0.0040 (Supplementary Fig. 23).

Relatedness, pedigree reconstruction and network 
visualization
The relatedness-inference criteria and relationship assignments were 
based on kinship coefficients and probability of zero IBD sharing from 
the KING software (https://www.kingrelatedness.com). We recon-
structed all first-degree family networks using PRIMUS (v.1.9.0; https://
primus.gs.washington.edu/primusweb) applied to the IBD-based KING 
estimates of relatedness along with the genetically derived sex and 
reported age of each individual. In total, 99.3% of the first-degree 
family networks were unambiguously reconstructed. To visualize the 
relationship structure in the MCPS, we used the software Graphviz 
(https://graphviz.org) to construct networks such as those presented 
in Supplementary Fig. 5. We used the sfdp layout engine which uses a 
‘spring’ model that relies on a force-directed approach to minimize  
edge length.
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Measuring IBD segments and homozygosity
To identify IBD segments and to measure ROH, we ran hap-ibd (v.1.0; 
https://github.com/browning-lab/hap-ibd) using the phased array data-
set of 138,511 samples and 538,614 sites from autosomal loci. Hap-ibd 
was run with the parameter min-seed=4, which looks for IBD segments 
that are at least 4 cM long. We filtered out IBD segments in regions of the 
genome with fourfold more or fourfold less than the median coverage 
along each chromosome following the procedure in IBDkin (https://
github.com/YingZhou001/IBDkin), and filtered out segments overlap-
ping regions with fourfold less than the median SNP marker density 
(Supplementary Fig. 28). For the homozygosity analysis, we intersected 
the sample with the exome data to evaluate loss-of-function variants, 
which resulted in a sample of 138,200. We further overlaid the ROH 
segments with local ancestry estimates, and assigned ancestry where 
the ancestries were concordant between haplotypes and posterior 
probability was >0.9, assigning ancestry to 99.8% of the ROH.

PCA
We used the workflow implemented in the R package bigsnpr (https://
privefl.github.io/bigsnpr). In brief, pairwise kinship coefficients were 
estimated using Plink (v.2.0) and samples were pruned for first-degree 
and second-degree relatedness (kinship coefficient < 0.0884) to obtain 
a set of unrelated individuals. LD clumping was performed with a default 
LD r2 threshold of 0.2, and regions with long-range LD were iteratively 
detected and removed using a procedure based on evaluating robust 
Mahalanobis distances of PC loadings. Sample outliers were detected 
using a procedure based on K-nearest neighbours. PC scores and load-
ings for the first 20 PCs were efficiently estimated using truncated sin-
gular value decomposition (SVD) of the scaled genotype matrix. After 
removal of variant and sample outliers, a final iteration of truncated SVD 
was performed to obtain the PCA model. The PC scores and loadings 
from this model were then used to project withheld samples, including 
related individuals, into the PC space defined by the model using the 
online augmentation, decomposition and procustes algorithm. For 
each PC analysis in this study, variants with MAF < 0.01 were removed.

Admixture analysis
Admixture (v.1.3.0; https://dalexander.github.io/admixture) was used 
to estimate ancestry proportions in a set of 3,964 reference samples 
representing African, European, East Asian, and American ancestries 
from a dataset of merged genotypes. This included 765 samples of 
African ancestry from 1000 Genomes (n = 661) and HGDP (n = 104), 
658 samples of European ancestry from 1000 Genomes (n = 503) and 
HGDP (n = 155), 727 samples of East Asian ancestry from 1000 Genomes 
(n = 504) and HGDP (n = 223), and 1,814 American samples, including 
716 Indigenous Mexican samples from the MAIS study, 64 admixed 
Mexican American samples from MXL, 21 Maya and 13 Pima samples 
from HGDP, and 1,000 unrelated Mexican samples from the MCPS. 
Included SNPs were limited to variants present on the Illumina GSA v.2 
genotyping array for which TOPMed-imputed variants in the MAIS 
study had information r2 ≥ 0.9 (m = 199,247 SNPs). To select the opti-
mum number of ancestry populations (K) to include in the admixture 
model, fivefold cross validation was performed for each K in the set 4 
to 25 with the –cv flag. To obtain ancestry proportion estimates in the 
remaining set of 137,511 MCPS samples, the population allele frequen-
cies (P) estimated from the analysis of reference samples were fixed as 
parameters so that the remaining samples could be projected into the 
admixture model. Projection was performed for the K = 4 model and 
for the K = 18 model that produced the lowest cross-validation error, 
and point estimation was attained using the block relaxation algorithm.

External datasets used in genetic analyses
The MAIS genotyping datasets were obtained from L. Orozco from Insi-
tuto Nacional de Medicina Genómica. For 644 samples, genotyping was 

performed using an Affymetrix Human 6.0 array (n = 599,727 variants). 
An additional 72 samples (11 ancestry populations) were genotyped 
using an Illumina Omni 2.5 array (n = 2,397,901 variants). The set of 
716 Indigenous samples represent 60 of out the 68 recognized ethnic 
populations in Mexico3. Per chromosome, VCFs for each genotyping 
array were uploaded to the TOPMed imputation server (https://imputa-
tion.biodatacatalyst.nhlbi.nih.gov) and imputed from a multi-ethnic 
reference panel of 97,256 whole genomes. Phasing and imputation 
were performed using the programs eagle and MiniMac, respectively. 
The observed coefficient of determination (r2) for the reference allele 
frequency between the reference panel and the genotyping array was 
0.696 and 0.606 for the Affymetrix and Illumina arrays, respectively.

Physical positions of imputed variants were mapped from genome 
build GRCh37 to GRCh38 using the program LiftOver, and only vari-
ant positions included on the Affymetrix GSA v.2 were retained. After 
further filtering out variants with imputation information r2 < 0.9, the 
following QC steps were performed before merging of the MAIS Affy-
metrix and Illumina datasets: (1) removal of ambiguous variants (that 
is, A/T and C/G polymorphisms); (2) removal of duplicate variants; 
(3) identifying and correcting allele flips; and (4) removal of variants 
with position mismatches. Merging was performed using the --bmerge 
command in Plink (v.1.9).

We used publicly available genotypes from the HGDP (n = 929) and 
the 1000 Genomes project (n = 2,504). To obtain a combined global 
reference dataset for downstream analyses of population structure, 
admixture and local ancestry, the HGDP and 1000 Genomes datasets 
were merged. The resulting merged public reference dataset was sub-
sequently merged with the MAIS dataset and MCPS genotyping array 
dataset. Each merge was performed using the –bmerge function in Plink 
(v.1.9; https://www.cog-genomics.org/plink) after removing ambigu-
ous variants, removing duplicate variants, identifying and correct-
ing allele flips, and removing variants with position mismatches. The 
combined global reference dataset comprised 199,247 variants and 
142,660 samples.

LAI
To characterize genetic admixture within the MCPS cohort, we per-
formed a seven-way LAI analysis with RFMix (v.2.0; https://github.com/
slowkoni/rfmix) that included reference samples from the HGDP and 
1000 Genomes studies, and Indigenous samples from the MAIS study. 
This merged genotyping dataset of samples across these studies with 
the 138,511 MCPS participants included 204,626 autosomal variants 
and 5,363 chromosome X variants.

To identify reference samples with extensive admixture to exclude 
from LAI, we performed admixture analysis with the program TeraS-
TRUCTURE (https://github.com/StoreyLab/terastructure) on a merged 
genotyping dataset (n = 3,274) that included African (AFR), European 
(EUR) and American (AMR) samples from the HGDP, 1000 Genomes and 
MAIS studies, and 1,000 randomly selected unrelated MCPS samples. 
Following the recommended workflow in the TeraSTRUCTURE docu-
mentation (https://github.com/StoreyLab/terastructure), we varied 
the rfreq parameter from the set of {0.05, 0.10, 0.15, 0.20} of autosomal 
variants with K = 4 and selected the value that maximized the validation 
likelihood (20% of autosomal variants; rfreq = 45,365). We then varied 
the K parameter and ran it in triplicate to identify the value that attained a  
maximal average validation likelihood (K = 18). Each of the estimated 
K ancestries was assigned to a global ‘superpopulation’ (that is, AFR, 
EUR and AMR), and the cumulative K ancestry proportion was used as 
an ancestry score for selecting reference samples. Using an ancestry 
score threshold of ≥0.9, 666 AFR, 659 EUR and 616 AMR samples were 
selected as reference samples. The AMR samples used for seven-way LAI 
comprised 98 Mexico_North, 42 Mexico_Northwest, 185 Mexico_Central, 
128 Mexico_South and 163 Mexico_Southeast individuals.

Reference samples were phased using Shapeit (v.4.1.2; https://odela-
neau.github.io/shapeit4) with default settings, and the phasing of the 
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138,511 MCPS participants was performed as described above (see the 
section ‘Array phasing’). Seven-way LAI was performed using RFMix 
(v.2.0), with the number of terminal nodes for the random forest clas-
sifier set to 5 (-n 5), the average number of generations since expected 
admixture set to 15 (-G 15), and ten rounds of expectation maximization 
(EM) algorithm (-e 10). Global ancestry proportion estimates were 
derived by taking the average per-chromosome Q estimates (weighted 
by chromosome length) for each of the seven ancestries (that is, AFR, 
EUR, Mexico_North, Mexico_Northwest, Mexico_Central, Mexico_South 
and Mexico_Southeast). Inferred three-way global ancestry proportion 
estimates were obtained by combining proportions for each of the five 
Indigenous Mexican populations into a single ‘AMR’ category.

To delineate local ancestry segments for use in the estimation of 
ancestry-specific allele frequencies (see the section ‘Ancestry-specific 
allele frequency estimation’), we performed a three-way LAI analysis 
using a merged genotyping dataset that excluded the MAIS samples as 
this afforded greater genotyping density (493,036 autosomal variants 
and 12,798 chromosome X variants). Before LAI analysis, reference 
samples were selected using the same workflow for TeraSTRUCTURE 
as described above, with modifications being the inclusion of 10,000 
unrelated MCPS participants and an ancestry threshold of 0.95. RFMix 
was applied as described above, with modifications being the use of 753 
AFR, 649 EUR and 91 AMR reference samples, specification of 5 rounds 
of EM (-e 5), and use of the --reanalyze-reference option, which treated 
reference haplotypes as if they were query haplotypes and updated the 
set of reference haplotypes in each EM round.

To measure the correlation in ancestry between partner pairs, we 
used a linear model to predict ancestry of each partner using the 
ancestry of their spouse, education level (four categories) and district  
(Coyoacán and Iztapalapa) of both partners.

Testing departures from global ancestry proportions
We averaged local ancestry dosages (estimated using RFMix at 98,012 
positions along the genome) from 78,833 unrelated MCPS samples and 
performed a per-ancestry scan testing for deviation of local ancestry 
proportion from the global ancestry proportion19. The test is based 
on assumptions of binomial sampling and normal approximation 
for the sample mean. The global ancestry proportion for each ances-
try was estimated as a robust average over local ancestry using the  
Tukey’s biweight robust mean. The scan was performed in all autosomes 
separately for African, European and Indigenous Mexican ancestries 
with the significance threshold 1.7 × 10–7 = 0.05/(98, 012 × 3), which 
accounts for the number of local ancestry proportions tested and the 
three ancestries.

Fine-scale population structure based on IBD sharing
IBD segments from hapIBD were summed across pairs of individuals 
to create a network of IBD sharing represented by the weight matrix 
W ∈ n n

≥0
×R  for n samples. Each entry w W∈ij  gives the total length in cM 

of the genome that individuals i and j share identical by descent. We 
sought to create a low-dimensional visualization of the IBD network. 
We used a similar approach to that described in ref. 14, which used the 
eigenvectors of the normalized graph Laplacian as coordinates for a 
low-dimensional embedding of the IBD network. Let D be the degree 
matrix of the graph with d w= ∑ii j ij  and 0 elsewhere. The normalized 
(random walk) graph Laplacian is defined to be L I D W= − −1 , where I is 
the identity matrix.

The matrix L is positive semi-definite, with eigenvalues 
⋯λ λ λ0 = ≤ ≤ ≤ n0 1 −1 . The multiplicity of eigenvalue 0 is determined  

by the number of connected components in the IBD network. If L  
is fully connected, the eigenvector associated with eigenvalue 0 is 
constant, whereas the remaining eigenvectors can be used to compute 
a low-dimensional representation of the IBD network. If p is the  
desired dimension, and u1,…, up the bottom 1…p eigenvectors of L 
(indexed from 0), the matrix U ∈ n p×R  with columns u1,…, up define a 

low-dimensional representation of each individual in the IBD network39. 
In practice, we solved the generalized eigenvalue problem to obtain 
u1,…, up.

Wu µDu=

If u is an eigenvector of L with eigenvalue λ, then u solves the general-
ized eigenvalue problem with eigenvalue 1 – λ.

To apply to the IBD network of the MCPS cohort, we first removed 
edges with weight >72 cM as previously done14. We did this to avoid 
the influence on extended families on the visualization. We next 
extracted the largest connected component from the IBD network, 
and computed the bottom u1,…, u20 eigenvectors of the normalized 
graph Laplacian.

Fine-scale population structure based on haplotype sharing
To examine fine-scale population structure using haplotype sharing, 
we calculated a haplotype copying matrix L using Impute5 (https://
jmarchini.org/software/#impute-5) with entries Lij that are the length  
of sequence individual i copies from individual j. Impute5 uses a scal-
able imputation method that can handle very large haplotype reference 
panels. At its core is an efficient Hidden Markov model that can estimate 
the local haplotype sharing profile of a ‘target’ haplotype with respect 
to a ‘reference’ set of haplotypes. To avoid the costly computations of 
using all the reference haplotypes, an approach based on the PBWT 
data structure was used to identify a subset of reference haplotypes 
that led to negligible loss of accuracy. We leveraged this methodology 
to calculate the copying matrix L, using array haplotypes from a set of 
58,329 unrelated individuals as both target and reference datasets, and 
used the --ohapcopy –ban-repeated-sample-names flags to ban each tar-
get haplotype being able to copy itself. SVD on a scaled centred matrix 
was performed using the bigstatsr package (https://cran.r-project.
org/web/packages/bigstatsr/index.html) to generate 20 PCs. This 
is equivalent to an eigen-decomposition of the variance-covariance 
matrix of recipients’ shared segment lengths.

Imputation experiments
We imputed the filtered array dataset using both the MCPS10k refer-
ence panel and the TOPMed imputation server. For TOPMed impu-
tation, we used Plink2 to convert this dataset from Plink1.9 format 
genotypes to unphased VCF genotypes. For compatibility with TOPMed 
imputation server restrictions, we split the samples in this dataset 
into six randomly assigned subsets of about 23,471 samples, and into 
chromosome-specific bgzipped VCF files. Using the NIH Biocatalyst 
API (https://imputation.biodatacatalyst.nhlbi.nih.gov), we submitted 
these six jobs to the TOPMed imputation server. Following completion 
of all jobs, we used bcftools merge to join the resulting dosage VCFs 
spanning all samples. For the MCPS10k imputation, we used Impute5 
(v.1.1.5). Each chromosome was split into chunks using the imp5Chun-
ker program with a minimum window size of 5 Mb and a minimum 
buffer size of 500 kb. Information scores were calculated using qctool 
(https://www.well.ox.ac.uk/~gav/qctool_v2/).

The 1000 Genomes WGS genotype VCF files were downloaded (http://
ftp.1000genomes.ebi.ac.uk/vol1/ftp/data_collections/1000G_2504_
high_coverage/working/20201028_3202_phased/) and filtered to 
remove sites that are multi-allelic sites, duplicated, have missingness 
>2%, Hardy–Weinberg P < 1 × 10–8 in any subpopulation and MAF < 0.1% 
in any subpopulation. We used only those 490 AMR samples in the MXL, 
CLM, PUR and PEL subpopulations. We constructed two subsets of 
genotypes on chromosome 2 from the Illumina HumanOmniExpres-
sExome (8.v1-2) and Illumina GSA (v.2) arrays, and these were used as 
input to the TOPMed and MCPS10k imputation pipelines.

We measured imputation accuracy by comparing the imputed  
dosage genotypes to the true (masked) genotypes at variants not on 
the arrays. Markers were binned according to the MAF of the marker in 
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490 AMR samples. In each bin, we report the squared correlation (r2) 
between the concatenated vector of all the true (masked) genotypes 
at markers and the vector of all imputed dosages at the same markers. 
Variants that had a missing rate of 100% in the WGS dataset before 
phasing were removed from the imputation assessment.

Ancestry-specific allele frequency estimation
The LAI results consist of segments of inferred ancestry across each 
haplotype of the phased array dataset. As the WES and WGS alleles 
were phased onto the phased array scaffold, we inferred the ancestry 
of each exome allele using interpolation from the ancestry of the flank-
ing array sites. For each WES and WGS variant on each phased haplo-
type, we determined the RFMix ancestry probability estimates at the 
two flanking array sites and used their relative base-pair positions to 
linearly interpolate their ancestry probabilities. For a given site, if pijk

 
is the probability that the jth allele of the ith individual is from popula-
tion k, and Gij is the 0/1 indicator of the non-reference allele for the jth 
allele of the ith individual then the weighted allele count (ACk), the 
weight allele number (ANk) and the allele frequency (θk) of the kth 
population is given by
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An estimate of the effective sample size for population k at the site 
is n = AN /2k k . Singleton sites can be hard to phase using existing meth-
ods. Family information and phase information in sequencing reads 
was used in the WGS phasing, and this helped to phase a proportion of 
the singleton sites. In the WES dataset, we found that 46% of exome 
singletons occurred in stretches of heterozygous ancestry. For these 
variants, we gave equal weight to the two ancestries when estimating 
allele frequencies.

To validate the MCPS allele frequencies, we downloaded the gno-
mAD v.3.1 reference dataset (https://gnomad.broadinstitute.org) 
and retained only high-quality variants annotated as passed QC 
(FILTER=”PASS”), SNVs, outside low-complexity regions and with the 
number of called samples greater than 50% of the total sample size 
(n = 76,156). We additionally overlapped gnomAD variants with TOPMed 
Freeze 8 high-quality variants (FILTER=”PASS”) (https://bravo.sph.
umich.edu/freeze8/hg38). We further merged gnomAD variants and 
MCPS exome variants by the chromosome, position, reference allele 
and alternative allele names and excluded MCPS singletons, which 
were heterozygous in ancestry. This process resulted in 2,249,986 
overlapping variants available for comparison with the MCPS WES 
data. Median sample sizes in gnomAD non-Finish Europeans, African/
Admixed African and Admixed American populations were 34,014, 
20,719 and 7,639, respectively.

Using IBD segments to compute relatedness-corrected allele 
frequencies
To investigate the effect of relatedness on allele frequency estimates, 
we implemented a method to compute relatedness-corrected allele 
frequencies using identical-by-descent (IBD) segments. This method 
computes allele frequencies at a locus by clustering alleles inherited 
IBD from a common ancestor, then counting alleles once per common 
ancestor rather than once per sample. Because IBD sharing is affected 
by both demography and relatedness, we limited IBD sharing to seg-
ments between third-degree relatives or closer. Conceptually, this is 
equivalent to tracing the genealogy of a locus back in time across all 
samples until no third-degree relatives remain, then computing allele 
frequencies in the ancestral sample.

We estimated allele frequencies in two steps. First, we constructed 
a graph based on IBD sharing at a locus. Second, we estimated allele 
counts and allele numbers by counting the connected components of 
the IBD graph. Our approach is similar to the DASH haplotype clustering 

approach40. However, we make different assumptions about how errors 
affect the IBD graph and additionally compute ancestry-specific  
frequencies using local ancestry inference estimates.

To construct the IBD graph, suppose we have genotyped and phased 
N diploid samples at L biallelic loci. For each locus l we construct an 
undirected graph Gl = (Vl,El) describing IBD sharing among haplotypes. 
Let the tuple (i, j)l represent haplotype j of sample i at locus l, and let 
h ∈ {0,1}i j( , ) l  be the allele itself. Define

V i j j i N

E i j s t h h

= {( , ) : for 1 ≤ ≤ 2 and 1 ≤ ≤ }

= {(( , ) , ( , ) ) : and are IBD}.

l l

l l l
i j s t( , ) ( , )l l

In words, the set of vertices V constitute all haplotypes at locus l. 
Each edge in E is between a pair of haplotypes that fall on the same IBD 
segment (Supplementary Fig. 25).

If IBD segments are observed without error, then each maximal clique 
of Gl represents a set of haplotypes descended from a common ances-
tor. In practice, edges will be missing owing to errors in IBD calling. 
Thus, what we observe are sets of connected components rather than 
maximal cliques. Because we limited edges to pairs of third-degree 
relatives or closer, we assumed missing edges in connected compo-
nents are false negatives and included them. We additionally removed 
edges between haplotypes for which the observed alleles conflicted.

Given an IBD graph Gl = (Vl, El) for a locus l, we estimated alterna-
tive allele counts and allele numbers by counting the connected com-
ponents of the graph. Let Cl1,…,Clm be the connected components of 
Gl. Let CALT = {Cim: haplotypes in Cim have the ALT allele} and CREF = {Cim: 
haplotypes in Cim have the REF allele}

Then
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= /
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We additionally used LAI estimates to compute ancestry-specific 
frequencies. Let Rp ∈i j K( , )l  be the vector of probabilities that an  
allele on haplotype j from sample i at locus l comes from one of K 
populations. For each connected component, we averaged local ances-
try estimates

∑p
C

p=
1

C
lm

i j C
i j

( , ) ∈
( , )l

im l lm

We computed a vector of weighted allele counts W and allele num-
bers N by
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Ancestry-specific frequencies were estimated by dividing each com-
ponent of W by the corresponding component of N.

For singletons for which the phasing of haplotypes was unknown, 
we averaged local ancestry estimates from haplotypes in the sample.

Generation of PRS values for BMI
To generate source datasets for assessing trans-ancestry portability 
of BMI PRS, whole genome regression was performed using Regenie 
(https://rgcgithub.github.io/regenie/) in individuals in the MCPS and 
in a predominantly European-ancestry cohort from the UK Biobank. 
Individuals with type 2 diabetes (ICD10 code E11 or self-reported) were 
excluded. BMI values underwent rank-based inverse normal transfor-
mation (RINT) by sex and ancestry; models were additionally adjusted 
for age, age2 and technical covariates (UK Biobank). The Regenie sum-
mary statistics from the UK Biobank were used to generate a BMI PRS 
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in MCPS; conversely, MCPS summary statistics were applied to UK 
Biobank statistics.

To avoid overfitting with respect to selection of a PRS algorithm and 
its associated tuning parameters, LDpred (https://github.com/bvilhjal/
ldpred) with ρ value of 1 was chosen from a recent publication of BMI 
and obesity27. Summary statistics were restricted to HapMap3 variants 
and followed existing filtering recommendations. In the MCPS, two 
PRS values were generated; imputed variants were obtained from the 
MCPS10k reference panel or the TOPMed panel. In the UK Biobank 
data, PRS values were calculated separately by continental ancestry 
(African, East Asian, European, Latino, South Asian), determined from 
a likelihood-based inference approach8 in a merged dataset of variants 
from UK Biobank and the 1000 Genomes project.

To evaluate PRS performance, BMI values were transformed (RINT) 
by sex and ancestry and regressed on PRS, age and age2. As for the gen-
eration of summary statistics, individuals with diabetes were excluded 
from the analysis. PRS accuracy was assessed by incremental R2  
(proportional reduction in regression sum of squares error between 
models with and without BMI PRS). Additionally, raw BMI values with 
PRS, age, age2, sex and ancestry were modelled to obtain per BMI 
PRS standard deviation effect-size estimates. The impact of ancestry  
differences on source summary statistics compared to target PRS was 
assessed with two approaches. For the MCPS, individuals were divided 
into quantiles by estimated Indigenous Mexican Ancestry using the LAI 
approach described above. For the UK Biobank, metrics were calculated 
within each 1000 Genomes-based continental ancestry.

Ethics and inclusion
The MCPS represents a long-standing scientific collaboration between 
researchers at the National Autonomous University of Mexico and the 
University of Oxford, who jointly established the study in the mid-1990s 
and have worked together on it ever since. Blood sample collection and 
processing were funded by a Wellcome Trust grant to the Mexican and 
Oxford investigators. However, at the time, no funding was requested 
to create an appropriate long-term sample storage facility in Mexico 
City. Therefore, the Mexican investigators agreed for the samples to 
be shipped to Oxford where they could be stored in a liquid-nitrogen 
sample storage archive (funded by the UK Medical Research Council 
and Cancer Research UK) that had previously been established by the 
Oxford team, and only on the understanding that control of the sam-
ples remained with the Mexican investigators. The shipping of blood 
samples from Mexico to the United Kingdom was approved by the 
Mexican Ministry of Health, and the study was approved by scientific 
and ethics committees within the Mexican National Council of Sci-
ence and Technology (0595 P-M), the Mexican Ministry of Health and 
the Central Oxford Research Ethics Committee (C99.260). Although 
appropriate facilities in Mexico City now exist to store the samples, the 
Mexican investigators have decided that the costs of sending them back 
to Mexico exceed the benefits of having closer access to them. Study 
participants gave signed consent in keeping with accepted ethical 
practices at the time for observational cohort studies. The baseline 
consent form stated that their blood samples would be stored and 
used in the future for unspecified research purposes (with a specific 
statement that this would include future analysis of genetic factors) 
and that it would probably be many years before such blood analyses 
were done. The MCPS consent form also stated that the research was 
being done in collaboration with the University of Oxford and that 
the purpose of the study was to benefit future generations of Mexican 
adults. In 2019, the Mexican and Oxford investigators jointly agreed to 
allow the extracted DNA to be sent to the Regeneron Genetics Center 
after they had offered to genotype and exome sequence the entire 
cohort—thereby creating the resource now available for future research 
by Mexican scientists (see the ‘Data Availability’ section)—in exchange 
for sharing the other data with them for the purpose of performing 
joint collaborative genetic analyses. Formal approval to share MCPS 

data with commercial institutions was sought and obtained from the 
Medical Ethics Committee of the National Autonomous University 
of Mexico (FMED/CEI/MHU/001/2020). Major discoveries from the 
study have been disseminated through open-access scientific publica-
tions, local and international scientific meetings, press releases, social 
media and local television, but direct communication of study results 
to the original study participants is unfortunately not practical as no 
information on telephone numbers or email addresses was collected 
at recruitment. As in other prospective cohort studies (such as the UK 
Biobank), it was agreed that there would be no feedback of individual 
blood results to participants, as it has been shown that such feedback 
can do more harm than good (whereas no feedback ensures that that 
is not the case).

Recruitment of individuals in the MAIS cohort was done with approval 
of the leaders of the Indigenous communities and with the support of 
the National Commission for the Development of Indigenous Com-
munities of Mexico (CDI), now the Instituto Nacional de los Pueblos 
Indígenas (INPI). All participants provided written informed consent, 
and authorities or community leaders participated as translators where 
necessary. The consent form described how findings from the study 
may have commercial value and be used by for-profit companies. Sam-
ple collection for MAIS was approved by the Bioethics and Research 
Committees of the Insituto Nacional de Medicina Genómica in Mexico 
City (protocol numbers 31/2011/I and 12/2018/I). Preliminary data from 
the MAIS cohort have been discussed with the Indigenous leaders and 
volunteer individuals included in the study, explaining the meaning of 
the findings on health or population’s history, and the potential use of 
the data in future collaborations.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
On 1 May 2023 the genetic data from the MCPS—including the genotype 
array data, TOPMed-imputed data, exome data, WGS data and MCPS 
imputation panel files—were made available for sharing with bona fide 
academic researchers in Mexico through access to a DNAnexus research 
analysis platform powered by Amazon Web Services. Researchers in 
Mexico who are interested in obtaining these and/or the non-genetic 
data for specific academic research purposes, or in collaborating with 
MCPS investigators on a specific research proposal, should first visit the 
study’s Oxford-hosted webpage (http://www.ctsu.ox.ac.uk/research/
mcps) to download the Data and Sample Access Policy in English or 
Spanish. The non-genetic data available for sharing may be reviewed 
on the study’s online Data Showcase (https://datashare.ndph.ox.ac.uk/
mexico). The Data and Sample Access Policy aims to promote equity 
in research by giving preferential access to researchers in Mexican 
institutions whereby such applicants have free access with a period 
of exclusivity over researchers in other parts of the world (although 
principal investigators in Mexico may still choose to collaborate with 
researchers in other parts of the world on their approved projects 
if they wish). Researchers in Mexican institutions are also provided 
with analysis ‘credits’ to cover the cost of running their analyses on 
the platform and downloading their results. For academic researchers 
in other parts of the world, the genetic data will be made available for 
open-access sharing only after the end of the exclusivity period for 
Mexican researchers (the duration of which is constantly reviewed but 
in no circumstances will exceed 2 years). Researchers in high-income 
countries will be required to pay a nominal data-access fee (to cover 
the administrative costs associated with processing data requests 
and maintaining the data analysis platform), but there will be no data 
access fee for researchers in low- or middle-income countries. The 
reason for giving Mexican researchers preferential access to the data 
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generated in Mexico is to foster equity and provide an opportunity to 
develop local research capacity. Otherwise, given the disproportionate 
analytic capacity in, for example, North America and Western Europe, 
as compared with Mexico, there is a risk that future analyses of these 
data will be dominated by researchers from outside Mexico. The MCPS 
ancestry-specific allele frequencies are available in a public browser 
that includes options for direct download (https://rgc-mcps.regen-
eron.com/). The GRCh38 reference accession code is available from 
the NCBI website at https://www.ncbi.nlm.nih.gov/datasets/genome/
GCF_000001405.26/.

Code availability
Code developed for the analysis of this paper is available from two 
separate GitHub repositories at https://github.com/mcps-analysts/
mcps-genetic-cohort-profile and https://github.com/rgcgithub/
mcps_ibd_freq_calc.
 
35.	 Krasheninina, O. et al. Open-source mapping and variant calling for large-scale NGS  

data from original base-quality scores. Preprint at bioRxiv https://doi.org/10.1101/ 
2020.12.15.356360 (2020).

36.	 Auton, A. et al. A global reference for human genetic variation. Nature 526, 68–74 (2015).
37.	 Mills, R. E. et al. An initial map of insertion and deletion (INDEL) variation in the human 

genome. Genome Res. 16, 1182–1190 (2006).
38.	 Van Hout, C. V. et al. Exome sequencing and characterization of 49,960 individuals in the 

UK Biobank. Nature 586, 749–756 (2020).
39.	 Koren, Y. Drawing graphs by eigenvectors: theory and practice. Comput. Math. Appl. 49, 

1867–1888 (2005).
40.	 Gusev, A. et al. DASH: a method for identical-by-descent haplotype mapping uncovers 

association with recent variation. Am. J. Hum. Genet. 88, 706–717 (2011).

Acknowledgements The MCPS has received funding from the Mexican Health Ministry, the 
National Council of Science and Technology for Mexico, the Wellcome Trust, Cancer Research 
UK, the British Heart Foundation and the UK Medical Research Council. These funding sources 
had no role in the design, conduct or analysis of the study or the decision to submit the 
manuscript for publication. Genotyping, exome sequencing and WGS was funded through  
an academic partnership among the National Autonomous University of Mexico, the University 
of Oxford, Regeneron, AstraZeneca and Abbvie. The computational aspects of this research 
were supported by the Wellcome Trust Core Award Grant Number 203141/Z/16/Z and the NIHR 
Oxford BRC. The views expressed are those of the authors and not necessarily those of the 
NHS, the NIHR or the UK Department of Health. The authors are grateful to all the MCPS 
participants, without whom this research would not be possible; and to C. Gonzaga-Jauregui, 

Y. Guan, B. Browning, Y. Zhou and K. Grinde for discussions and input on various aspects of  
this work. For the purpose of open access, the authors have applied a Creative Commons 
Attribution (CC BY) licence to any Author Accepted Manuscript version arising.

Author contributions Conceptualization: J. Marchini, A.B., G.A., J.R.E., J.A.-D., P.K.-M. and R.T.-C. 
Data curation: R.R.-R., R.S.-B. and R.W. Data generation: M.R.H., X.B., S.B., W.S., J.O., J.R., L.O.-O. 
and H.G.-O. Formal analysis: A.Z., J.T., J. Backman, J. Mbatchou, M.T., T.A.T., S.M.G., T.J., Y.Z.,  
D.L., R.W., J.S., R.P., A.P., K.R.S., A.N., A.D., N.L. and C.P. Funding acquisition: J.A.-D., A.B., R.C., 
J.R.E., S.P., P.K.-M. and R.T.-C. Methodology: A.Z., J.T., J. Backman, T.A.T. and J. Marchini. Project 
administration: M.J. Resources: L.H., R.L., E.M. and S.Z. Software: A.Z., J.T., M.T., J. Mbatchou, 
S.M.G., T.J., J.S., Y.Z. and J. Marchini. Supervision: J. Marchini, J.R.E., T.A.T., G.A., W.S., J.R., E.J., 
J.A.-D., J. Berumen and S.P. Visualization: A.Z., J.T., J. Mbatchou, S.M.G., J. Backman, T.J., M.T., 
Y.Z. and J.S. Writing the first draft: J. Marchini, J.T., J.R.E. and T.A.T. Revision of the manuscript: all 
authors. The RGC Management and Leadership team contributed to securing funding, study 
design and oversight. All authors reviewed the final version of the manuscript. The Sequencing 
and Lab Operations team performed and are responsible for sample genotyping and exome 
sequencing, conceived and are responsible for laboratory automation, and responsible for 
sample tracking and the library information management system. The Clinical Informatics 
team developed and validated clinical phenotypes used to identify study participants and 
(when applicable) controls. The Genomics Informatics and Data Engineering team performed 
and are responsible for analyses needed to produce exome and genotype data, provided 
computer infrastructure development and operational support, provided variant and gene 
annotations and their functional interpretation of variants, and conceived and are responsible 
for creating, developing and deploying analysis platforms and computational methods for 
analysing genomic data. The Analytical Genetics and Data Science team developed statistical 
analysis plans; QC of genotype and phenotype files and generation of analysis ready datasets; 
developed statistical genetics pipelines and tools and use thereof in the generation of 
association results; QC, review and interpretation of results; and generated and formatted 
results for manuscript figures. The Therapeutic Area Genetics team contributed to the 
development of the study design and analysis plans; development and QC of phenotype 
definitions; QC, review and interpretation of association results. The Research Program 
Management and Strategic Initiatives team contributed to the management and coordination 
of all research activities, planning and execution, and managed the review of the project.

Competing interests A.Z., J. Backman, J. Mbatchou, S.M.G., T.J., Y.Z., D.L., J.S., R.P., A.P., X.B., 
S.B., L.H., R.L., A.L., E.M., M.J., A.D., N.L., C.P., E.J., W.S., J.O., J.R., T.A.T., G.A., A.B. and J. Marchini 
are current employees and/or stockholders of Regeneron Genetics Center or Regeneron 
Pharmaceuticals. A.N., K.R.S. and S.P. are current employees and/or stockholders of 
AstraZeneca. M.P. is a current employee and stockholder of AbbVie. All remaining authors 
declare no competing interests relevant to the current paper.

Additional information
Supplementary information The online version contains supplementary material available at 
https://doi.org/10.1038/s41586-023-06595-3.
Correspondence and requests for materials should be addressed to Jason Torres,  
Jonathan Marchini or Roberto Tapia-Conyer.
Peer review information Nature thanks Adebowale Adeyemo, Maria Avila-Arcos and the other, 
anonymous, reviewer(s) for their contribution to the peer review of this work.
Reprints and permissions information is available at http://www.nature.com/reprints.

https://rgc-mcps.regeneron.com/
https://rgc-mcps.regeneron.com/
https://www.ncbi.nlm.nih.gov/datasets/genome/GCF_000001405.26/
https://www.ncbi.nlm.nih.gov/datasets/genome/GCF_000001405.26/
https://github.com/mcps-analysts/mcps-genetic-cohort-profile
https://github.com/mcps-analysts/mcps-genetic-cohort-profile
https://github.com/rgcgithub/mcps_ibd_freq_calc
https://github.com/rgcgithub/mcps_ibd_freq_calc
https://doi.org/10.1101/2020.12.15.356360
https://doi.org/10.1101/2020.12.15.356360
https://doi.org/10.1038/s41586-023-06595-3
http://www.nature.com/reprints


Extended Data Fig. 1 | Pairwise measures of relatedness. (A) IBD0 vs IBD1, (B) IBD1 vs IBD2, and (C) IBD0 vs Kinship coefficient.
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Extended Data Fig. 2 | Graph of second-degree family networks of size four or greater. Plot created using the Graphviz software with the sfdp layout engine 
which uses a “spring” model that relies on a force-directed approach to minimize edge length.



Extended Data Fig. 3 | ADMIXTURE ancestry proportion estimates. The 
program ADMIXTURE was used to estimate per-individual ancestry proportions 
and population-specific allele frequencies in a panel of 3,964 reference 
samples, including 1,000 MCPS samples. The remaining set of 137,511 MCPS 
samples were projected into the admixture model using parameter estimates 

from the reference sample. Results are shown for the K = 18 model that attained 
the lowest cross-validation error. Ancestry proportion estimates for reference 
samples of African, European, and Indigenous American ancestry from the 
1KG, HGDP, and MAIS datasets are shown in the top row and estimates for MCPS 
participants are shown in the bottom row. AA=African American.
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Extended Data Fig. 4 | Genome-wide distribution of local ancestry 
proportions. The ancestry dosages inferred by RFMix are averaged across 
78,833 unrelated MCPS samples and plotted along the genome. For each panel 

(or Chromosome) two gray rectangles denote terminal 2Mbp-length regions 
(of analyzed sites) at the beginning and end of Chromosome, while the red 
rectangle denotes the centromere region.



Extended Data Fig. 5 | Distribution of ROH. (a) Histogram of the sample counts, 
distribution of the per-sample number of ROH segments, and distribution of 
per-sample average ROH segment length are given by fraction of genome in 
ROH for n = 138,200 samples. Data in box plots are presented with the median 
as the center, the box bounded by the 25th and 75th percentiles, whiskers 

extending from the box to values within 1.5*IQR (Interquartile Range), and 
outlying values such as minima/maxima as bpoints. (b) For each individual, the 
total length, average length, and fraction of genome in ROH is given by number 
of ROH.
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Extended Data Fig. 6 | Comparison of MCPS10k and TOPMed imputation. Plots show imputation info scores from MCS10k and TOPMed imputed variants in 
67,079 MCPS samples at 6,473,872 variants on chromosome 2. Each plot uses a different MAF bin. The red line is Y=X. The blue dashed line is the regression line.



Extended Data Fig. 7 | Portability of a UK Biobank (n=443,145) derived BMI 
PRS to MCPS (N = 119,864) individuals across imputation reference panels. 
In panel A, the UK Biobank PRS accuracy is assessed using the incremental R2 
between the BMI PRS and measured BMI (kg/m2) in MCPS individuals, divided 
into quartiles (N = 29,966 per quartile) by proportion of Indigenous Mexican 
Ancestry. Results are also stratified by the reference panel used to impute 
genotype dosages in MCPS (red = MCPS, blue = TOPMed). The R2 measures are 
denoted by a circle (MCPS) or triangle (TOPMed), with vertical bars denoting 

the 95% confidence interval. The BMI values used in PRS derivation were 
transformed (RINT by sex, ancestry PCs) and adjusted for age and age2. Panel B 
displays the change in BMI per BMI PRS standard deviation (SD), with mean 
change represented by a circle (MCPS) or triangle (TOPMed) and vertical bars 
denoting the 95% confidence interval. BMI regression models were adjusted 
for sex, age, age2, and ancestry PCs. The median proportion of Indigenous 
Mexican ancestry in each quartile is also shown in both panel A and B.
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Extended Data Fig. 8 | Portability of an MCPS (N=119,864) derived BMI  
PRS to UKB (N = 443,145) individuals. In panel A, the MCPS PRS accuracy is 
measured using the incremental R2 between the BMI PRS and measured BMI 
(kg/m2) in UK Biobank individuals, stratified by 1000 Genomes-based 
continental ancestry (red = African [N = 8025], lime green = East Asian  
[N = 2110], green = European [N = 424,283], blue = Latino [N = 590], purple = 
South Asian [N = 8137]). The R2 measures are denoted by a circle (African), 
triangle (East Asian), rectangle (European), dash (Latino), and dotted rectangle 
(South Asian), with vertical bars denoting the 95% confidence interval. The BMI 

values used in PRS derivation were transformed (RINT by sex, ancestry PCs)  
and adjusted for age and age2. Panel B displays the change in BMI per BMI PRS 
standard deviation (SD) using the same color scheme based on 1000 Genomes- 
based continental ancestry, with the shapes denoting the mean BMI change 
(circle [African], triangle [East Asian], rectangle [European], dash [Latino],  
and dotted rectangle [South Asian] and vertical bars denoting the 95% 
confidence interval. BMI Regression models were adjusted for sex, age, age2, 
and ancestry PCs.



Extended Data Fig. 9 | Schematic of ancestry-specific allele frequency 
estimation. The estimation proceeds in 4 stages. To start with the array 
dataset is phased to produce a scaffold of common variants (top). Then local 
ancestry inference (LAI) is applied to the phased array dataset (left). In parallel, 
the WES and WGS variants are phased onto the phased array scaffold (right). 

Then finally the phased exome variant dataset is overlayed onto the local 
ancestry estimates to assign ancestry to every allele in the WES and WGS 
datasets (bottom). The process is probabilistic and interpolates the ancestry 
probabilities at the WES and WGS sites from the flanking array sites.
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Extended Data Fig. 10 | Allele frequency comparison between MCPS  
WES and gnomAD LAI estimates. Allele frequencies on linear (top) and log 
(bottom) scale. The comparisons from left to right are MCPS European vs 
gnomAD (LAI) European, MCPS African vs gnomAD (LAI) African, MCPS 
Indigenous Mexican vs gnomAD Amerindigenous. The gnomAD (LAI) refers  

to an extension to the gnomAD v3 database with local ancestry resolved allele 
frequency estimates for Latino/Admixed American samples in gnomAD (see 
URLs). The number of high-quality variants overlapped between MCPS WES 
and gnomAD (LAI) is 241,307, 211,105 and 201,624 for European, African and 
Amerindigenous ancestries, respectively.



Extended Data Table 1 | Comparison of WES and WGS datasets in coding genes

Variants were annotated with VEP. Predicted function is defined by canonical transcript consequence in Ensembl v100. Counts are restricted to the same set of 9,950 individuals with both WGS 
and WES available. All variants passed QC for the respective platform. AAF = Alternate Allele Frequency, IQR = Inter Quartile Range, SD = Standard Deviation.



Article
Extended Data Table 2 | Ancestry-specific allele frequencies at GWAS loci previously reported in studies of Mexican and 
Latin/Central American populations

MCPS Indigenous Mexican, European and African allele frequencies, estimated in MCPS WES/WGS data using our deconvolution approach, are reported together MCPS Raw allele frequencies 
calculated directly on raw MCPS data. Allele frequencies for three relevant population groups available in gnomAD 3.1 are added for comparison.
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Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection No software was used for data collection.

Data analysis SHAPEIT (v4.1.2, v4.1.3, v4.2.2) was used for haplotype estimation. 
QCTOOL (v2) was used for calculating imputation info scores. 
MakeScaffold was used for building  a haplotype scaffold. 
Hap-IBD (v1.0) was used to identify IBD segments 
IBDkin (v2.8.7.8) was used for kinship estimation. 
PLINK (v1.9 and v2) were used for data processing and quality control. 
RFmix (v2) was used for local ancestry estimation 
TeraSTRUCTURE was used for ancestry analysis. 
IMPUTE5 (v1.1.5) was used for imputation experiments. 
PRIMUS (v1.9.0) was used for family estimation. 
GRAPHVIZ (v6.0.2) was used for relatedness visualization. 
ADMIXTURE (v1.3.0) was used for ancestry analysis. 
KING (v2.2.8) was used for kinship estimation. 
DeepVariant (v0.10.0) was used for variant calling. 
The R packages bigsnpr and bigstatsr were used for PCA. 
REGENIE (v3.2.8) was used for association testing. 
LDpred (v1.0.11) was used for PRS estimation. 
EAGLE (v2.4.1) was used in the TOPMed server for phasing. 
MINIMAC v4 was used in the TOPMed server for imputation. 
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GLnexus (v1.3.1) was used for joint genotype calling. 
WhatsHap (v1.4) was used for read-base phasing. 
PRIMUS was used for relatedness inference. 
 
Code developed for the analysis of this paper is available from two separate Github repositories at  
https://github.com/mcps-analysts/mcps-genetic-cohort-profile 
https://github.com/rgcgithub/mcps_ibd_freq_calc 
 
 

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

The genetic data from MCPS – including the genotype array data, TOPMed-imputed data, exome data and whole genome sequence data – are available for sharing 
with bona fide academic researchers in Mexico through access to a DNAnexus research analysis platform powered by Amazon Web Services. Researchers in Mexico 
who are interested in obtaining these and/or the non-genetic data for specific academic research purposes, or in collaborating with MCPS investigators on a specific 
research proposal, should first visit the study’s Oxford-hosted webpage (URLs) to download the Data and Sample Access Policy in English or Spanish. The non-
genetic data available for sharing may be reviewed on the study’s online Data Showcase (URLs). The Data and Sample Access Policy aims to promote equity in 
research by giving preferential access to researchers in Mexican institutions whereby such applicants have free access with a period of exclusivity over researchers 
in other parts of the world (though principal investigators in Mexico may still choose to collaborate with researchers in other parts of the world on their approved 
projects if they wish). Researchers in Mexican institutions are also provided with analysis ‘credits’ to cover the cost of running their analyses on the platform and 
downloading their results. For academic researchers in other parts of the world the genetic data will be made available for open access sharing only after the end of 
the exclusivity period for Mexican researchers (the duration of which is constantly reviewed but in no circumstances will exceed 2 years). Researchers in high-
income countries will be required to pay a nominal data-access fee (to cover the administrative costs associated with processing data requests and maintaining the 
data analysis platform) but there will be no data access fee for researchers in low or middle-income countries. The reason for giving Mexican researchers 
preferential access to the data generated in Mexico is to foster equity and provide an opportunity to develop local research capacity. Otherwise, given the 
disproportionate analytic capacity in, for example, North America and Western Europe, as compared with Mexico, there is a risk that future analyses of these data 
will be dominated by researchers from outside Mexico. The MCPS ancestry specific allele frequencies are available in a public browser which includes options for 
direct download (see URLs). The MCPS10k imputation reference panel described in this manuscript will be made available for imputation through the University of 
Michigan Imputation server (see URLs). The GRCh38 reference accession code is https://www.ncbi.nlm.nih.gov/datasets/genome/GCF_000001405.26/.

Human research participants
Policy information about studies involving human research participants and Sex and Gender in Research. 

Reporting on sex and gender Sex of study participants was collected as part of the study, and is detailed in the paper Tapia-Conyer, R., et al (2006) Cohort 
Profile: The Mexico City Prospective Study, International Journal of Epidemiology, Volume 35, Issue 2, April 2006, Pages 243–
249, https://doi.org/10.1093/ije/dyl042  
 
Sex information was used in some of the analysis to infer family structure. 
 
Two-thirds were women.

Population characteristics The details of the population characteristics are described in the paper Tapia-Conyer, R., et al (2006) Cohort Profile: The 
Mexico City Prospective Study, International Journal of Epidemiology, Volume 35, Issue 2, April 2006, Pages 243–249, https://
doi.org/10.1093/ije/dyl042 
 
The mean age at survey was 53 (with 92% aged 35–74), and 60% lived in Iztapalapa.

Recruitment The recruitment strategy is described in the paper Tapia-Conyer, R., et al (2006) Cohort Profile: The Mexico City Prospective 
Study, International Journal of Epidemiology, Volume 35, Issue 2, April 2006, Pages 243–249, https://doi.org/10.1093/ije/
dyl042 
 

Ethics oversight Approval for the study was given by the Mexican Ministry of Health, the Mexican National Council of Science and Technology 
(0595 P-M) and the Central Oxford Research Ethics Committee (C99.260) and the Ethics and Research commissions from the 
Medicine Faculty at the National Autonomous University of Mexico (UNAM) (FMED/CI/SPLR/067/2015). All study participants 
provided written informed consent.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size Sample size was not predetermined. Genotyping and sequencing was carried out on all the samples provided to the Regeneron Genetics 
Center from the UK Biocentre. The methods section details all QC performed on the genotype, exome sequencing and whole genome 
sequencing datasets. 

Data exclusions Of the 143,440 samples exome sequenced, 2,394 (1.7%) did not pass one or more of our QC metrics and were subsequently excluded. Criteria 
for exclusion were: disagreement between genetically-determined and reported sex (n=1,032); high rates of heterozygosity/contamination 
(VBID > 5%) (n=249); low sequence coverage (less than 80% of targeted bases achieving 20X coverage) (n=29); genetically-identified sample 
duplicates (n=1,062 total samples); WES variants discordant with genotyping chip (n=8); uncertain linkage back to a study participant (n=259); 
and instrument issue at DNA extraction (n=6). The remaining 141,046 samples were then used to compile a project-level VCF (PVCF) for 
downstream analysis, using the GLnexus joint genotyping tool. This final dataset contained 9,950,580 variants. 
 
Of the 10,008 samples that were whole genome sequenced, 58 (0.6%) did not pass one or more of our QC metrics and were subsequently 
excluded. Reasons for exclusion were: disagreement between genetically-determined and reported sex (n=16); high rates of heterozygosity/
contamination (VBID > 5%) (n=10); genetically-identified sample duplicates (n=19 total samples); and uncertain linkage back to a study 
participant (n=14). The remaining 9,950 samples were then used to compile a project-level VCF (PVCF) for downstream analysis, using the 
GLnexus joint genotyping tool. This final dataset contained 158,464,363 variants.

Replication The paper described a population genetic study and describes the properties and uses of the data collected. As such there is no need to 
replicated the data collection.

Randomization Individuals in the study were not being assigned to any experimental protocol or treatment and so randomization was not needed.

Blinding Individuals in the study were not being assigned to any experimental protocol or treatment and so rblinding was not needed.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 
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