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Learning heterogeneous reaction kinetics 
from X-ray videos pixel by pixel

Hongbo Zhao1, Haitao Dean Deng2, Alexander E. Cohen1, Jongwoo Lim2, Yiyang Li2, 
Dimitrios Fraggedakis1, Benben Jiang1, Brian D. Storey3, William C. Chueh2,4, 
Richard D. Braatz1 & Martin Z. Bazant1,5 ✉

Reaction rates at spatially heterogeneous, unstable interfaces are notoriously 
difficult to quantify, yet are essential in engineering many chemical systems, such as 
batteries1 and electrocatalysts2. Experimental characterizations of such materials by 
operando microscopy produce rich image datasets3–6, but data-driven methods to 
learn physics from these images are still lacking because of the complex coupling of 
reaction kinetics, surface chemistry and phase separation7. Here we show that 
heterogeneous reaction kinetics can be learned from in situ scanning transmission 
X-ray microscopy (STXM) images of carbon-coated lithium iron phosphate (LFP) 
nanoparticles. Combining a large dataset of STXM images with a thermodynamically 
consistent electrochemical phase-field model, partial differential equation 
(PDE)-constrained optimization and uncertainty quantification, we extract the 
free-energy landscape and reaction kinetics and verify their consistency with 
theoretical models. We also simultaneously learn the spatial heterogeneity of the 
reaction rate, which closely matches the carbon-coating thickness profiles obtained 
through Auger electron microscopy (AEM). Across 180,000 image pixels, the mean 
discrepancy with the learned model is remarkably small (<7%) and comparable with 
experimental noise. Our results open the possibility of learning nonequilibrium 
material properties beyond the reach of traditional experimental methods and offer 
a new non-destructive technique for characterizing and optimizing heterogeneous 
reactive surfaces.

Many processes in nature are controlled by defects, from the atomic 
scale to the macroscale8. As such, quantifying and explaining hetero-
geneities is a critical task in all branches of science and engineering. 
Most heterogeneities are nontrivial because they compound the effects 
of thermodynamics and kinetics and are path dependent. This is espe-
cially true in dynamically evolving systems, such as batteries and cata-
lysts1. The state-of-the-art approach uses operando microscopy (that 
is, optical, electron and X-ray) to record dynamically evolving pat-
terns3–6,9–11. Ideally, measuring many dynamic properties at once can 
explain heterogeneities, such as bulk and surface chemistry, as well as 
reaction kinetics and local chemistry. However, this is experimentally 
challenging owing to the orthogonal requirements of measurement 
methods. An alternative approach recognizes that such videos, even 
of just a single property, harbour a huge amount of information and 
uses image-learning methods to explain heterogeneities and reveal 
hidden physics12,13.

One of the most challenging heterogeneities to explain is that of reac-
tion kinetics at interfaces. For example, in intercalation materials for 
batteries and electrocatalysts1,2, pattern formation at the solid–liquid 
interface is a convolution of bulk phase separation thermodynam-
ics, nanoscale variation in surface/coating chemistry and nonlinear 

reaction kinetics7,14. At present, there is no single characterization 
technique that can decouple and reveal all three aspects directly at 
the same time. This complex interplay of heterogeneity impedes the 
assimilation of full-image data into the development of new physical 
models. Such is the case in LFP15, a widely used Li-ion battery positive 
electrode material. Decades of theoretical and experimental research 
at various length scales have produced valuable insight into the mecha-
nisms behind the favourable electrochemical performance of LFP16–18. 
However, so far, no theoretical models have been directly validated on 
a pixel-by-pixel basis.

In this work, we develop a framework that consists of imaging, model-
ling and data analytics to explain the behaviour of LFP nanoparticles 
and demonstrate the inverse learning of physics from X-ray videos on a 
pixel-by-pixel basis (Fig. 1). By recognizing that such videos encode all of 
the information of interest, our framework successfully separates each 
contribution to heterogeneity: phase separation, coating and nonlinear 
reaction kinetics, which are then validated by theoretical models and 
alternative measurements. Our framework of learning hidden physics 
and explaining complex heterogeneities from videos is generalizable 
and readily applicable to new systems. Our approach elevates the mul-
tiscale insights that can be extracted from state-of-the-art microscopy.
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Experimental images
In our study, LFP platelet particles in a microfluidic electrochemical cell 
are imaged using STXM. LFP and lithium metal are the two electrodes 
of the cell (Fig. 1a). During discharge, lithium ions intercalate into the 
LFP crystal lattice from the electrolyte (Li+ + FePO4 + e− → LiFePO4), 
whereas during charge, the reaction moves in the opposite direction. 
Images of local X-ray absorption are converted to the Li concentration 
field depth-averaged in the [010] (b) direction, revealing the dynamics 
of lithium insertion and extraction (Fig. 1b).

At low reaction rates or at equilibrium, the lithium in a single par-
ticle is not uniformly distributed. Instead, heterogeneity arises from 
phase-separated regions that are either lithium poor (LiδFePO4) or 
rich (Li1−δFePO4), for which δ is around 0.035 at room temperature19–22 
(Fig. 1f). Phase separation is suppressed at high reaction rates and dur-
ing lithium insertion, which results in a more uniform lithium concen-
tration field1 (Fig. 1b). Images of 39 particles are obtained, each of which 
undergoes one or more half-cycles of charge or discharge (Fig. 1c). In 
total, our data contain 62 half-cycles, each consisting of 4–10 images 
in time (Supplementary Information section 1.3). The cell is cycled at 
rates that correspond to charging all LFP particles in the cell to the full 
theoretical capacity in 20 min to 5 h (3.0 C to 0.2 C). The particles are 
found to be on average 1.2 μm2 in size, which corresponds to 490 pixels 
for a total dataset size of 1.8 × 105 pixels.

Theoretical framework
Within the thin LFP platelet particles (about 150 nm in the b direction), 
lithium concentration is typically modelled using a depth-averaged, 
reaction-limited Allen–Cahn reaction model7,19,20,23,24, which captures 
the evolution of the depth-averaged Li fraction c in the (010) (a–c) 
plane (Fig. 1b):

c
t
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∂
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in which k(x, y) is a prefactor that describes the heterogeneity on the 
imaged 2D plane (x, y), R is the reaction rate for a spatially uniform 
system and η is the overpotential.

The total free energy of the LFP particle, G, consists of the homoge-
neous chemical free-energy density, gh(c), to be learned from images, 
the gradient penalty (modelling nonlocal effects in mean-field theory) 
and the elastic coherency strain energy7,20,25 (Fig. 1d). The constitutive 
law for the mechanical model is obtained from another study based 
on correlative images of lithium fraction and strain and is explained in 
Supplementary Information section 2.2 (ref. 26). The (diffusional) 
chemical potential of Li in LFP is defined as the variational derivative 
of free energy µ c δG c δc≡ [ ]/s

−1 , in which cs is the lattice site density.
We impose a minimal assumption about the functional form of the 

reaction rate, R, that it follows Butler–Volmer (BV) kinetics27, or 
R j c e e= ( )( − )αη α η

0
− (1− )∼ ∼

, in which j0(c) is the exchange current (normal-
ized by the Faraday constant), to be learned from the images, α is the 
symmetry factor (α = 0.5 (ref. 28)), η µ µ e φ k T eη k T≡ ( − + ∆ )/( ) ≡ /( )Li B B+

∼  
is the normalized overpotential (the local driving force for the reac-
tion), µLi+ is the chemical potential of Li+ in the electrolyte and Δϕ is the 
interfacial voltage. Recently, the theory of coupled ion-electron trans-
fer (CIET), which considers the simultaneous transfer of ion and elec-
tron and the associated energy landscape, has been shown to predict 
the electrochemical reaction kinetics of non-phase-separating materi-
als, such as lithium transition metal oxides, well with very few param-
eters but has not been fully validated for heterogeneous phase- 
separating materials, such as the LFP nanoparticles considered here29,30 
(Fig. 1g). In the low-overpotential regime, CIET and BV kinetics predict 
similar overpotential dependence (see Supplementary Information 
section 9.5 for the distribution of overpotential, which has a standard 
deviation of 2.7kBT/e). We adopt BV kinetics, which has a separable 
dependence on c and η, infer the unknown j0(c) from image data and 
later compare with the exchange current j0(c) predicted by the CIET 
theory. See Supplementary Information section 2.1 for the full set of 
governing equations.

The model above assumes that particles have spatially uniform prop-
erties. However, previous work has suggested that certain domains 
react faster than others during both charge and discharge1. We propose 
that these kinetic hotspots can be modelled by a spatially varying, 
dimensionless multiplicative prefactor k(x, y) for the local reaction 
rate R, for which k(x, y) is unique for each particle and remains identi-
cal for all charge and discharge cycles of the same particle. With few 
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Fig. 1 | Workflow of learning the physics of battery nanoparticles from images. 
a,b, Using in situ STXM, spatiotemporal mapping of lithium concentration in 
LFP nanoparticles averaged in the [010] (b) direction during battery cycling is 
obtained for 39 particles. Images show the (010) (a–c) plane. Each particle may 
have undergone several charge and discharge half-cycles. c, Histograms of the 
particle size (major axis length) and average charge and discharge rates of all 
imaged particles, defined to be the average rate of change in the Li fraction 
from the first to the last image of each half-cycle. d, In situ STXM images are 
used as training data cdata in the optimization, which minimizes the squared sum 
of the errors at all the pixels subject to the constraint of the model, with respect 
to the unknowns—homogeneous free energy gh(c), reaction rate R and spatial 
heterogeneity k(x, y)—highlighted in blue. Cross-validation and uncertainty 

quantification are performed subsequently. e, The results are further validated 
using AEM, which shows the distribution of carbon on the particle surfaces 
compared with the heterogeneity k(x, y). f, Comparison of the morphology of 
the phase-separated domains from ex situ STXM (particles 1–3) and ptychography 
images (particles 4 and 5) of fully relaxed particles with model-predicted 
interfaces indicated by the white lines (defined to be the contour curve of 
c(x, y) = 0.5), which validates the mechanical model. g, Comparison of the 
reaction kinetics with CIET theory. The red curve is a sketch of the reaction 
pathway over the energy landscape as electron transfer from carbon to the 
Fe3+/2+ redox sites and Li+ ion transfer from carbon to LFP occur (adapted with 
permission from ref. 51). Scale bars, 500 nm.
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exceptions, the spatial heterogeneity estimated on the basis of either 
charge or discharge data of the same particle show good agreement 
(Supplementary Information section 4.2), justifying k(x, y) as being a 
multiplicative prefactor. Later, we show that this spatial prefactor is 
not arbitrary but strongly correlated with the existence of non-uniform 
carbon coatings on the particles, which serve as the electron conductor.

Combining the reaction kinetics j0(c), thermodynamic free energy 
gh(c) and spatial heterogeneity k(x, y), the model is a generic formula-
tion of reaction-limited phase separation for a nanoparticle with a 
heterogeneous surface that may arise from particle coatings or other 
experimental heterogeneities.

Full-image inverse problem
On the basis of the model, we infer the unknown constitutive laws 
and the spatial heterogeneity from all pixels in the images using PDE- 
constrained optimization31,32. The unknown gh(c) and j0(c) are param-
eterized by a parameter vector pglobal shared by all particles. Spatial 
heterogeneity of the individual particle i is parameterized by Zi. These 
parameters represent coefficients of orthogonal basis functions 
that describe gh(c), lnj0(c) and lnk(x, y) (Supplementary Information  
sections 2.3 and 4.1).

To find the maximum a posteriori (MAP) estimate, we formulate an 
optimization problem based on Bayesian inference. The likelihood 
assumes that the experimental error at each pixel follows an independ-
ent and identically distributed normal distribution (Supplementary 
Information section 5.2), whereas a Gaussian prior is used for the para
meters (Supplementary Information section 2.3). The objective func-
tion to be minimized is given by:
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in which ci, j and cdata,i, j are the model prediction and experimental con-
centration field of the jth half-cycle of particle i, respectively, the norm 
of their difference is defined to be the sum of squared errors of all pixels 
inside the particles (Supplementary Information section 6.1) and ρ1 
and ρ2 are regularization parameters. The minimization is subject to 
the constraint of equation (1) and the BV reaction kinetics. Further 
details on the optimization algorithm, parameter identifiability and 
the regularization parameters can be found in Methods.

Next, we perform k-fold cross-validation (Supplementary Informa-
tion section 8.5) on particles with two and three half-cycles (Supple-
mentary Table 1) to find the optimal regularization parameter. The 
model is trained on k − 1 half-cycles and validated on the remaining 
one. Using root mean squared error (RMSE) at all pixels to evaluate 
the errors, we find that the minimum validation error with threefold 
cross-validation is 9.6 ± 0.9% (Supplementary Information section 8.6 
and Supplementary Fig. 41) and the training error at the corresponding 
optimal regularization parameter is 6.8%, close to the experimental 
error of 7% (Supplementary Information section 1.2). Figure 2 pre-
sents a comparison between the data and model trained at the opti-
mal regularization parameter for a selected number of frames and 
particles and the histogram of pixel-wise error. See Supplementary  
Fig. 57 for the inversion results of all particles and their inferred spatial 
heterogeneities.

We then estimate the uncertainty of the inferred quantities using 
bootstrapping33, which repeats the optimization by randomly sampling 
the 39 particles with replacement (see Supplementary Information sec-
tion 9.1 for details and uncertainty quantification using Hamiltonian 
Monte Carlo (HMC)). In Fig. 3a, the shaded region represents the 99% 
confidence region of gh(c) and j0(c) obtained through bootstrapping. 
The solid curves correspond to the MAP estimation in Fig. 2. Notably, 
the bootstrapping samples consistently indicate an asymmetric shape 
for the normalized exchange current j0(c) (see Supplementary Fig. 46).

Validation of the learned physics
Reaction kinetics
The inferred normalized exchange current agrees remarkably well 
with the prediction of CIET theory29,34 (dashed line in Fig. 3a), which 
can be approximated by the simple formula35,36 (see Supplementary 
Information section 9.5),
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in the case of rate-limiting electron transfer (or ‘electron-coupled ion 
transfer’, ECIT (ref. 34)) from the metallic carbon coating to the Fe3+/2+ 
redox site28 coupled with Li+ ion transfer from the coating into the crys-
tal lattice, excluding one site7, in which ∼c+ is the fractional coverage of 
reactive surface sites by absorbed Li+, λ

∼
 is the Marcus reorganization 

energy normalized by kBT (refs. 37,38) and j*r is a constant that depends 
on the ion-transfer energy, electronic coupling and temperature29. 
CIET theory closely matches the inferred normalized exchange current 
without any adjustable parameters (Fig. 3a), using the literature value 
λ = 8.3
∼

 for LFP28 and a strong surface adsorption c = 1+
∼  (see Supple-

mentary Information section 9.5 for comparison of CIET theory and 
inferred reaction kinetics versus overpotential ∼η  and c+

∼ ). The success-
ful validation of the concentration dependence of the CIET reaction 
rate could not be accomplished without resolving spatial hetero
geneity by image inversion.

To validate that the inverted exchange current captures the key quali-
tative features of the images—the uniformity of the Li concentration field 
and that the result was not compounded by the spatial heterogeneity— 
we remove the spatial information and train the model using only a 
metric called the ‘uniformity coefficient’ based on the variance of c(x, t) 
in space1, instead of the full images. HMC sampling confirms that the 
inferred exchange current remains asymmetric, albeit with higher 
uncertainty compared with using full images (Supplementary Fig. 14).

The consistency of the inferred j0(c) indicates its important role in 
controlling the spatial pattern. When the autocatalytic rate of the reac-
tion s ≡ ∂R/∂c is negative, linear stability analysis shows that phase sepa-
ration is suppressed, an effect known as electroautocatalysis14. When 
dj0/dc < 0, j0(c) has an autoinhibitory effect during insertion (R > 0) and 
an autocatalytic effect during extraction (R < 0), and the opposite effect 
when dj0/dc > 0. Our result in Fig. 3a shows that Li intercalation in LFP 
has a j0(c) that is skewed towards lower c; as a result, Li concentration 
is more uniform during lithium insertion than extraction1,19, as shown 
consistently by both experiments and simulations (Supplementary 
Figs. 12 and 55). We also find that, given only the uniformity coefficient, 
j0(c) and gh(c) lie on a manifold that is defined by the contours of the 
normalized autocatalytic rate s/R (Supplementary Information sec-
tion 5.1 and Supplementary Fig. 13).

In comparison, the exchange current model, j c c c( ) ∝ (1 − )0 , com-
monly assumed in porous electrode theory39 (dotted line in Fig. 3a), 
cannot account for the asymmetry and is inconsistent with the inferred 
asymmetric exchange current and the general predictions of CIET 
theory. Furthermore, the ECIT limit contains no fitting parameters 
besides the reorganization energy, which was obtained from separate 
measurements. Hence, the close agreement with the inferred reaction 
kinetics provides stronger evidence for the validity of the theory.

Nonequilibrium thermodynamics
The inferred free-energy landscape gh(c) in Fig. 3a is consistent with 
the standard regular solution model for LFP7,20, g c k T c c( )/ = ln +h B  

c c Ωc c(1 − )ln(1 − ) + (1 − )  (dashed line, Ω = 4.47), although it exhibits 
a smaller nucleation barrier (maximum between the binodal points). 
We warn that the inferred gh(c) can depend on the choice of the model 



292  |  Nature  |  Vol 621  |  14 September 2023

Article

and κ, which—in this study—is chosen to be the literature value owing 
to its non-identifiability, as explained in Methods.

Chemomechanics
The insertion of Li causes anisotropic deformation of the LFP lattice26,40,41. 
As a result, the minimum energy state of intraparticle phase separation 
corresponds to an interface with a preferred orientation that is deter-
mined by the misfit strain, stiffness tensor and interfacial energy20,42.

Given the geometry of the experimentally observed particle and its 
average Li fraction, we numerically find the minimum energy state using 
our model through relaxation from either the experimental image or a 
uniform concentration field (Supplementary Information section 3). 
Figure 1f shows the simulated interface between Li-rich and Li-poor 
phases indicated by the white lines. The consistency between STXM and 
ptychography images26 of relaxed particles and simulations (taking into 
account the reflection symmetry) validates the chemomechanical model.

Surface heterogeneity
The inclusion of k(x, y) in the model accounts for the observation of 
fast and slow regions. We further validate this modelling choice by 

full-image inversion, which shows that k(x, y) trained on different 
half-cycles of the same particle shows good agreement (Supplementary 
Information section 9.2 and Supplementary Figs. 47 and 48). We found 
that, at the optimal regularization parameter ρ2, the square root of the 
interparticle, intraparticle and overall variance of lnk(x, y) in space are 
0.58, 0.21 and 0.62, respectively (see equation (54) for definition). The 
quantification of the variability can be useful in full-electrode simula-
tions to identify modes of failure owing to kinetic hotspots36.

To understand the origin of the heterogeneity, we first remove the 
effect of non-uniform particle thickness h(x, y), which is proportional 
to the STXM optical density map, and obtain the effect of surface het-
erogeneity based on the depth-averaged model, k(x, y) = js(x, y)/h(x, y), 
in which js(x, y) accounts for spatial variation in the surface-reaction 
rate. Next, js(x, y) is compared with the AEM intensity I(x, y) of sur-
face carbon (Fig. 3b), for which higher intensity indicates thicker 
carbon coating, whose spatial variation results from non-uniform 
coating of the carbon precursor (sucrose) on LFP particles owing 
to particle-to-particle contact and local gas flow during the coating 
process. Remarkably, the two quantities are closely correlated in 
space (Fig. 3c), with a pixel-to-pixel correlation coefficient of −0.4 
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(Supplementary Information section 9.3). The kinetically fast domains 
are linked to low AEM intensity, suggesting that a thicker carbon coating 
impedes the reaction, which is consistent with the reduced rate capa-
bility and increased charge-transfer resistance previously observed in 
electrodes with thicker carbon coating and is attributed to slower Li+ 
transport43–45. Because LFP is an insulator with much lower intercalation 
rate in the absence of carbon coating46, this result implies the existence 
of an optimal carbon-coating thickness below the observed minimum 
value for these particles.

Conclusion
We have demonstrated the possibility of learning nanoscale physics 
of a heterogeneous, chemically reactive, phase-separating material by 
inverting images of its dynamics far from equilibrium. The nonequi-
librium thermodynamics, reaction kinetics and surface heterogeneity 
of LFP nanoparticles used in Li-ion batteries are extracted by direct 
inversion of in situ STXM images on a pixel-by-pixel basis. Simulated 
images with the learned model are almost indistinguishable from the 
experimental images, with 6.8% training error and 9.6 ± 0.9% validation 
error at optimal regularization.

To our knowledge, this is the first experimental mapping of the 
inaccessible, unstable region of the free-energy landscape for a 
pattern-forming system. Our inversion methodology also enables 
the measurement of the concentration dependence of the reaction rate 
during phase separation, which provides strong evidence for CIET as 
the mechanism for lithium intercalation. Inferred spatial heterogenei-
ties in the reaction rate are shown to be correlated with carbon-coating 
thickness.

These results open new directions for interfacial engineering of 
batteries and other chemically reactive systems. Images of other crys-
tallographic planes, different electrolytes, surface coatings, charging 
protocols and measurements of local potential would enable even 
more precise determination of physics, including lateral or surface 
diffusion, dynamics in the depth direction and the dependence of 
the reaction kinetics on the driving force. Leveraging advancements 
in scientific machine learning and uncertainty quantification47–50, 
the pixel-by-pixel image inversion paves way for the data-driven and 
physics-informed learning of constitutive laws and alternative methods 
of non-destructive imaging in fields including energy materials, soft 
matter and biology12,13, in which image data are abundant and await to 
be fully exploited.
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Fig. 3 | Validation of the learned physics. a, Comparison of the constitutive 
laws of reaction kinetics and thermodynamics obtained from image inversion 
with theoretical models. Solid lines are MAP results of exchange current 
j0(c)/j0,max and homogeneous free energy gh(c) that correspond to Fig. 2. Shaded 
regions are their 99% confidence interval obtained from bootstrapping. The 
learned exchange current (top) is compared to CIET theory (equation (3))29 for 
electron-coupled ion transfer34 as used in multiphase porous electrode theory 
(MPET) (ref. 36) (dashed curve), as well as the empirical form j c c c( ) ∝ (1 − )0  
used to model lithium intercalation with Butler-Volmer kinetics39 in classical 
PET (ref. 27) (dotted curve). The learned free energy (bottom) is compared to 

the regular solution model (Ω = 4.47, dashed curve)20,39. b, Comparison of the 
AEM carbon signal I(x, y) and inferred spatial variation of surface reaction  
rate js(x, y). The colour maps for I(x, y) and js(x, y) range from the minimum  
to the maximum values scaled by the spatial mean I  and js for each particle, 
respectively. js(x, y) = k(x, y)h(x, y), in which k(x, y) is obtained from inversion 
using the optimal regularization parameter and h(x, y) is the optical density 
normalized by the mean, which is proportional to the particle thickness.  
Scale bar, 500 nm. c, Pixel-wise comparison of rescaled js(x, y) and AEM image 
intensity I(x, y) for the three particles.

https://doi.org/10.1038/s41586-023-06393-x


294  |  Nature  |  Vol 621  |  14 September 2023

Article
5.	 Ebner, M., Marone, F., Stampanoni, M. & Wood, V. Visualization and quantification of 

electrochemical and mechanical degradation in Li ion batteries. Science 342, 716–720 
(2013).

6.	 Merryweather, A. J., Schnedermann, C., Jacquet, Q., Grey, C. P. & Rao, A. Operando 
optical tracking of single-particle ion dynamics in batteries. Nature 594, 522–528 (2021).

7.	 Bazant, M. Z. Theory of chemical kinetics and charge transfer based on nonequilibrium 
thermodynamics. Acc. Chem. Res. 46, 1144–1160 (2013).

8.	 Smyth, D. M. The Defect Chemistry of Metal Oxides (Oxford Univ. Press, 2000).
9.	 Cocco, A. P. et al. Three-dimensional microstructural imaging methods for energy 

materials. Phys. Chem. Chem. Phys. 15, 16377–16407 (2013).
10.	 Lu, X. et al. 3D microstructure design of lithium-ion battery electrodes assisted by X-ray 

nano-computed tomography and modelling. Nat. Commun. 11, 2079 (2020).
11.	 Ievlev, A. V. et al. Quantitative description of crystal nucleation and growth from in situ 

liquid scanning transmission electron microscopy. ACS Nano 9, 11784–11791 (2015).
12.	 Kalinin, S. V., Sumpter, B. G. & Archibald, R. K. Big–deep–smart data in imaging for guiding 

materials design. Nat. Mater. 14, 973–980 (2015).
13.	 Spurgeon, S. R. et al. Towards data-driven next-generation transmission electron 

microscopy. Nat. Mater. 20, 274–279 (2021).
14.	 Bazant, M. Z. Thermodynamic stability of driven open systems and control of phase 

separation by electro-autocatalysis. Faraday Discuss. 199, 423–463 (2017).
15.	 Padhi, A. K., Nanjundaswamy, K. S. & Goodenough, J. B. Phospho-olivines as 

positive-electrode materials for rechargeable lithium batteries. J. Electrochem. Soc. 144, 
1188–1194 (1997).

16.	 Kang, B. & Ceder, G. Battery materials for ultrafast charging and discharging. Nature 458, 
190–193 (2009).

17.	 Malik, R., Zhou, F. & Ceder, G. Kinetics of non-equilibrium lithium incorporation in LiFePO4. 
Nat. Mater. 10, 587–590 (2011).

18.	 Ceder, G. et al. Identification of cathode materials for lithium batteries guided by first- 
principles calculations. Nature 392, 694–696 (1998).

19.	 Bai, P., Cogswell, D. A. & Bazant, M. Z. Suppression of phase separation in LiFePO4 
nanoparticles during battery discharge. Nano Lett. 11, 4890–4896 (2011).

20.	 Cogswell, D. A. & Bazant, M. Z. Coherency strain and the kinetics of phase separation in 
LiFePO4 nanoparticles. ACS Nano 6, 2215–2225 (2012).

21.	 Delmas, C., Maccario, M., Croguennec, L., Le Cras, F. & Weill, F. Lithium deintercalation 
in LiFePO4 nanoparticles via a domino-cascade model. Nat. Mater. 7, 665–671 (2008).

22.	 Yamada, A. et al. Room-temperature miscibility gap in LixFePO4. Nat. Mater. 5, 357–360 
(2006).

23.	 Singh, G. K., Ceder, G. & Bazant, M. Z. Intercalation dynamics in rechargeable battery 
materials: general theory and phase-transformation waves in LiFePO4. Electrochim. Acta 
53, 7599–7613 (2008).

24.	 Nadkarni, N. et al. Interplay of phase boundary anisotropy and electro-auto-catalytic 
surface reactions on the lithium intercalation dynamics in LixFePO4 plateletlike 
nanoparticles. Phys. Rev. Mater. 2, 085406 (2018).

25.	 Khachaturyan, A. G. Theory of Structural Transformations in Solids (Dover Publications, 
2013).

26.	 Deng, H. D. et al. Correlative image learning of chemo-mechanics in phase-transforming 
solids. Nat. Mater. 21, 547–554 (2022).

27.	 Newman, J. & Tiedemann, W. Porous-electrode theory with battery applications. AIChE J. 
21, 25–41 (1975).

28.	 Bai, P. & Bazant, M. Z. Charge transfer kinetics at the solid–solid interface in porous electrodes. 
Nat. Commun. 5, 3585 (2014).

29.	 Fraggedakis, D. et al. Theory of coupled ion-electron transfer kinetics. Electrochim. Acta 
367, 137432 (2021).

30.	 Zhang, Y. et al. Lithium intercalation by coupled ion-electron transfer (manuscript in 
preparation).

31.	 Zhao, H., Storey, B. D., Braatz, R. D. & Bazant, M. Z. Learning the physics of pattern 
formation from images. Phys. Rev. Lett. 124, 60201 (2020).

32.	 Zhao, H., Braatz, R. D. & Bazant, M. Z. Image inversion and uncertainty quantification for 
constitutive laws of pattern formation. J. Comput. Phys. 436, 110279 (2021).

33.	 Press, W. H., Teukolsky, S. A., Vetterling, W. T. & Flannery, B. P. Numerical Recipes: The Art 
of Scientific Computing 3rd edn (Cambridge Univ. Press, 2007).

34.	 Bazant, M. Z. Unified quantum theory of electrochemical kinetics by coupled ion-electron 
transfer. Faraday Discuss. https://doi.org/10.1039/D3FD00108C (2023).

35.	 Zeng, Y., Bai, P., Smith, R. B. & Bazant, M. Z. Simple formula for asymmetric Marcus–Hush 
kinetics. J. Electroanal. Chem. 748, 52–57 (2015).

36.	 Smith, R. B. & Bazant, M. Z. Multiphase porous electrode theory. J. Electrochem. Soc. 164, 
E3291–E3310 (2017).

37.	 Marcus, R. A. Electron transfer reactions in chemistry. Theory and experiment. Rev. Mod. 
Phys. 65, 599–610 (1993).

38.	 Marcus, R. A. On the theory of electron-transfer reactions. VI. Unified treatment for 
homogeneous and electrode reactions. J. Chem. Phys. 43, 679–701 (1965).

39.	 Doyle, M., Fuller, T. F. & Newman, J. Modeling of galvanostatic charge and discharge of 
the lithium/polymer/insertion cell. J. Electrochem. Soc. 140, 1526–1533 (1993).

40.	 Maxisch, T. & Ceder, G. Elastic properties of olivine LixFePO4 from first principles. Phys. 
Rev. B 73, 174112 (2006).

41.	 Chen, G., Song, X. & Richardson, T. J. Electron microscopy study of the LiFePO4 to FePO4 
phase transition. Electrochem. Solid-State Lett. 9, A295 (2006).

42.	 Cogswell, D. A. & Bazant, M. Z. Size-dependent phase morphologies in LiFePO4 battery 
particles. Electrochem. Commun. 95, 33–37 (2018).

43.	 Dominko, R. et al. Impact of the carbon coating thickness on the electrochemical 
performance of LiFePO4/C composites. J. Electrochem. Soc. 152, A607 (2005).

44.	 Chi, Z.-X. et al. Optimizing the carbon coating on LiFePO4 for improved battery 
performance. RSC Adv. 4, 7795–7798 (2014).

45.	 Raj, H. & Sil, A. Effect of carbon coating on electrochemical performance of LiFePO4 
cathode material for Li-ion battery. Ionics 24, 2543–2553 (2018).

46.	 Chen, Z. & Dahn, J. R. Reducing carbon in LiFePO4/C composite electrodes to maximize 
specific energy, volumetric energy, and tap density. J. Electrochem. Soc. 149, A1184 
(2002).

47.	 Rudy, S. H., Brunton, S. L., Proctor, J. L. & Kutz, J. N. Data-driven discovery of partial 
differential equations. Sci. Adv. 3, e1602614 (2017).

48.	 Raissi, M. & Karniadakis, G. E. Hidden physics models: machine learning of nonlinear 
partial differential equations. J. Comput. Phys. 357, 125–141 (2018).

49.	 Atkinson, S. & Zabaras, N. Structured Bayesian Gaussian process latent variable model: 
applications to data-driven dimensionality reduction and high-dimensional inversion. 
J. Comput. Phys. 383, 166–195 (2019).

50.	 Karniadakis, G. E. et al. Physics-informed machine learning. Nat. Rev. Phys. 3, 422–440 (2021).
51.	 Sood, A. et al. Electrochemical ion insertion from the atomic to the device scale. Nat. Rev. 

Mater. 6, 847–867 (2021).

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 
4.0 International License, which permits use, sharing, adaptation, distribution 
and reproduction in any medium or format, as long as you give appropriate 

credit to the original author(s) and the source, provide a link to the Creative Commons licence, 
and indicate if changes were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your 
intended use is not permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a copy of this licence, 
visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2023

https://doi.org/10.1039/D3FD00108C
http://creativecommons.org/licenses/by/4.0/


Methods

Experimental methods
Micron-sized LiFePO4 platelets were synthesized using a solvothermal 
method1,26. LiFePO4 particles were mixed with sucrose at a ratio of 5:1 
and heated to 600 °C for 5 h in a tube furnace under flowing Ar to yield 
the carbon-coated LiFePO4. The STXM experiment was conducted at 
beamlines 11.0.2.2 and 5.3.2.1 of the Advanced Light Source (ALS). LFP 
particles were dispersed on the working electrode of the liquid STXM 
imaging platform. X-ray absorption at Fe(II) and Fe(III) L3 edge was 
measured in situ and used to obtain the depth-averaged Li fraction 
map for each particle.

The experimental uncertainty of Li fraction c is estimated by infer-
ring c based on the X-ray absorption at several energy levels with boot-
strapping, which returns a standard deviation of c. The average of the 
standard deviation over all pixels and particles used in the uncertainty 
analysis is 0.072. A previous estimate of the standard deviation of Li frac-
tion based on reference images is 0.06 (ref. 1). Therefore, we estimate 
that the standard deviation of the error of c is σϵ ≈ 0.07.

More details on the synthesis, structure and electrochemical char-
acterization, STXM and AEM imaging, data processing and analysis of 
experimental uncertainty can be found in Supplementary Information 
sections 1.1, 1.2 and 6.2.

Chemomechanics
The presence of elastic energy in the free-energy functional arises from 
the lattice deformation occurring as Li intercalates into the LFP crystal. 
The elastic constants Cijkl can be found in Supplementary Information 
section 2.2. The constitutive law for the chemomechanical coupling 
relates the misfit strain tensor (or the deformation of the crystal lattice 
when it is stress free) to the local lithium concentration ε0(c). The elas-
tic stress is σ C ε ε c= ( − ( ))ij ijkl kl kl

0 , in which εkl is the total strain.
The misfit strain of LFP is anisotropic—insertion of Li expands the 

lattice in the a direction and contracts in the c direction. To mini-
mize the elastic energy, the interface between Li-rich and Li-poor 
phases at equilibrium tends to be aligned in the [101] direction20,25 
(Supplementary Information section 2.2). Therefore, it is crucial to 
determine the principal directions (a and c) for each imaged particle. 
By comparing images of relaxed particles and the simulation result 
based on the same particle geometry, we find that the major axis 
aligns well with the c axis, and the largest deviation between the two 
among all examples is found to be 10° (Supplementary Information 
section 3). Hence we align the c-axis direction to the major axis in our  
simulations.

Parameterization
For the PDE-constrained optimization, we need to parameterize the 
unknown homogeneous free energy gh(c) and exchange current j0(c). 
Because the LFP solubility δ is smaller than the experimental error 
σϵ = 0.07, δ and the unknown constitutive laws cannot be determined 
from the images. Instead, we use previous knowledge in the literature 
to inform the binodal composition and the single-phase region (c < δ 
and c > 1 − δ), that is, we represent μh(c) = dgh/dc as the sum of the ideal 
mixing entropy ln c

c1 −  and Legendre polynomials while subject to the 
constraint of the experimentally measured values of the binodal com-
positions (c = δ and 1 − δ)31,32. lnj0(c) is parameterized by Legendre 
polynomials to ensure that j0(c) is positive. See Supplementary Infor-
mation sections 2.3 and 6.8 for details of the parameterizations and 
prior of μh(c) and j0(c).

Because of the presence of both intraparticle and interparticle het-
erogeneity, we assume that the spatial heterogeneity ψ k( ) ≡ ln ( )x x  
follows a prior distribution of a Gaussian random field with spatial 
covariance C(x1 – x2) with an offset ψ0 that follows a normal distribution 
independently, where x = (x,y) is the spatial coordinate. We set the 
correlation length l of the Gaussian random field to be the width of a 

pixel, 50 nm, because spatial variation at the subpixel scale cannot be 
identified. With this prior distribution, the overall variance of the het-
erogeneity in space is ∫ ∫ψ ψ σ σ[ ( ( ) − [ ]) d ] / d = +ψ ψ

2 2 2
0

x x xE E , in which 
we define the mean ∫ ∫ψ ψ= ( )d / dx x x  and the interparticle variation 
of the mean is V ψ σar[ ] ≈ ψ

2
0
 when l is much smaller than the size of the 

particle.
Using Karhunen–Loève expansion, ψ(x) can be parameterized as

x x∑ψ σ Z λ φ Z( ) = + ( ) (4)ψ
i

N

i i i0
=1

KL

0

in which the basis functions ϕi(x) are eigenfunctions of the covariance 
function and λi is the corresponding eigenvalue,

∫ C φ λ φ( − ) ( )d = ( ), (5)i i i1 2 2 2 1x x x x x

and Z Z, …, N0 KL
 are components of the parameter Zj used in the optimi-

zation for particle j. Supplementary Information section 8.4 discusses 
in detail the regularization of these parameters given σψ and σψ0

.

PDE-constrained optimization
The optimization is constrained by the PDE model described in the main 
text and Supplementary Information section 2.1. The coupled PDEs are 
discretized in space using finite elements (Supplementary Information 
section 6.3) to obtain a set of differential-algebraic equations (DAEs). 
The set of DAEs is then solved using numerical differentiation formula 
with adaptive time stepping and variable order method. See Supple-
mentary Information sections 6.4 and 6.5 for details on the choice of 
time and spatial accuracy.

The initial condition for c(x) is set as the initial frame of each half- 
cycle. For mechanical equilibrium, we enforce a zero-traction bound-
ary condition. Because σ εµ µ c κ c c c= ( ) − ∇ − : : ′( )h

2
s
−1 0  (refs. 7,20,24),  

a boundary condition for c is needed. The Neumann boundary condi-
tion on the normal gradient n ⋅ ∇c, which relies on knowledge of the 
surface energy between the solid and the electrolyte, cannot be applied 
in our case. Hence, to avoid determining the gradient from the image, 
we impose the Dirichlet boundary condition based on boundary values 
from the images interpolated in time31,32 (Supplementary Information 
section 6.9 shows that this results in a smaller error compared with the 
no-wetting boundary condition, in which n ⋅ ∇c = 0).

The reaction rate R is directly determined by the local overpotential 
η and concentration c. In simulations, we can specify the voltage Δϕ 
as a control variable. However, in experimental settings, it is challeng-
ing to precisely measure the local overpotential owing to unknown 
electric potential losses caused by ohmic and contact resistance, as 
well as the overpotential loss resulting from concentration polariza-
tion. Therefore, we adopt an alternative approach by constraining the 
total reaction rate of each particle, ∫I t V( ) = d =c

t
c t

t
∂
∂

d ( )
d

, through inter-
polation of the time-dependent trajectory of the average concentration 
c t( ) observed in the experiment. Using this approach, the local poten-
tial Δϕ in the simulation becomes an algebraic variable that satisfies 
the constraint of the total reaction rate. See Supplementary Informa-
tion section 6.7 for the analysis of error introduced by the interpolation 
of c t( ). We note that the dependence of the rate on the overpotential 
can only be tested if a precise measurement of the local potential at 
the particle can be obtained.

We use the trust-region method to solve the PDE-constrained opti-
mization, perform forward sensitivity analysis to compute the gradi-
ent of the objective function and use Gauss–Newton approximation 
for its Hessian31,32,52. The optimizer updates pglobal and Zi (i = 1, …, N) 
concurrently. During each iteration, the forward evaluation of the 
model and its sensitivities for all half-cycles and particles are performed 
independently and in parallel. By contrast, the adjoint sensitivity analy-
sis computes the gradient of the objective function much faster than 
forward sensitivity analysis, however, without the approximation for 
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the Hessian, gradient descent converges to a suboptimal solution  
(Supplementary Information section 6.6).

Identifiability
We examine the identifiability of the parameters in the model based on 
a simulated dataset that contains three particles using two approaches. 
The first approach is HMC sampling of the posterior distribution. At the 
current level of pixel error σϵ = 0.07, the 99% confidence region of μh(c) 
and j0(c) is tightly distributed around the truth, indicating that they can 
be correctly identified in the neighbourhood of the minimum objective 
function (Supplementary Fig. 31). A higher error σϵ = 0.3 causes the truth 
to lie outside the 99% confidence region. The second approach is to run 
the optimizations starting at different initial guesses. Supplementary 
Fig. 32 shows that, when the optimizer tolerance is sufficiently low, all of 
the final RMSE from the optimizer can be below the model solver error. 
However, if the gradient penalty coefficient κ in the chemical potential 
is unknown and included as a parameter in the optimization, over 80% 
of the final RMSE is above the solver error (Supplementary Information 
section 7). Therefore, we use the literature value for κ = 5.02 × 10−10 J m−1 
to avoid non-identifiability. See Supplementary Information section 7 
for further details.

Regularization
In our study, the number of parameters for pglobal, which represents 
gh(c) and j0(c), is substantially lower than the number of pixels (Sup-
plementary Information section 5.2). Sensitivity analysis of gh(c) and 
j0(c) reveals that the variance of the MAP estimate of gh(c) and j0(c) 
scales inversely with the number of particles, denoted as N (Supplemen-
tary Information section 8.2 and Supplementary Fig. 34). Also, many 
particles consist of both charge and discharge cycles, which further 
decreases the uncertainty of gh(c) and j0(c) (ref. 32). We performed 
regularization on a simulated dataset of three particles with the same 
level of noise at σϵ = 0.07, which exhibited a negligible reduction in vali-
dation error owing to regularization on gh(c) and j0(c) (Supplementary 
Information section 8.1 and Supplementary Fig. 33). We anticipate 
an even smaller impact on our dataset with N = 39. Therefore, we set 
ρ1 = 0 to minimize the bias of pglobal and let pglobal be informed by the 
available data.

In contrast to pglobal, regularization on k(x, y) is necessary, particularly 
for particles with nearly uniform Li concentration field (Supplementary 
Information section 8.3). As the rate (R/k) increases, leading to a more 
uniform c(x) profile7,14,19,53, the uniformity of c(x) can provide informa-
tion about the magnitude of k(x, y). However, as c(x) becomes nearly 
uniform, the uncertainty in k(x, y) increases. As a result, the squared 
error associated with these particles shows insensitivity or lacks local 
minima with respect to the long-wavelength modes of ψ(x, y), which 
are constant and smoothly varying in space (Supplementary Informa-
tion section 8.3). Hence, to constrain the long-wavelength modes, we 
assume a common prior distribution for ψ(x, y) across all particles. 
Consequently, the regularization parameter ρ2 is shared by the Zi of all 
particles. Regularization on k(x, y) is also critical to prevent overfitting 
and leads to a marked reduction in validation error and the error of MAP 
compared with the truth (Supplementary Information section 8.1 and 
Supplementary Fig. 33).

We also test using different regularization coefficients for the con-
stant ψ0 and spatially varying components of ψ(x, y) and find that 
minimum validation error is reached around when the regulariza-
tion coefficients are equal (Supplementary Information section 8.4). 
Because k(x, y) multiplies with j0(c), we impose a normalization con-
straint on k(x, y), that is, the average of ψ(x, y) over all particles weighted 
by area is 0 (Supplementary Information section 4.1).

Cross-validation
We consider two approaches for the cross-validation at different values 
of ρ2: (1) allowing pglobal to vary as ρ2 changes or (2) fixing pglobal at its 

MAP values when ρ σ σ= / = 0.01� ψ2
2 2 , in which σϵ ≈ 0.7 was first estimated 

using finite differences (see Supplementary Information section 4.2). 
Studies using simulated datasets show that using a small ρ2 reduces 
the bias of pglobal (Supplementary Fig. 35). Results on simulated datasets 
show that the two approaches lead to similar optimal ρ2 and a compa-
rable reduction in the validation error and MAP error. In the case of 
experimental datasets, we also perform cross-validation using these 
two approaches and find that, although the first approach leads to a 
lower training error, the second approach has a substantially smaller 
validation error (Supplementary Information section 8.5 and Sup-
plementary Fig. 40). Therefore, we adopt the latter approach, which 
also allows us to perform k-fold cross-validation independently for 
each particle, as only Zi is updated while varying ρ2 (Supplementary 
Information section 8.6).

We then performed k-fold cross-validation, training the model on k − 1 
half-cycles and validated on the other one. Using the one-standard-error 
rule54, we determine the optimal ρ2 = 0.88. As mentioned in the main 
text, the training RMSE at ρ2 = 0.88 is 6.8%. By contrast, the training 
RMSE at ρ2 = 0.01 is 6.0%, suggesting overfitting. Conversely, the train-
ing RMSE at ρ2 → ∞ is 10.6% (Supplementary Table 3 and Supplementary 
Information section 9.4), that is, the kinetic prefactor is spatially uni-
form (k(x, y) = 1), which indicates underfitting. At larger ρ2, the bias in 
gh(c) and j0(c) is also expected to be large because the bias increases 
with ρ2 regardless of the number of particles (Supplementary Informa-
tion section 8.2 and Supplementary Fig. 35). For a visual comparison of 
the RMSE using different parameters, refer to Supplementary Fig. 50.

Most of the particles with three half-cycles show a strong correlation 
among k(x, y) trained on the basis of the three training datasets, and all 
three validation curves have clear minima around the optimal ρ2. The 
presence of a few particles that show a lack of consistency among k(x, y) 
in cross-validation reflects the possibility of unmodelled effects in certain 
half-cycles in the heterogeneous dataset (Supplementary Information 
section 8.6). Therefore, to avoid bias, the reported spatial heterogeneities 
k(x, y) in Supplementary Fig. 57 are obtained by training on all half-cycles 
with equal weights using the optimal regularization coefficient.

Learning from the uniformity coefficient
Using the uniformity coefficient only as the training data and hence 
discarding spatial information, we use both the full 2D continuum 
model on a square and a simplified ‘0D’ model that excludes all spatial 
correlation (spatial heterogeneity is included in both models but only 
σψ is an unknown parameter, whereas k(x, y) is a fixed and randomly 
generated Gaussian random field). HMC sampling shows that the pos-
terior distribution of parameters of j0(c) and μh(c) approximately lies 
on a manifold that is defined by the contours of the terms in the nor-
malized autocatalytic rate s/R ((lnj0)′ and j µ′0 h; see Supplementary 
Fig. 13), resulting in coupling between the magnitude of j0 and the slope 
of μh(c) and between parameters of j0(c). Despite the coupling, the 
persistent features that arise from the HMC sampling are the 
non-monotonicity of μh(c) and the asymmetry of j0(c).

We also include ohmic film resistance, which alters the asymptotic 
relationship between rate and overpotential at high overpotential, 
and found that it has a broad posterior distribution over many orders 
of magnitude and has little correlation with other parameters. Hence, 
ohmic film resistance is omitted in the full-image inversion.

Data availability
STXM and AEM images used in this study and the inversion results of all 
particles are available at 10.6084/m9.figshare.23682429. Ptychography 
images are available online at data.matr.io/6.

Code availability
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