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Emergent seesaw oscillations during cellular 
directional decision-making

Jonathan E. Ron    1  , Michele Crestani2,3, Johan M. Kux    4, Jiayi Liu    1,5,6, 
Nabil Al-Dam4, Pascale Monzo2, Nils C. Gauthier    2  , Pablo J. Sáez    4   & 
Nir S. Gov    1 

Motile cells inside living tissues often encounter junctions, where their 
path branches into several alternative directions of migration. We present 
a theoretical model of cellular polarization for a cell migrating along a 
one-dimensional line, arriving at a symmetric Y junction and extending 
protrusions along the different paths that originate at the junction. The 
model predicts the spontaneous emergence of deterministic oscillations 
of growth and cellular polarization between competing protrusions during 
the directional decision-making process. The oscillations are modified by 
cellular noise but remain a dominant feature that affects the time it takes 
the cell to migrate across the junction. These predictions are confirmed 
experimentally for two different cell types (non-cancerous endothelial and 
cancerous glioma cells) migrating on a patterned network of thin adhesive 
lanes with junctions.

Directed cell movement is central to processes such as organ develop-
ment, tissue regeneration, cancer metastasis and immune response1–3. 
A moving cell must negotiate obstacles that frequently generate spatial 
junctions or bifurcations. On encountering such a bifurcation, the 
cell has to decide on a new direction of motion4–8. Although previous 
works on cells encountering bifurcations have focused on directed 
migration, in which the arms in the junction are biased due to hydraulic 
pressure4,6,7, chemical cues6 or size5, less is known about how a single cell 
behaves when encountering a spatial bifurcation in which the paths of 
the cell are symmetric, such that the cell is not directed by an external 
cue or geometrical constraints.

When migrating inside tissues, cells navigate through complex 
geometries along complex trajectories and have highly branched 
shapes9,10. Migrating cells face obstacles imposed by the surrounding 
extracellular matrix and cells of the surrounding tissue. Cells moving 
in such an environment extend protrusions that probe the alternative 
narrow paths11 and, therefore, need to efficiently choose the optimal 
direction of migration. When encountering a junction along the path, 
the cell may get stuck, go back or continue forward along one of the 

available paths12. As an example of this process, Fig. 1a shows cancer-
ous cells (human glioma propagating cells, hGPCs) moving along a 
network of thin blood vessels in a mouse brain explant. Glioma cells 
often encounter bifurcating junctions as they invade the brain along 
the abluminal side of the network of blood vessels, which have frequent 
branches with Y-shaped junctions (Fig. 1a)13.

To decipher how motile cells pass through complex paths, several 
in vitro studies have constrained cells to migrate along networks of 
confining one-dimensional channels or adhesive stripes5–7,14–18. When 
moving through such a network, the cells encounter junctions, and 
they are often observed to form several protrusions along the alterna-
tive paths that leave the junction. Eventually, a cell has to choose one 
of the paths to leave the junction and continue its migration through 
the network. This migration may be random or oriented using an exter-
nal chemotactic gradient that biases the motion. Examples of such 
in vitro experiments are shown in Fig. 1b, in which an hGPC and a human  
umbilical vein endothelial cell (HUVEC) are observed to migrate across 
a Y junction composed of adhesive lanes patterned over a non-adhesive 
background.
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̇ni = r (1 − ni) − ni exp (
−αvi + k (L − 1)

fsni
) , (3)

where α is the actin sliding coefficient, which couples the actin- 
polymerization speed to the protrusive force exerted on the mem-
brane, k is the mean elastic constant of the cell (of rest length 1), fs is 
the force susceptibility of the adhesion molecules (which behave as 
slip bonds), δ is the response rate of the actin-polymerization speed, 
r is the equilibrium dissociation constant of the adhesion molecules, 
which describes the effective adhesiveness of the surface, and L = ∑jlj 
is the total length of the cell. Note that the parameter k also takes 
into account the effect of active cell contractility. The term σξt refers  
to uncorrelated Gaussian noise with an amplitude σ that is added to  
the actin-polymerization speed. For a detailed derivation of the model, 
noise implementation and explanation of the numerical scheme used 
to solve equations (1)–(3), see Supplementary Information sections 1 
and 2. Also note that equations (1)–(3) are non-dimensional and follow 
the scaling in ref. 20.

We describe the stick–slip dynamics through the friction term 
Γi in equation (1), in which the friction is a constant drag when an arm 
extends forward or a slip-bond adhesion friction when it retracts20:

Γi = {
γ, ̇li > 0,

niκ exp (
−α vi+k(L−1)

fsni
) , ̇li < 0,

(4)

where γ is the drag friction coefficient and κ is the elastic constant of 
the adhered slip bonds.

In the model, the net global actin treadmilling flow within an  
arm ui advects a polarity cue, which in turn affects the overall actin 
treadmilling flow in the cell. Examples of molecules that can serve as 
this polarity cue include those that contribute to the actin retrograde 
flow such as myosin II (refs. 19,24), those that debranch the actin net-
work such as Arpin19, GMF25 and Coronin26, and other possible negative 
regulators of actin polymerization27,28. Here we assume that the polarity 
cue inhibits the local actin polymerization (or local flow) vi emanating 
from the leading edges of the arms (Fig. 1c). The steady-state global and 

We present a theoretical framework that extends a model for the 
self-polarization of one-dimensional cells19,20 to include several compet-
ing cellular protrusions. Our simplified model of cell migration, which 
treats a cell as being composed of linear segments, allows us to obtain a 
deep understanding of the resulting complex dynamics without having 
to describe general cellular shapes21. Our model predicts that during 
the passage of a cell over a symmetric Y junction, the polarization of 
the cell undergoes deterministic oscillations between the competing 
cellular protrusions, resulting in cycles of elongation and retraction. 
These oscillations are an inevitable result of the polarization mecha-
nism of the cell, which in our model is sensitive to the length changes of 
the competing protrusions. We find that the deterministic oscillations 
are modified by the noise inherent to the intracellular actin dynamics. 
These theoretical predictions motivated experimental studies in two 
different cell systems, non-cancerous endothelial cells (HUVECs) and 
cancerous cells (hGPCs). Both of these cell types face junctions while 
migrating through blood vessels during angiogenesis and repair22 or 
brain invasion23. In addition, endothelial cells and glioma cells present 
different migratory behaviours, which implies that there are different 
actin-polymerization regimes related to the speed of migration. We 
find that despite these differences, both cell types display oscillatory 
dynamics and exhibit motility modes along the junction that fit the 
different dynamical phases predicted by the model.

The model
We extend the model of a cell migrating along a linear track20 to a cell 
moving over a symmetric Y junction. When spanning the junction, the 
cell has three arms, which are free to extend or retract (Fig. 1c). Within 
the model, the dynamics of each arm (denoted by i) is described by three 
dynamical variables: (1) its length li, (2) the local actin-polymerization 
speed vi at the leading edge of the arm and (3) the concentration of 
adhesions ni at the arm’s leading edge:

̇li =
1
Γi

(αvi − k (L − 1)) , (1)

vi = −δ (vi − v∗i ) + σξt, (2)
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Fig. 1 | Models for studying cell migration through symmetric junctions. 
a, hGPCs migrating in a mouse brain slice (brain slice overlay assay47, 
Supplementary Video 1). The cells migrate along the surface of the blood vessels 
with a quasi-linear motion and encounter junctions where the blood vessels 
bifurcate. Inset, zoom-in of a bifurcating blood vessel. b, Phase-contrast time-
lapse images of an hGPC migrating along a laminin-coated Y junction (left panels, 
Supplementary Video 2) and an endothelial cell (HUVEC) migrating along a 
fibronectin-coated Y junction (right panels, Supplementary Video 3). c, Model 

illustration. Three arms of length li with local polymerization speed vi (i = 1, 2 or 3) 
move along the confinement of a three-way symmetric Y-junction (black lines). 
All arms are connected by a spring. Green and yellow gradients denote areas of 
low or high concentration, respectively, of a polarity cue that inhibits the actin 
polymerization at the leading edges of the arms (red denotes the polymerization 
strength). At each edge, the friction force acts as a drag friction when the arm 
extends and as a slip-bond friction when the arm retracts20.
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local flows, as functions of the arm lengths and the local concentration 
of the polarity cue at the tips of the arms c(li, ui), are given by

v∗i = β (
1

1 + c(li,ui)
) , (5)

ui = vi −
1
2 ∑j≠i

vj, (6)

c(li,ui) =
c
D
⎛
⎜⎜
⎝

exp (−uili/D)

∑j
1
uj
(1 − exp (−ujlj/D))

⎞
⎟⎟
⎠
, (7)

where D is the diffusion coefficient of the polarity cue, and c is a dimen-
sionless quantity that represents the ratio between the total concentra-
tion of the polarity cue and its dissociation constant (Supplementary 
Information section 2). A key parameter in our model is β, which is the 
maximal actin-polymerization speed produced at the leading edge 
of the cellular arms.

The steady-state local actin flow given by equation (5) describes the 
inhibitory effect of the polarity cue on the local actin-polymerization 
activity at each arm. The actin flow from each arm is assumed to split 
evenly at the junction and, therefore, contributes a half of its flux when 
calculating the net flow within each arm (equation (6)). It is this net 
flow that advects the polarity cue, which explains why the exponential 
function that describes the concentration of the polarity cue at the 
edge of an arm contains these net flow speeds (equation (7)). The total 
amount of polarity cue, namely its integral over the entire cell, is con-
served. For the full derivation of equations (5)–(7), see Supplementary 
Information section 1.

Throughout this work, the model equations are normalized by 
the timescale of the inverse of the focal adhesion disassembly rate 
(5–30 min; refs. 29–34) and by the length scale of the rest length of the 
cell, which is when the cell is stationary and does not protrude exten-
sions along the one-dimensional track (10–100 μm; ref. 20). The friction 
coefficients α and γ are normalized to α = γ = 1, which set the force scale 
of the force-related parameters in the model. For details of the para
meter estimation and scaling, see Supplementary Information section 3.

Symmetry breaking
Within our model, cell migration occurs when the cell spontaneously 
self-polarizes due to the feedback between the actin flow and the intra-
cellular distribution of a polarity cue. The polarity cue is advected by 
the actin flow, which in turn determines the flow by inhibiting actin 
polymerization at the leading edges of the arms (equation (5)). We 
investigate the conditions in our model under which cells polarize 
and turn migratory by exploring the k–β parameter space (Fig. 2a) and 
analyse the conditions that allow cells to migrate across the Y junction, 
for two limiting cases: (1) a symmetric case, in which the cell lands at 
the centre of the junction and spreads symmetrically in all directions 
(Fig. 2b–d), and (2) a moving case, in which the cell migrates at a steady 
state along a linear track20, enters the junction and grows two symmetric 
protrusions along the new arms (Fig. 2e–g). The first case, where a cell 
lands at the centre of the junction, is simpler to solve analytically but 
is not often observed experimentally, whereas the second case is the 
more common experimental observation.

The polarization of the cell is critically dependent in our model 
on its length20. For the symmetrically spreading cell (Fig. 2b), we  
can calculate the length (Lp) for which there is a balance between the 
protrusive forces and the elasticity of the cell20:

Lp =
1
2 (1 − c) +

β
2k

+
√√√
√
c + ( 12 (1 − c) +

β
2k)

2

, (8)

and we can also calculate the critical length (Lc) at which the feedback 
between the treadmilling flow and the polarity cue destabilizes the 
uniform solution (in the limit ui → 0) and the cell becomes polarized:

Lc =
c

√cβ/2D − 1
. (9)

By equating equations (8) and (9), we obtain the critical polarization 
speed:

βc =
D
c + ck + ck2

4D + (2D − ck2cD )√(D + ck)2 + 4c2Dk. (10)

For β < βc (white region below the solid red curve in Fig. 2a), the 
cell spreads and reaches a symmetric, stationary shape that is stable at 
the junction (Fig. 2c). For β > βc (red regions above the solid red curve 
in Fig. 2a), the cell spreads and spontaneously polarizes along one of 
the arms when its total length exceeds Lc (Fig. 2d(i)). The cell eventu-
ally migrates away from the junction, as indicated by two of the arms 
shrinking to zero (Fig. 2d(i)).

We highlight here that βc (equation (10)) is larger than the critical 
value of β required for spontaneous motion along a straight line20. This 
is due to an additional leading edge that the cell has on the Y junction, 
which increases the dilution of the polarity cue, which we consider to 
be a limited resource that is needed for spontaneous polarization. For a 
comparison between the critical values of β during symmetry breaking 
at a Y junction and along a one-dimensional track, see Supplementary 
Information section 5.

For the moving cell, we find that below βc, the moving cell stops 
at the junction and remains stationary (Fig. 2f), whereas above βc, the 
cell migrates across the junction. The two new protrusions compete 
until the symmetry breaks and the cell decides on a new path (Fig. 2f). 
The critical value of β is slightly lower in the moving case than in the 
symmetric case (equation (10); red curve in Fig. 2a) due to the different 
condition on the force balance that gives rise to Lp (equation (8)). In 
Supplementary Information section 5, we provide our approximations 
for Lp and βc for the moving case.

Note that we find another critical value of β = βslowc  (dashed  
red curve in Fig. 2a), above which the system can dwell for long  
periods of time in a metastable configuration (the slow process) during 
which two competing arms are in a force balance (while the third arm 
has shrunk to zero length; see Supplementary Information section 4). 
This transition will be discussed further in a later section.

Deterministic escape patterns of seesaw 
oscillations
In both cases, of symmetric spreading and migration to the junction, 
we find that above βc, the local actin-polymerization activity flips at 
the tips of the competing arms like a seesaw as the cell moves past 
the junction (Fig. 2c,f). This seesaw-oscillation competition of the 
actin-polymerization activity affects the growth and retraction of the 
arms, as seen in their length dynamics. This behaviour is a distinct 
deterministic mechanism, not driven by noise, which is negligible in 
these simulations.

The origin of the seesaw-oscillation mechanism is due to the redis-
tribution of the conserved amount of polarity cue over the entire length 
of the cell, which is highly sensitive to the length changes. We analyse 
the origin of these oscillations in detail for a symmetrically spreading 
cell that undergoes symmetry breaking (Extended Data Fig. 1 at t ≈ 2). 
When the symmetry breaks, one arm retracts (green curve in Extended 
Data Fig. 1a(i)) as the local actin-polymerization speed at its tip rapidly 
decreases (green curve in Extended Data Fig. 1a(ii)), while the two 
remaining arms compete for the cell polarization direction (blue and 
red curves in Extended Data Fig. 1a(i,ii)). This symmetry-breaking event 
is then followed by two cycles of seesaw oscillations between one of 
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the competing arms and the retracting arm (red and green curves in 
Extended Data Fig. 1a(i,ii)). These cycles are denoted by the dashed 
vertical lines in Extended Data Fig. 1a. During these seesaw oscillations, 
the local flows (vi) undergo rapid and large changes (Extended Data 
Fig. 1a(ii)), driving corresponding changes to the lengths of the arms 
(Extended Data Fig. 1a(i)).

We analyse the seesaw-oscillation mechanism by plotting the 
steady-state solutions of the local flows in the proximity of the seesaw 
events (Extended Data Fig. 1b,c). For each seesaw event, we chose a 
time just before and after the event (vertical dashed lines in Extended 
Data Fig. 1a) and use the simulations to calculate the ratio between the 
lengths of the arms at these times (Extended Data Fig. 1a(iii)). We then 
plot the self-consistent solutions for the actin-polymerization speeds 
(equation (5)) as a function of the length of the winning arm (l3), while 
maintaining the ratios fixed (Extended Data Fig. 1b,c). The solutions 
associated with the value of l3 from the simulations are denoted by the 
black circles in Extended Data Fig. 1b,c. The steady-state solutions are 
obtained using a continuation method35.

This analysis shows that the seesaw-oscillation mechanism lies 
in transitions between the different solution branches as the arms 
elongate or retract and the ratios of their lengths change. Just before 
the seesaw events, the solutions of the losing arms (for v1 and v2 in red 
and green, respectively) are at the tips of a solution-branch saddle 
(Extended Data Fig. 1b(i,ii),c(i,ii)). As the winning arm l3 grows larger, 
the ratios between l3 and the losing arms l1 and l2 decrease (Extended 
Data Fig. 1a(iii)). As a result, the saddle shifts slightly yet enough to 
force the solutions to discontinuously switch between the different 
solution branches. These branch transitions are most evident in the 
local flows in the losing arms v1 and v2 but also occur for the local 
flow in the winning arm v3 in the first seesaw event (Extended Data 
Fig. 1b(iii)).

We emphasize that this nonlinear deterministic pattern does not 
arise due to growing arm(s) simply pulling on the remaining arms and 
causing them to retract. Rather, the mechanism arises due to the sensi-
tive interdependence of the distribution of the finite amount of polarity 
cue over the whole cell and its effect on the local actin-polymerization 
activity at the ends of the competing arms. Due to this competition, 
the actin-polymerization activity shifts between the leading edges 
of the competing arms, such that they switch to be out of phase with 
each other. Using the same analysis, we also find another oscillating 
seesaw pattern, with a smaller amplitude, which is associated with the 
stabilization of the local flows in the losing arms before the cell leaves 
the junction (Supplementary Information section 6).

Figure 3 shows examples of a HUVEC and a hGPC performing 
seesaw oscillations of the local actin-polymerization activity at the 
tips of the arms, including model predictions (for the experimental 
methods, see Supplementary Information section 7). We quantify 
the actin-polymerization activity at the tips of the arms in the experi-
ments as follows. We define a region extending over a distance of 10 μm  
back from the edge of each arm. Within this region, we measure  
the overall membrane area (tip area), which captures the amount of 
protrusive lamellipodia activity. We also measure the total actin fluo-
rescence intensity (tip actin intensity) within this region as a measure 
of the actin-polymerization activity at the leading edge of the arm.  
Both measures are compared to the local flows in the model (vi,  
equation (2)), and both exhibited the predicted seesaw-oscillation 
cycles in the losing arms (Figs. 3a(ii,iii),f(ii,iii)).

When comparing the simulations to the experimental observations 
(Fig. 3), we fitted two parameters of the model to capture the basic 
qualitative features of the dynamics of the arms lengths: the maximal 
actin-polymerization speed β and its noise amplitude σ. For the HUVEC 
(Fig. 3a), we see that the tail retracts smoothly (red curve), and it makes 
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Fig. 2 | Deterministic oscillations control directional decision-making.  
a, Phase diagram of the cellular dynamics according to the model, as functions 
of the parameters β and k. The white region is where cells remain trapped in the 
junction, that is, β < βc (equation (10)). The light red region, above the solid red 
line, is where cells escape the junction, that is, β > βc (equation (10)). The darker 
red region above the dashed red line is where cells can remain in a metastable 
configuration (the slow process) before escaping the junction (Supplementary 
Information section 4). b, The symmetric spreading case. All arms initially  
extend symmetrically with the same local flow v. c, For β = 5 < βc, the cell reaches  
a stationary shape, in which all the arms are of equal length, with the same  
local actin-polymerization activity. d, For β = 6.5 > βc, the cell polarizes and  
leaves the junction while the local flows in the arms undergo seesaw oscillations.  

(i)–(iii) Time series of the arm lengths and the local and global actin flows. e, The 
moving case. A cell of length l enters the junction. At the front, the cell extends 
two symmetric protrusions, initially of equal lsmall length ϵ with the same local 
actin-polymerization speed v. At the rear (in red), the actin polymerization is v1. 
f, For β = 5 < βc, the migrating cell stops at the junction. g, For β = 6.5 > βc, the cell 
migrates past the junction, leaving it through one of the new protruding arms. 
(i)–(iii) Time series of the arm lengths and the local and global flows. Red, green 
and blue curves represent arms 1, 2 and 3, respectively. The solid black line in (i) 
indicates the total cell length. Dashed black and dashed grey lines in (i) indicate 
Lc and Lp, respectively. Parameters: δ = 250, c = 3.85, D = 3.85, k = 0.8, r = 5, fs = 5, 
κ = 20 and σ = 10−7 (noise amplitude).
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two small seesaw oscillations with the losing new arm (green curve) at 
the end of the process. The simulation captures these dynamic features 
(Fig. 3b) using a relatively low value of β = 6.7, which is only slightly larger 
than the critical βc = 5.95 (Fig. 2a). For the hGPC (Fig. 3f), we observe 
larger length variations, with the losing new arm (green curve in Fig. 3f) 
growing larger than the original cell tail (red curve in Fig. 3f), and the tail 
vanishes before it recovers temporarily with a large-amplitude seesaw 
oscillation. We recover these features in the simulations, as well as the 
much shorter escape time by using a larger value of β = 8.7 (Fig. 3g).

Extended Data Fig. 2 presents examples of hGPCs migrating  
along blood vessels with bifurcations in an ex vivo mouse brain  
slice as well as a comparison with simulations. We find the same  
oscillatory dynamics observed for the patterned lanes in Fig. 3a–g, 
suggesting the validity of our model for the cellular dynamics of  
in vivo physiology.

Supplementary Information section 8 provides further examples 
of cells migrating past the junction, which exhibit seesaw oscillations. 
Supplementary Information section 9 provides further quantification 
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of the seesaw-oscillation mechanism and demonstrates that the see-
saw oscillations are a robust and prevalent feature of the dynamics of  
both cell types when migrating over a junction.

Escape times and the metastable slow process
Next, we investigate the dependence of the average time it takes a 
cell to migrate past the junction (escape time, Tescape). We define the 
escape time as the time from when the cell first arrives to when it 
leaves the junction completely. We study the escape time behaviour 
with respect to changes in the maximal actin-polymerization speed 
β for a finite value of the actin response rate δ (equation (2)) and a 
fixed value of the cell elasticity k. For δ → ∞ (in which the actin flow 

instantaneously realizes its steady-state value) and for the depend-
ence of the escape time on the cell elasticity k, see Supplementary 
Information section 10.

Our model predicts that above βc, the escape time decreases as 
β increases (black curve in Fig. 4a), an expected behaviour as faster 
polymerization speeds translate to faster moving cells. However, above 
a critical value of β (β ≈ 8.8 in Fig. 4a), a new dynamical mode appears, 
which is characterized by longer escape times (red curves in Fig. 4a,b). 
We define the cell escape over short or long times as the fast or slow 
process, respectively. Around the critical value (β ≈ 8.8), the probability 
that the cell will escape in a fast (slow) process decreases (increases) 
as β increases (inset in Fig. 4b). Figure 4c is the probability density 
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function (pdf) of the escape times at β = 9, a region where the fast and 
the slow processes co-exist, highlighting that these processes are 
indeed distinct from one another.

In the simulations we find that the slow process is characterized 
by two arms that extend symmetrically with very similar lengths, while 
the third arm shrinks to essentially zero length (as illustrated in  
Fig. 4d,e). The critical value of β = βslowc  for which the slow process 
begins (displayed in the k–β phase diagram in Fig. 2a) is found by taking 
the limit at which two arms of equal length l with equal local flows v 
compete and balance the spring force (for the full derivation and solu-
tion of βslowc , see Supplementary Information section 5). Note that the 
slow process ends with the completion of a seesaw-oscillation event, 
of the same type that appears during the fast escape (Fig. 4e), and its 
metastable nature is shown in Fig. 4f (additional analysis of the slow 
mode is given in Supplementary Information section 11).

When comparing the dynamics of the two cell types across the 
junction (Fig. 3 and Supplementary Information sections 8 and 9), we 
found that the cancerous hGPCs correspond on average to a higher 

value of the parameter β compared to the non-cancerous HUVECs  
(Fig. 4g) (the noise in both cell types was fitted to be of similar ampli-
tude). From Fig. 4a we, therefore, predict that the hGPCs should have 
a shorter mean escape time across the junction, compared to HUVECs 
(Fig. 4g). The experimental observations of the escape times of the 
two cell types shown in Fig. 4g are in excellent agreement with our 
prediction. In addition, the value of β that is typical for hGPCs places 
them close to the onset of the slow process (Fig. 4a). In agreement 
with this prediction, we find that hGPCs exhibit more often events 
that correspond to the slow process predicted by the model for cells 
with higher values of β (Fig. 4h–j). Note that in the experiments, some 
of these events are resolved when the cell detaches from the junction 
and remains stretched over the non-adhesive region between the two 
competing arms. This detachment is beyond the scope of the model.

The effect of cytoskeleton-modifying drugs
To further test our model, we treated the cells with different drugs that 
affect the acto-myosin cytoskeleton and quantified their migration 
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patterns along linear one-dimensional tracks and across the Y junc-
tion (Fig. 5). Both hGPCs and HUVECs were treated with three drugs: 
(1) Latrunculin A (Lat. A), which inhibits actin polymerization with  
the highest turnover. That is, it mainly inhibits lamellipodia whereas 
the stress fibres are less affected36,37. In the model, the addition of 
Lat. A is, therefore, equivalent to a decrease in the maximal polym-
erization speed β (blue in Fig. 5). (2) Cytochalasin D (Cyto. D), which 
acts mainly as a capping protein targeting the barbed ends (the plus  
end or the fast-polymerizing end) of actin filaments. This drug, there-
fore, affects the cortical actin layer below the cell membrane and the 
stress fibres, thereby softening the cell in addition to inhibiting protru-
sion38. In the model, the addition of Cyto. D is, therefore, equivalent 
to reducing both the overall cell elasticity k and the maximal polym-
erization speed β (green in Fig. 5). (3) Blebbistatin (Blebb.), which is 
an inhibitor of myosin II (refs. 39,40), reduces the overall contractility 
of the cell, making the cell softer. In the model, the Blebb. treatment 
is equivalent to a reduction of the mean cell elastic stiffness k (red in 
Fig. 5). Note that myosin II inhibition can also affect the speed of the 

actin retrograde flow (our parameter β), but in these experiments this 
effect seems to be less important.

The results show that for both hGPC and HUVEC, there are similar 
qualitative changes to the cell’s average length and speed on the linear 
tracks and escape time across the junction, due to the drugs. Lat. A 
induces a decrease in the length and speed of the cells, while the escape 
time increases. Cyto. D treatment decreases the length and speed (by a 
lesser amount than for Lat. A) and increases the escape time substan-
tially. Blebb. treatment increases the cell length and the escape time, 
while the velocity remains roughly unchanged. Note that the Lat. A and 
Cyto. D treatments for the HUVECs did not induce notable changes in 
the cell length in comparison to hGPCs (Fig. 5a(i,ii)), and that although 
the Blebb. treatment did not induce a notable increase in cell length 
and escape time for the hGPCs, there are larger variations of cell length  
and escape time compared to the controls (Fig. 5a,c(i)). Comparing 
these experimental observations to the model, we indicate by arrows 
in Fig. 5a(iii)–c(iii) the qualitative changes to the parameters β and k 
that each drug is expected to induce and how these changes affect  
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the cell length and speed on a linear track and the escape time across a 
junction. We see that the model predicts the same qualitative changes 
as observed in the experiments, for all three dynamical properties  
of the cells.

Note that as the concentration of the drugs was increased, more 
cells became trapped in the junction during the entire duration of the 
experiment (Supplementary Information section 12). HUVECs exposed 
to high concentrations of all three types of drugs exhibited mostly 
non-motile phenotype or extensive cell death.

Effect of noise on cell escape and cell trapping
In our analysis we also found that the escape time highly depends on 
the amplitude of the noise in the local actin-polymerization activity σ 
(equation (2)). This is demonstrated in Fig. 6a for a moving cell in the 
stick–slip migration regime (β = 8). For a low noise level (Fig. 6a(i)), the 
escape time is sharply defined and the cell always leaves the junction 
along either of the new arms.

As the noise amplitude increases, the escape time increases (Fig. 
6a(ii)). In particular, the noise gives rise to additional oscillations 
during the migration past the junction. Each additional oscillation 
increases the escape time, which has several peaks. A single addi-
tional oscillation reverses the direction in which the cell leaves the 
junction, increasing the probability that it will ‘reflect’ (leave along 
the direction from which it arrived). For a large number of oscil-
lations, the cell has equal probabilities of leaving along any of the 
three arms. This is also observed for a high noise level (Fig. 6a(iii)), 
for which any memory of the original direction of motion is lost and 
the escape time distribution becomes exponential. In this limit, we 
often observe cells that are trapped at the junction for long periods 
of time (Fig. 6b).

The increased incidence of cells being trapped at a junction 
at higher noise is unusual at first sight, as noise is normally attrib-
uted with triggering the escape of particles from traps41,42. However, 
for the cell to leave the junction, it needs to maintain its polarity 
for the duration of the escape time, and the high noise diminishes  
the persistence time of the polarization, inhibiting the escape  
probability. Nevertheless, the noise also plays a role in aiding the  
cell’s escape, as during the slow process the metastable configuration 
is destabilized (Fig. 4).

Figure 6 has examples of hGPCs and HUVECs experiencing many 
cycles of elongation and retraction of the arms. They are unable to 
maintain a persistent polarization and, therefore, remain trapped 
at the junction. Both examples correspond to the large noise limit 
of our model (Fig. 6b). Further analysis of the effects of noise on the 
dynamics at the junction is given in Supplementary Information sec-
tion 13. Extended Data Fig. 3 shows an example of a cell that reflects at 
the junction, as occurs in our model when the actin flow is subjected 
to intermediate values of noise (Fig. 6a(ii)). Further quantification of 
the number of seesaw oscillations in the two cell types as they cross the 
junction and a comparison with the model are given in Supplementary 
Information section 9.

Discussion
We have presented here a new theoretical model for the directional 
decision-making process at the level of a single migrating cell as it 
moves past a symmetric Y junction. Our model describes the sponta-
neous symmetry breaking during cellular spreading over a junction and 
predicts deterministic oscillations during the migration of a cell past 
the junction. These oscillations arise due to the competition for the 
finite resource, the polarity cue, which is redistributed over the arms 
as their lengths evolve. As a result, the actin-polymerization activity 
oscillates between the competing leading edges. These out-of-phase 
oscillations are most prominent between the two ‘losing’ arms. Oscilla-
tions are also induced in the length dynamics of the cellular protrusions. 
This is a new form of deterministic oscillation during cell migration, 

being distinct from oscillations induced by stick–slip adhesion20,43 or 
periodic macropinocytosis44.

These surprising theoretical predictions were validated by 
experimental data acquired from two cell types, cancerous hGPCs 
and non-cancerous HUVECs. The predicted out-of-phase oscillations 
in the lamellipodia activity at the leading edges of the cellular protru-
sions and in the protrusion lengths were observed in these experiments 
when these cells migrate past a junction. These comparisons show that 
non-cancerous (HUVECs) and cancerous cells (hGPCs) have low or high 
levels of motility regimes, respectively.

The model predicts that cells with low actin-polymerization 
activity will be prone to remaining trapped at junctions, even if they 
are well polarized and motile when moving along simple linear tracks. 
As expected, the mean trapping time at a junction decreases as the 
cells become more motile (higher actin-polymerization activity). 
Higher noise in the actin-polymerization activity acts to increase the 
number of polarization oscillations and the overall trapping time at a 
junction. Interestingly, when the polymerization activity is high, the 
cells may be transiently trapped at the junction, due to the competi-
tion between two symmetric and highly elongated protrusions. The 
latter suggest that efficient migration across a complex geometry 
and the resolution of this directional dilemma occurs within a range 
of actin polymerization that is sufficiently strong to allow motility 
but weak enough to prevent the non-productive consequence of 
excessive acto-myosin interactions. In further agreement with the 
predictions of our model, treatment with Lat. A, Cyto. D or Blebb. 
decreased the cell speed and consequently increased the escape 
time from the junction. These predictions will be the subject of 
future experimental studies. Future extensions of the model might 
include asymmetric junctions8, different geometries and the inter-
action with other cells to evaluate the effect of cell-to-cell interac-
tions45,46. In addition, this model could be used to explore the effects 
of chemotaxis, haptotaxis and barotaxis on cellular decision-making 
and migration. Moreover, it will be interesting to explore how these 
external gradients affect the seesaw-oscillation mechanism that 
emerges in our model.

To conclude, we have presented a detailed, yet simple, model for 
the cellular mechanism of directional decision-making at a Y junction. 
In this model the decision is performed due to spontaneous symmetry 
breaking involving deterministic oscillations. The model explains how 
the duration of the directional decision-making depends on the internal 
motility parameters of the cell, offering a natural explanation for the 
puzzling slowness of this process in many cells18.
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Extended Data Fig. 1 | Seesaw oscillation analysis for the symmetric case. 
A) Time series of the (i) length, (ii) the local polymerization speed (local flow) 
and (iii) the arm ratio. Red/Green/Blue colors in (i,ii) correspond to arms 1/2/3 
respectively. Blue and Orange curves in (iii) correspond to the arm ratios l1/l3 
and l2/l3 respectively. Black dashed lines indicate the examined cross-sections 
of the first and second cycles of oscillations. B-C) The solution branches of the 

local flows as a function of the winning arm l3 in the cross-sections of the first and 
second cycle respectively. (i)/(ii)/(iii) correspond to v1/v2/v3. Left/Right panels 
correspond to the solutions branches before/after the transition. Points indicate 
the values from the simulations in (A,iii). Parameters: δ = 250, β = 6.5, c = 3.85, 
D = 3.85, k = 0.8, fs = 5, r = 5, κ = 20, σ = 10−7 (noise amplitude).
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Extended Data Fig. 2 | hGPC branching along blood vessels on a mouse brain 
slice explant. A) Time-lapse images of an hPGC cell migrating in a mouse brain 
slice and chooses a new path when encountering a bifurcation along a blood 
vessel (movie E1). White dashed lines indicate the blood vessels over which the 
cell migrates upon. B) Comparison between the time-series of the arms in (i) 
the experiment and (ii) a simulation. C) Kymographs of the arms of the cell in 
the blood vessel bifurcation. D) Time-lapse images of an hPGC cell migrating 
in a mouse brain slice and reflects back when encountering a bifurcation along 

a blood vessel (movie E2). White dashed lines indicate the blood vessels over 
which the cell migrates upon. E) B) Comparison between the time-series of the 
arms in (i) the experiment and (ii) a simulation. F) Kymographs of the arms of the 
cell in the blood vessel bifurcation. Scale bars in (A,D) are 50 [μm]. Simulation 
parameters: β = 8.5,σ = 1.2,c = 3.85, D = 3.85, k = 0.8, fs = 5, r = 5, κ = 20, δ = 250. 
Simulation units conversion (Supplementary Table 1: 1 time unit = 5–30 [min],  
1 length unit = 10-100 [μm].
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Extended Data Fig. 3 | Comparison between a HUVEC experiment and 
simulation of a cell reflecting back from the junction. A) Time-lapse images 
(movie E3). B) Arm kymograph. Red/Green/Blue arrows indicate the time stamps 
which correspond to the images in A. C) Time series of the areas of the arms. 
vertical dashed lines correspond to the images in A. D) Simulation time series of 

the arm lengths with (β, σ) = (6.9, 0.8). Red/Green/Blue indicate arm 1/2/3. Black 
indicates the total length of the cell. Time-lapse images correspond to movie S7. 
Other simulation parameters: c = 3.85, D = 3.85, k = 0.8, fs = 5, r = 5, κ = 20, δ = 250. 
Simulation units conversion (see SI Table S-1): 1 time unit = 5-30 [min], 1 length 
unit = 10-100 [μm].
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