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Reassessment of the risks of climate change 
for terrestrial ecosystems

Timo Conradi    1  , Urs Eggli    2, Holger Kreft    3,4,5, Andreas H. Schweiger    6, 
Patrick Weigelt    3,4,5 & Steven I. Higgins    1

Forecasting the risks of climate change for species and ecosystems is 
necessary for developing targeted conservation strategies. Previous risk 
assessments mapped the exposure of the global land surface to changes 
in climate. However, this procedure is unlikely to robustly identify 
priority areas for conservation actions because nonlinear physiological 
responses and colimitation processes ensure that ecological changes 
will not map perfectly to the forecast climatic changes. Here, we combine 
ecophysiological growth models of 135,153 vascular plant species and plant 
growth-form information to transform ambient and future climatologies 
into phytoclimates, which describe the ability of climates to support the 
plant growth forms that characterize terrestrial ecosystems. We forecast 
that 33% to 68% of the global land surface will experience a significant 
change in phytoclimate by 2070 under representative concentration 
pathways RCP 2.6 and RCP 8.5, respectively. Phytoclimates without 
present-day analogue are forecast to emerge on 0.3–2.2% of the land 
surface and 0.1–1.3% of currently realized phytoclimates are forecast to 
disappear. Notably, the geographic pattern of change, disappearance and 
novelty of phytoclimates differs markedly from the pattern of analogous 
trends in climates detected by previous studies, thereby defining new 
priorities for conservation actions and highlighting the limits of using 
untransformed climate change exposure indices in ecological risk 
assessments. Our findings suggest that a profound transformation of the 
biosphere is underway and emphasize the need for a timely adaptation of 
biodiversity management practices.

Global circulation models (GCM) forecast strong climatic changes 
throughout the twenty-first century under all but the most optimistic 
greenhouse gas emission scenarios1. The anticipated climatic changes 
are expected to force both continuous and abrupt changes in the dis-
tribution of ecosystems and species2,3. One implication is that ecosys-
tem managers may have to shift their focus from targeting predefined 

baseline states to managing ecosystem change along trajectories forced 
by climatic change4–6. However, the strength of climatic forcing and 
the direction of the new trajectories are uncertain, making it difficult 
for ecosystem managers to define and implement targeted actions7,8. 
Not only are climates changing but it is also likely that climate states 
without present-day analogues (hereafter, novel climates) will emerge 
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of a location by climate variables such as mean annual temperature or 
annual rainfall, we describe the climate by its ability to support species 
of different types of plants that ecologists use to define terrestrial 
ecosystems. This provides a means to understand which structural 
changes in ecosystems the future climatic states will promote. For 
instance, should the climatic suitability of a grid cell for cold-deciduous 
trees change from 0.2 to 0.3, this would mean that the climate can 
now accommodate an extra 10% of species of this growth form in that 
grid cell, which raises the potential for species of this growth form to 
become more frequent.

The premise of this analysis is that we can characterize changes 
in the climatic forcing of ecosystems by analysing shifts in climatic 
suitability for the growth forms that define ecosystems. Previous work 
showed that the growth-form suitability values are useful predictors 
of ecosystem states30, suggesting that shifts in growth-form suitability 
may be useful indicators of the changing climatic forcing. It should be 
emphasized that the growth-form suitability may be quite different 
from growth-form abundances because other ecological processes 
such as biotic interactions, dispersal or disturbances, determine 
whether physiological suitability can predict abundance. Our analysis 
therefore provides a physiologically informed assessment of where and 
how the climatic drivers of ecosystem assembly are changing.

The plant growth model used here describes how the uptake and 
allocation of carbon and nitrogen of an individual plant is colimited by 
monthly temperature, soil moisture, solar radiation and atmospheric 
CO2 concentrations24,31,32. We used species distribution data from the 
BIEN database (https://bien.nceas.ucsb.edu/bien/) to find the physi-
ological parameters of the plant growth model that best explain the 
observed distribution of a species. For each of the 135,153 species, the 
parameterized model is then run forward using a monthly gridded 
climatology to simulate the biomass accumulation of the species in the 
cells of a global grid and the simulated biomass values are used as the 
linear predictor in a logistic regression model that predicts whether 
grid cells are climatically suitable for that species or not. That is, we use 
data on the observed distribution of species to estimate the param-
eters of a model that articulates a simplified physiological niche of a 
plant species32. The performance of the model in transferability tests33 
indicates that this physiological niche characterization is predictive of 
where a plant species could grow.

The growth-form suitability surfaces in Fig. 1 represent a summary 
of estimated physiological niches of 135,153 plant species grouped by 
growth form. We aggregate this phytoclimatic transform of the climate 
by identifying groups of cells with similar growth-form suitability using 
unsupervised classification. The geographical projection of these 
groups reveals phytoclimatic zones of the Earth (Fig. 2a) and provides 
a plant growth-form centric classification of the climates of the Earth. 
Supplementary Table 1 and Supplementary Fig. 2 provide overviews 
of the mean growth-form suitabilities of the ambient phytoclimatic 
zones. Supplementary Fig. 3 shows that the phytoclimatic zones have 
distinct climatic characteristics.

The phytoclimatic zones depicted in Fig. 2a represent areas where 
the climate supports similar plant types, making the concept closely 
related to biomes. Indeed, previous work suggested that phytoclimatic 
zones could be used to define biomes24. Yet, biomes are mostly defined 
as regions where specific combinations of plant growth forms have 
developed in response to the regional climate34,35. That is, biomes 
implicitly consider additional ecological processes that shape the 
ecosystem structure observed in the field, whereas phytoclimatic 
zones consider only how the climate influences the physiological 
performance of plant types. This means that phytoclimatic zones (for 
example, Fig. 2) are more closely affiliated with bioclimatic zones36,37 
than with biomes.

The phytoclimatic transformation was then applied to climatolo-
gies projected for 2070 under the representative concentration path-
ways RCP 2.6 and RCP 8.5, which describe a reduced and a high emission 

and that some of the existing climate states will disappear (hereaf-
ter, disappearing climates)9,10. It has been suggested that disappear-
ing climates may increase the risk of losing species and some types 
of ecosystems, whereas novel climates may lead to the formation of 
novel ecosystems9,11,12. Since the functioning of novel ecosystems is 
by definition unknown, their emergence would further enhance the 
risk of ecosystem management failure9,12,13. It is thus a research prior-
ity to identify regions where climate change is likely to force strong 
ecological change, so that ecosystem managers can implement timely 
and targeted actions.

To identify regions with elevated ecological risks from climate 
change, previous works analysed the exposure of the global land sur-
face to potentially dangerous climatic changes10. This includes analyses 
of the exposure of ecosystems to strong climatic changes and globally 
novel climates, as well as the disappearance of existing climate states9,14. 
In these studies, exposure was calculated as the Euclidean distance 
between ambient and future climates, standardized by the historical 
variability in climate variables. Another widely used climate change 
exposure metric is climate change velocity15–17, which quantifies the 
displacement rate of climate states and a more recent species-focused 
study identified where and when animal species will be exposed to tem-
perature and precipitation conditions outside their realized niches3.

However, risk assessments based on climate change exposure 
indices oversimplify an organism’s perception of climate exposure. 
Previous climate change exposure work did not consider that physio
logical and ecological responses to changing climatic factors are 
often nonlinear and colimited by several climatic factors18–21 and that 
hierarchies of colimiting climatic factors are expected to reorganize 
as climate change progresses22,23. This means that the risk of a one unit 
increase in a climatic factor is not comparable across locations with 
different baseline values and is contingent on concomitant changes in 
colimiting climatic factors. Neither this baseline effect nor the colimi-
tation effect are accounted for by climate change exposure studies. 
Moreover, individual species and growth forms exhibit contrasting 
climatic preferences24 and are therefore likely to respond differently 
to projected climatic changes. The implication is that the ecological 
response to altered climatic conditions is unlikely to map perfectly to 
climate change exposure indices9,25, which makes the ecological inter-
pretation of climate change exposure indices problematic.

Problems with the ecological interpretation of exposure indices 
could be addressed by using process-rich ecosystem simulation mod-
els26,27. Such models are explicitly designed to model the impacts of cli-
matic changes on ecosystems. However, ecosystem simulation models 
are hampered by process and parameter uncertainty26–28, evidenced by 
large discrepancies between outputs of different models forced with 
the same climate data29. The implication is that current approaches 
to understand ecological climate change risks and impacts trade-off 
the certainty with which we can make predictions with the ability to 
ecologically interpret those predictions. Exposure indices have more 
tractable prediction uncertainty, yet are difficult to interpret ecologi-
cally, whereas the opposite is true for ecosystem models.

To reduce this trade-off, we computed a phytoclimatic transform 
of ambient (mean of 1979–2013) and future (mean of 2061–2080; hence-
forth 2070) climatologies. The phytoclimatic transform expresses the 
climate of a grid cell in terms of its suitability for species of 14 plant 
growth forms that define terrestrial ecosystems. The transformation 
was based on an existing protocol24 (Supplementary Fig. 1) and involved 
(1) parameterizing an ecophysiological plant growth model forced with 
monthly climate data for 135,153 vascular plant species, (2) using the 
fitted species models to identify climatically suitable grid cells for each 
species, (3) calculating the proportion of species of each growth form 
for which a grid cell is climatically suitable and using this proportion 
as an index of the climatic suitability of a grid cell for a growth form  
(Fig. 1). We refer to the vector of the 14 growth-form suitabilities of a 
grid cell as its phytoclimate. That is, rather than describing the climate 
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scenario, respectively. Specifically, we forced the fitted species growth 
models with the future climatologies to project climatic suitability 
maps for each species and grouped species by growth form to calculate 
growth-form suitability maps for 2070 (Extended Data Figs. 1 and 2).

Analogous to work on climate change exposure9, we used the 
ambient and future growth-form suitability maps to calculate three 
multivariate Euclidean distances that summarize components of eco-
logical risk: (1) The local phytoclimatic change each grid cell will be 
exposed to, estimated as the distance between the ambient and future 
growth-form suitabilities of each grid cell. This index summarizes the 
changing climatic constraints on the plant growth forms in each cell. (2) 
The novelty of the future phytoclimatic state of each grid cell relative 
to ambient phytoclimatic states, estimated as the minimum distance 
between the future growth-form suitabilities of a grid cell and that of an 
ambient grid cell. A novel phytoclimate is thus a climate that constrains 
plant growth forms differently to any ambient climate state. (3) The 
disappearance of the ambient phytoclimatic state of each grid cell, 
estimated as the minimum distance between the ambient growth-form 
suitabilities of a grid cell and those of a future grid cell. The disappear-
ing phytoclimate index is thereby a measure of how distinct the ambi-
ent phytoclimatic state of a grid cell is relative to future phytoclimatic 
states. A disappearing phytoclimate indicates disappearance of a way 
in which an ambient climate constrains plant growth forms.

To interpret which values of the three indices indicate high risks, 
we use the Euclidean distances between the phytoclimatic zones shown 
in Fig. 2a as a reference. Specifically, we computed the centroids of 
each zone in Euclidean growth-form suitability space and calculated 

the pairwise Euclidean distances between these centroids. The 5th per-
centile of these intercentroid distances was used as a threshold value 
to identify ecologically significant risk equivalent to a shift between 
some of the phytoclimatic zones. Lastly, the future phytoclimatic zone 
of grid cells was projected by assigning grid cells to the zone of the 
closest ambient grid cell in Euclidean growth-form suitability space; 
grid cells that were further than the threshold distance from ambient 
phytoclimatic states were designated as novel.

Results
Our analysis predicts substantial change in phytoclimates by 2070  
(Fig. 3a). If anthropogenic emissions follow RCP 2.6, 33% of the Earth’s 
terrestrial surface (excluding the currently ice-covered parts of Green-
land and Antarctica) will experience an ecologically significant change 
in the extent to which the climate can support different plant growth 
forms. The fraction of land with significant change in phytoclimate 
increases to 68% if emissions follow RCP 8.5. When calculating the 
median change value across five projections that used climatologies 
from different GCMs, the most pronounced phytoclimatic changes are 
likely to occur in the mountain regions of south China, the Himalayas, 
northwestern Russia, the Baltic countries, Scandinavia, the south-
eastern and northeastern United States, Alaska, central Mexico, the 
tropical Andes, southeastern South America, southeastern Australia 
and northern New Zealand. Projections based on each GCM are shown 
in Extended Data Figs. 3a and 4a.

The changes in local phytoclimates translate into widespread 
shifts of phytoclimatic zones (Fig. 2b,c). Temperate, boreal and polar 

Evergreen trees

Evergreen shrubs Dry−deciduous shrubs Cold−deciduous shrubs Forbs

Geophytes Therophytes

Succulents Climbers

Climatic suitability
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C3 grasses C4 grasses

Dry−deciduous trees  Needleleaf treesCold−deciduous trees

Fig. 1 | Ambient climatic suitability for major plant growth forms. Suitability 
is expressed as the proportion of plant species of a growth form for which the 
climate of the cells is suitable according to an ecophysiological plant growth 

model. The median number of modelled species per growth form was 5,249, with 
a minimum of 439 (needleleaf trees) and a maximum of 24,853 (evergreen shrubs) 
species. The total number of modelled species was 135,153.
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Fig. 2 | Phytoclimatic zones of the Earth and their shifts by 2070. 
Phytoclimatic zones have internally similar climatic suitability for different plant 
growth forms. a, Ambient phytoclimatic zones, derived from an unsupervised 
classification of grid cells by their climatic suitability for 14 plant growth forms 
(Fig. 1). b,c, The arrangement of phytoclimatic zones in 2070 under RCP 2.6 (b) 

and RCP 8.5 (c). The median climatic suitabilities for each growth form across five 
future climatologies were used to determine the future phytoclimatic zone of the 
grid cells for each RCP. Cells shown as ‘novel’ are projected to have growth-form 
suitability realizations without present-day analogue. Extended Data Fig. 5 shows 
shifts in phytoclimatic zones for different combinations of RCP and GCM.
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regions are most strongly affected by these shifts (Supplementary  
Fig. 7). Under RCP 8.5, large parts of zones 13 and 14, which currently 
support cool-temperate and hemiboreal ecosystems, will shift pole-
wards, as will zone 15, which currently supports boreal ecosystems. 
Zone 16, which currently supports tundra ecosystems, will be reduced 
by 72% as it cannot shift further north. This prediction is consistent with 
observations of more frequent recruitment of shrubs and trees in tun-
dra38–41 and increasing tree density at the forest–tundra ecotone42. Zone 
18, which supports ecosystems of very continental cool-temperate 
regions will lose 54% of its current extent, mostly to zone 17, which 
favours less cold-limited continental cool-temperate ecosystems (Sup-
plementary Fig. 3) and is generally more suitable for most growth forms 
(Supplementary Fig. 2). Tropical phytoclimatic zones are overall less 
likely to change in position and extent. However, some regions will 
be exposed to changes in phytoclimatic zones that may force strong 
structural changes in ecosystems. For instance, we project that the 
southeastern and eastern parts of the Amazon will shift to a phytocli-
matic zone which supports savanna and some types of drier forest eco-
systems (phytoclimatic zone 4 in Fig. 2). This projection is consistent 
with analyses that have used hydrological thresholds to project future 
changes in South American forests and savannas43. Phytoclimatic zone 
4 is predicted to advance into the Amazon irrespective of GCM, albeit 

to very different degrees (Extended Data Fig. 5), suggesting that the 
future phytoclimatic status of the Amazon region is highly uncertain 
(Extended Data Fig. 6).

Despite the strong changes in local phytoclimates and substantial 
shifts in phytoclimatic zones, most of the future phytoclimates will 
have a present-day analogue. Specifically, only 0.3% (RCP 2.6) to 2.2% 
(RCP 8.5) of land cells will exhibit novel phytoclimates (Fig. 2b,c). The 
highest novelty indices are forecast in southeastern South America and 
Australia (Fig. 3b). The novel phytoclimates are forecast to primarily 
emerge in what at present are mesic subtropical climates typical of 
the eastern sides of continents but they are also likely in tropical and 
subtropical mountain ranges such as the Andes, the Himalayas and the 
Sierra Madre Occidental. Most grid cells in the South American and 
Australian novelty centres belong to the ambient phytoclimatic zone 7, 
which is characterized by relatively high suitability for all growth forms 
(Supplementary Fig. 2). These cells are predicted to exhibit a strongly 
increased climatic suitability for evergreen trees, dry-deciduous trees 
and climbers by 2070 but reduced suitability for needleleaf trees, 
cold-deciduous shrubs and cold-deciduous trees (Extended Data Figs. 7  
and 8). The emerging phytoclimatic novelty in these cells may be 
induced by slightly increasing rainfall combined with similar tem-
perature seasonality, albeit with hotter summers and milder winters. 
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Fig. 3 | Change, novelty and disappearance of phytoclimates by 2070 under 
RCP 2.6 and RCP 8.5. The phytoclimate of the grid cells is the suitability of 
the local climate for 14 plant growth forms that characterize the structure 
of terrestrial ecosystems. a, Local change in phytoclimate, expressed as the 
Euclidean distance between the ambient and future phytoclimates of a cell. 
b, Novelty of the projected phytoclimate in 2070, expressed as the Euclidean 
distance of the future phytoclimate of a cell to its closest analogue in the 
global pool of ambient phytoclimates. c, Risk of disappearance of the existing 

phytoclimate, expressed as the Euclidean distance of the ambient phytoclimate 
of a cell to its closest analogue in the global pool of future phytoclimates. In a–c, 
RCP 2.6 is shown in the left column and RCP 8.5 in the right column; the colour 
bars are scaled so that yellow to red colours indicate significant values of change, 
novelty and disappearance, respectively (see main text for the definition of the 
threshold value and Supplementary Figs. 4–6 for the sensitivity of the results 
to varying the threshold value). Values are medians across future climatologies 
generated by five different GCMs for each RCP.
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It is likely that this combination reduces the cold-limitation of the 
numerous species of woody growth forms with preference for mesic 
tropical and subtropical climates in our analysis, whilst the elevated 
temperatures disfavour many of the needleleaf and cold-deciduous 
woody species with preference for temperate conditions (Fig. 1).

Previous analyses of climatic variables found that the highest 
climatic novelty will emerge in the warmest of the ambient climates in 
the tropics9,10. Our analyses of phytoclimates suggest that these novel 
tropical climates are not functionally novel. For instance, although 
parts of the Sahara will be exposed to novel climates9,10, we predict 
that these novel climates will remain highly unsuitable for all plant 
growth forms, which means that the novel climates are not novel from 
a plant functional perspective. In the wet tropics where decreases in 
rainfall and higher temperatures are projected, the novel climates 
may promote more drought-adapted species, yielding growth-form 
suitability combinations (phytoclimates) already observed elsewhere. 
For example, the Amazon and parts of the Cerrado are novel climate 
regions9,10, yet we predict that phytoclimates currently realized in the 
Cerrado are advancing in the Amazon and are themselves partially 
replaced by phytoclimates currently realized in the Caatinga (Fig. 2c), 
meaning that no novel phytoclimates emerge in this region.

Only 0.1% (RPC 2.6) to 1.3% (RPC 8.5) of ambient phytoclimates 
are projected to disappear by 2070 (Fig. 3d). As with novelty, the disap-
pearance of phytoclimates is forecast to occur primarily in the mesic 
subtropical climates on the eastern sides of the continents and there 
was good agreement between the five projections per RCP on where 
novel and disappearing phytoclimates are located (Extended Data 
Figs. 3b,c and 4b,c). Disappearing phytoclimates were seldom in the 
same grid cells that were predicted to support novel phytoclimates. 
For instance, using the threshold applied in Fig. 3, only 25% of the grid 
cells with a disappearing phytoclimate were projected to be operat-
ing under a novel phytoclimate in 2070, whereas 75% of the cells with 
disappearing phytoclimates will be operating under a phytoclimate 
that is found elsewhere today.

The spatial resolution of this analysis can hide details of the geog-
raphy of changing phytoclimates. While we fitted the species growth 
models using climatic forcing data with 1 km spatial resolution, our 
global analysis of phytoclimates used a grid with 25 km spatial resolu-
tion. This aggregation removes the (phyto)climatic heterogeneity 
within the 25 km cells, preventing the detection of finer phytoclimatic 
patterns in topographic heterogeneous areas such as mountain ranges. 
For example, the alpine tundra of the European Alps is not visible on 
our map of phytoclimatic zones (Fig. 2a). A higher resolution would 
allow the presence and dynamics of such micro-phytoclimates to be 
projected.

Moreover, while we explored uncertainty originating from RCP 
and GCM (Extended Data Figs. 3–6), we did not explore uncertainty 
originating from the model used to estimate climatic suitability for the 
individual plant species. Our growth-form suitability projections are 
therefore partly contingent on the assumptions of the growth model 
used to estimate species-level suitability. While in principle any suit-
ability or species distribution model could be used in the workflow, in 
practice, many existing alternative models may be inappropriate for 
this task. First, correlative suitability models have limited transfer-
ability33,44, producing implausible growth-form suitability surfaces24, 
whereas the process-based TTR-SDM used here was successful in model 
transferability tests33 and produces plausible suitability surfaces24,30. 
Second, alternative models do not consider how elevated atmospheric 
CO2 concentrations may influence photosynthesis and thereby spe-
cies ranges. Third, sensitivity analyses (Supplementary Fig. 8) show 
that robust estimates of growth-form suitability surfaces require of 
the order of hundreds of species distribution models, meaning that 
only process-based models which can be calibrated for many species 
are suitable for this task. On another level, uncertainty in the spe-
cies distribution model needs to be evaluated in the context of other 

sources of uncertainty, such as uncertainty in the occurrence data, the 
assignment of species to growth-form classes and the climatic forcing 
data used to calibrate the models and to project them into the future.

Discussion
Global greenhouse gas emissions are currently tracking the RCP 8.5 
scenario45. Under this scenario, our analysis predicts that almost the 
entire vegetated land surface will be subject to substantial changes in 
how climate supports the different types of plants that define terrestrial 
ecosystems (Fig. 3a). This is likely to impact on ecosystem structure, 
functioning and dynamics. For example, successional trajectories may 
no longer follow the usual sequences21,46,47 and some undesired growth 
forms may increase in abundance48, complicating ecosystem restora-
tion and management. The prospect of changes in ecosystem structure 
and functioning supports growing calls for ecosystem managers to 
realign their goals and practices4–6. For instance, conservation manage-
ment in protected areas often seeks to retard change by removing invad-
ing species but, if climatic forcing threatens the baseline states, actions 
that enhance the ability of ecosystems to track climatic forcing may be 
more effective5,6. Tracking climatic forcing would require that manag-
ers plan actions that ensure that locally declining species can reach 
suitable locations elsewhere, for instance species translocations49 or 
enhancing the permeability of agricultural landscapes50. Management 
actions that aim to retard change need to be carefully planned since 
such actions, if not sustained, will be a waste of resources51. Similarly, 
in ecological restoration it is common to use predefined baseline states 
as target points52 but these targets will become increasingly unattain-
able as climate deviates from domains that allow the targeted baseline 
states47. Our analysis can be used as a guide to identify locations where 
future climates will not support current ecosystem states and where 
managers could consider switching from preservation to managing 
the trajectories of change5,6. Our projections of shifts in phytoclimatic 
zones (Fig. 2) may serve to reduce uncertainty about these trajectories 
because they show which type of phytoclimate is expected in a locale 
in the future and where experience with managing ecosystems under 
such a phytoclimate may already exist.

Our analysis predicts how the climatic forcing of ecosystems 
is changing but other factors, not considered in our analysis, will 
influence the extent and rate at which ecosystems follow the trajec-
tories of climatic forcing. In particular, disturbances or dieback of 
late-successional vegetation can accelerate change in ecosystems21. 
Other factors, such as dispersal limitation53, priority effects of resident 
communities54, persistence of declining remnant populations55 or 
microclimatic buffering by tree canopies56 can cause ecosystems to 
lag behind the climatic forcing, leading to a disequilibrium between 
climate forcing and ecosystem state. An ecosystem in strong disequi-
librium with climate is, however, at high risk of sudden and potentially 
undesired transitions when the barriers to change have been over-
come32, underlining that it may be prudent to proactively manage 
the change in ecosystems to reduce risks associated with mismatches 
between climate forcing and ecosystem states. This could be achieved 
by various means including assisted migration, increasing landscape 
connectivity49,50,57 and rewilding58,59. All of these require authentic 
shifts in management paradigms, which may be warranted given that 
most of the land surface will, according to our analysis, be subject to 
fundamental changes in climatic forcing.

Novel phytoclimates also have implications for ecosystem man-
agement. Novelty in our analysis emerges when the climate supports 
plant growth forms in unprecedented ways. The emergence of novel 
phytoclimates confronts biodiversity managers with deeper uncer-
tainty on how ecosystems respond to management actions13 and how 
the structure and function of the ecosystems may change. That is, 
where novel phytoclimates emerge, managers cannot rely on experi-
ence gained by managers elsewhere. The palynological record indicates 
that no-analogue climates in the last late-glacial period supported 
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vegetation formations without a present-day analogue60, suggesting 
that the novel phytoclimates of the future may, as they have done in 
the past, give rise to novel ecosystems.

The interpretation of disappearing phytoclimates is that some 
of the ways in which climate currently supports plant growth forms 
will not be realized in the future. As these phytoclimates disappear, 
there is potential for the ecosystem types that form under these phy-
toclimates to disappear. It follows that regions in which we project 
disappearing phytoclimates are high-risk areas for biodiversity loss 
because it is unlikely that these ecosystem states can assemble or be 
restored elsewhere. We found a coherent pattern in the distribution of 
disappearing and novel phytoclimates, suggesting priority areas for 
conservation monitoring and action.

The hotspots of phytoclimatic change, novel phytoclimate emer-
gence and phytoclimate disappearance predicted in this study (Fig. 3) 
differ clearly from regions of analogous climatic changes identified in 
previous global studies9,10. These studies used climate system variables 
of broad ecological relevance that were standardized against their 
interannual variability in the time period covered by the ambient cli-
matology. This standardization emphasizes changes in variables that 
are large relative to their historical variability because such changes 
are assumed to have stronger ecological effects and tend to upweight 
changes in temperature over changes in precipitation since the inter-
annual variability of temperature is often smaller9. Our approach, by 
contrast, uses an ecophysiological growth model to transform monthly 
climate variables into estimates of climatic suitability for individual 
species and, by grouping species into growth forms, the climatic suit-
ability for the plant growth forms defining terrestrial ecosystems. 
That is, the ecological effect of temporal changes in climate variables 
is prescribed by the fitted plant growth models and summarized in the 
future growth-form suitability surfaces. This phytoclimatic transfor-
mation explains why tropical regions, which are predicted to produce 
novel climates due to warmer temperatures9,10, are not predicted to 
produce novel phytoclimates as warming proceeds. Specifically, as 
warming proceeds, the suitability for all growth forms is forecast to 
decline in the equatorial regions (Extended Data Figs. 7 and 8) and the 
phytoclimate in these regions will become similar to phytoclimatic 
zones supporting more drought-adapted and seasonal ecosystems 
which already exist elsewhere (Fig. 2b,c).

Global greenhouse gas emissions are currently tracking RCP 8.5 
predictions45 under which severe climatic changes are forecast1. Our 
analysis suggests that these climatic changes are likely to force a pro-
found transformation of the biosphere, ensuring that substantial 
adaptation measures will be necessary for biodiversity conservation, 
agriculture and forestry. Our findings, however, also show that changes 
to the biosphere would be considerably milder under RCP 2.6, which 
supports the view that cutting greenhouse gas emissions would fun-
damentally reduce climate change risks for biodiversity, ecosystem 
functioning and agricultural production.

Methods
Environmental data
The plant growth model (described below) is forced with data on 
monthly minimum, mean and maximum temperature, monthly soil 
moisture, monthly solar radiation and atmospheric CO2 concentra-
tions. Nitrogen uptake is simulated as a function of temperature, soil 
moisture and soil nitrogen content32. In this application of the model 
we assumed the same soil nitrogen content in all grid cells, which means 
that plant nitrogen uptake in the model is influenced by temperature 
and soil moisture only. This is appropriate because this analysis aims 
to estimate the climatic suitability of geolocations. Ambient monthly 
temperature data (averages for the period 1979–2013) were down-
loaded from the CHELSA database61 v.1.2. Solar radiation data were 
downloaded from the Global Aridity and PET Database v.1 (https://
csidotinfo.wordpress.com/data/global-aridity-and-pet-database/). 

We developed a soil moisture model that is similar to that of the Global 
Aridity and PET Database and predicts monthly soil moisture on the 
basis of monthly values of precipitation, solar radiation, minimum, 
mean and maximum temperature and soil field capacity and wilting 
point, using a Hargreaves-type model of monthly potential evapotran-
spiration. Ambient monthly precipitation data (averages for the years 
1979–2013) were taken from CHELSA v.1.2 and soil field capacity and 
wilting point data from the Global Gridded Surfaces of Selected Soil 
Characteristics (IGBP-DIS) dataset62. The modelled soil moisture values 
reflect soil moisture available for evapotranspiration and are not influ-
enced by the vegetation of a grid cell. For model fitting, we assumed 
an ambient atmospheric CO2 concentration of 338 ppm (ref. 63).  
All environmental data were resampled to 1 km resolution if necessary 
and projected to the equal area World Eckert IV projection, which was 
used in all analyses and maps.

We downloaded ten downscaled Coupled Model Intercomparison 
Project Phase 5 (CMIP5) temperature and precipitation climatolo-
gies for 2070 (averages for the period 2061–2080) projected by five 
CMIP5 GCMs under two emission scenarios (RCP 2.6 and 8.5) from 
CHELSA v.1.2. The five GCMs were: CCSM4 (ref. 64), CNRM-CM5  
(ref. 65), FGOALS-g2 (ref. 66), MIROC-ESM (ref. 67) and MPI-ESM-LR 
(ref. 68). These models were chosen to represent a wide range of uncer-
tainty in climate change projections originating from different GCMs69. 
Future monthly soil moisture was predicted with our soil moisture 
model for each of the ten climatologies for 2070. Solar radiation in 
2070 was assumed to be the same as today. We focus on RCP 2.6 and 
RCP 8.5 because the former represents an optimistic emissions reduc-
tion scenario whereas the latter represents a pessimistic scenario 
that assumes continued growth in emissions70 and is the scenario the 
world is currently tracking most closely45. We assumed atmospheric 
CO2 concentrations in 2070 of 438 ppm and 677 ppm for RCP 2.6 and 
RCP 8.5, respectively63.

We classified the grid cells of a global map into 20 environmental 
zones based on the ambient monthly environmental forcing data 
used by the plant growth model (Supplementary Fig. 9). We used the 
clara algorithm in the cluster package in R to classify the cells and 
optimized the separation of cells into the 20 clara clusters by means 
of a discriminant analysis of principal components (DAPC)71 computed 
from the environmental data. The resulting environmental zones were 
used later for generating stratified samples of species presence and 
pseudo-absence records that were used to fit the plant growth model.

Species distribution and growth-form data
We downloaded distribution data of all vascular plant species in the 
BIEN database v.4.1 (http://bien.nceas.ucsb.edu/bien/), using the BIEN 
R package72. We used the non-public version of BIEN, which contains 
sensitive occurrence data of endangered species not included in the 
public BIEN version and was made available to us upon request.

Most occurrence records in BIEN come from herbarium collections 
(see Acknowledgments section for collections used in this analysis), 
ecological plots and surveys73,74 as well as from plant trait observations. 
BIEN also includes data from NeoTropTree (http://www.neotroptree.
info/), RAINBIO (http://rainbio.cesab.org/), TEAM (https://www.wild-
lifeinsights.org/team-network) and The Royal Botanical Garden of 
Sydney, Australia (https://www.rbgsyd.nsw.gov.au/) and plot data from 
CVS, CTFS, FIA, NVS, SALVIAS, TEAM, VEGBANK and MADIDI (https://
bien.nceas.ucsb.edu/bien/data-contributors/all/). A full list of refer-
ences for BIEN occurrence records used in this study can be found in 
Supplementary Table 2.

The R package CoordinateCleaner v.2.0–11 (ref. 75) was used to 
remove records with either zero longitude or latitude and records 
within a buffer of 10 km around country and province centroids, 
5 km around country capitals and 200 m around biodiversity institu-
tions (herbariums, museums or universities), respectively. In addi-
tion, we computed country centroids from the Database of Global 
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Administrative Areas v.3.4 and removed records within a 50 km buffer 
to these centroids. We only retained one occurrence record per 1 km 
grid cell and species.

The species were grouped into 14 growth forms: evergreen 
broadleaf trees and shrubs, cold-deciduous and drought-deciduous 
broadleaf trees and shrubs, needleleaf trees, C3 and C4 grasses, forbs 
(excluding geophytes and therophytes), geophytes, therophytes, 
terrestrial succulents and climbers. All Pinales, except Gnetales and 
Podocarpaceae, were classified as needleleaf trees, that is all Arau-
cariaceae, Cephalotaxaceae, Cupressaceae, Pinaceae, Sciadopityaceae 
and Taxaceae. All species of the Poales families Poaceae, Cyperaceae, 
Juncaceae, Anarthriaceae, Centrolepidaceae, Ecdeiocoleaceae, Joinvil-
leaceae, Restionaceae, Thurniaceae and Typhaceae were classified as 
grasses. The database of ref. 76 was then used to identify grass species 
with C4 photosynthetic pathway. We classified all species listed in the 
Illustrated Handbook of Succulent Plants as succulents77, with updated 
lists for monocotyledons78 and Cactaceae79. Woody succulents were 
treated as succulents and not as trees or shrubs.

For all remaining species, we extracted information on growth 
form and leaf phenology from BIEN and GIFT v.2.1 (ref. 80). We first 
searched for species-level information in BIEN and filled the gaps with 
species-level information in GIFT. If growth form and phenology data 
were still missing for a species, we searched for genus-level informa-
tion in BIEN and filled the gaps with genus-level information in GIFT. 
If data were still missing after this step, we searched for family-level 
information in BIEN and filled the gaps with family-level information 
in GIFT. If several entries with contrasting information were available 
(for example, a species had entries as a shrub and a tree), we used the 
most frequent entry. We assigned species classified in BIEN and GIFT 
as herb or fern to the forb category. Species classified as graminoids by 
BIEN and GIFT were also classified as forbs by us, unless they belonged 
to one of the Poales mentioned above. The forbs were then split into 
geophytes, therophytes and other forbs using life-form information in 
GIFT. We assigned species classified in BIEN as climber, liana or vine to 
the climber category, as well as species classified in GIFT as obligatory 
climbers, liana or vine. Palms were treated as trees. We excluded tree 
and shrub species with leaf phenology entries ’variable’ (GIFT) or ‘varia-
ble or conflicting information’ (BIEN), aquatic species and all epiphytes 
(including succulent epiphytes) because they do not use soil moisture 
and thus cannot be modelled with our approach (GIFT includes a com-
prehensive global checklist of vascular epiphytes81 that was used to 
identify epiphytes). Cold-deciduousness and drought-deciduousness 
of trees and shrubs were determined by plotting the BIEN distribution 
records on a world map of Köppen–Geiger climates82. Species with 
>50% of records in cold climates (Köppen–Geiger zones Cf, D and E)  
were defined as cold-deciduous and the remaining species were 
assumed to be drought-deciduous. References for BIEN growth-form 
data can be found in Supplementary Table 3.

Name matching between data sources was accomplished with 
the Taxonomic Name Resolution Service83, which uses the Missouri 
Botanical Garden’s Tropicos database (https://tropicos.org), The Plant 
List (http://www.theplantlist.org, now inactive) and the USDA Plants 
Database (http://plants.usda.gov).

Growth and species distribution modelling
We used the TTR-SDM32, an ecophysiological species distribution 
model for plants, to identify climatically suitable grid cells for each 
plant species. The TTR-SDM is based on Thornley’s transport resistance 
(TTR) model31, which describes in a series of dynamic equations how the 
biomass accumulation of an individual plant is influenced by the uptake 
of carbon and nitrogen, their allocation between sinks and sources and 
growth processes. The TTR-SDM32 includes a series of functions that 
describe how the resource uptake (carbon and nitrogen) and growth 
processes in the TTR model are influenced by monthly minimum, mean 
and maximum temperature, soil moisture, solar radiation, soil nitrogen 

and atmospheric CO2 concentration. Supplementary Fig. 10 provides a 
graphical representation of how these environmental forcing variables 
influence the resource uptake and growth rates in the TTR-SDM. The 
model’s equations prescribe the general shape of these relationships 
(trapezoidal or saturating); however, the values of the forcing vari-
ables at which the physiological rates change are species-specific and 
are estimated for each plant species separately; these values are the 
model’s parameters (n = 18; Supplementary Fig. 10) and we estimate 
them from species distribution data as described further below.

The model’s equations define that each of the forcing variables 
can colimit a plant’s resource uptake and growth analogous to Liebig’s 
law of the minimum and that allocation of the assimilated resources 
between resource sources and sinks is driven by transport resistance 
processes32. The model is run on a monthly time step using the ambi-
ent and the 2070 monthly climatology, respectively, which allows it to 
explicitly simulate how monthly fluctuations in the forcing variables 
colimit a plant’s resource uptake, allocation and growth. That is, the 
model simulates that the monthly biomass accumulation of a plant is 
colimited by the temperature, soil moisture, solar radiation and soil 
nutrients that a plant is exposed to each month of a simulation33.

The TTR-SDM version used here uses a Farquhar-type photosyn-
thesis model84 to describe how potential carbon assimilation rates are 
colimited by light, temperature and atmospheric CO2 concentration 
and how this colimitation differs for C3 and C4 plants (details in ref. 24).  
We assume that each species uses either the C3 or the C4 photosyn-
thetic pathway and use universal parameterizations of the C3 and C4 
Farquhar models. Therefore, each grid cell has a universal maximum 
rate of monthly C3 or C4 carbon uptake that is determined by light, 
temperature and atmospheric CO2 and this universal maximum rate can 
be further reduced by species-specific shoot-nitrogen and soil-water 
dependencies of carbon uptake (Supplementary Fig. 10).

The prescribed way in which environmental factors influence 
physiological processes (Supplementary Fig. 10), the simulation of 
monthly colimitation dynamics and the explicit consideration of CO2 
effects via a Farquhar-type carbon assimilation model are key con-
ceptual differences to correlative species distribution models. These 
properties allow the model to extrapolate in physiologically plausible 
ways to novel data domains, thereby accommodating both novel data 
ranges and novel combinations of monthly values of climate vari-
ables. For example, a model comparison33,85 between the TTR-SDM and 
the widely used correlative SDM Maxent86 showed that, although the 
TTR-SDM has slightly lower ability to describe the species distribution 
data in the climate-data domain used to fit the models, it had a substan-
tially better ability to describe independent species distribution data 
outside the climate-data domain used to fit the models. This model 
comparison provides confidence that the TTR-SDM can identify suit-
able climatic conditions.

To parameterize the model, one could measure the 18 model 
parameters shown in Supplementary Fig. 10 in the laboratory but this 
is not feasible when the goal is to parameterize the model for many 
species. The alternative is to infer the parameters from species distri-
bution data and gridded climatologies. Conceptually, we achieve this 
as follows. First, we use the monthly climatic forcing data to simulate 
the biomass growth of a species at its presence and absence locations. 
Once the simulated biomass reaches equilibrium with the climate 
system forcing data, we use the natural log of this simulated biomass 
as the linear predictor in a logistic regression model that predicts the 
observed presences and absences of the species. The simulated bio-
mass values are skewed and in such cases the complementary log-log 
link function is recommended. We therefore use the complementary 
log-log link function in this study. In practice, using logit or the com-
plementary log-log often does not make a large difference87, even if 
there are theoretical reasons to prefer the complementary log-log. The 
inference process then uses an optimization algorithm to iteratively 
improve the likelihood of this regression model by optimizing the 18 
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parameters of the growth model (Supplementary Fig. 10), which are 
constrained by the prescribed trapezoidal and step functions defined 
by the model’s equations32. This optimization was performed using the 
Differential Evolution genetic algorithm88, a stochastic optimization 
method implemented in R in the DEoptim package89,90. We allowed the 
algorithm to iterate 1,000 times, which we found to be sufficient for 
generating stable parameterizations of the TTR-SDM.

We attempted to fit the TTR-SDM for species with at least seven 
presence data points. All presence points were used if less than 400 
points were available. If more presence points were available, we took 
a random sample of presence points that conserved the proportions 
of the 20 environmental zones defined above (Supplementary Fig. 
9) in the full set of presence points. For species with more presence 
records than environmental zones, we then sampled the same num-
ber of pseudo-absence points as presence points (the actual number 
varied slightly due to integer rounding). The probability of selecting 
a pseudo-absence point in an environmental zone was inversely pro-
portional to the proportions of the zones in the presence point sample, 
which ensured that zones strongly represented in the presence point 
sample were less likely to be included in the pseudo-absence points 
sample. For species with less presence records than environmental 
zones, we used 20 pseudo-absence points to better constrain the 
parameter estimation. We found in a pilot study using the benchmark-
ing dataset from ref. 33 that our sampling strategy for pseudo-absence 
points produced parameterizations of the TTR-SDM that had the high-
est ability to predict independent species distribution data. Other 
tested sampling strategies used the same stratified strategy as above 
but with two, five and ten times the number of pseudo-absence points 
as presence points, stratified sampling of pseudo-absence points 
without downweighting, random sampling of pseudo-absence points 
and the target-group approach91, each with two, five and ten times the 
number of pseudo-absence points as presence points. These alternative 
strategies were found to generate parameterizations of the TTR-SDM 
with marginally lower predictive accuracy.

Once the final parameterization is found, we use it to simulate the 
potential biomass of a species in the cells of a global grid using their 
monthly climatologies. The complementary log-log of the natural log 
of biomass is then used to calculate a suitability score (0–1). Last, to 
convert this suitability score into a binary prediction (0,1), we chose 
a threshold suitability score that maximizes the sum of true positives 
and true negatives in the presence and (pseudo-)absence data used to 
parameterize the model. The result is a map showing where the climate 
is suitable for that species.

The predictive accuracy of the model is then evaluated using 
the true skill statistic (TSS) calculated from a confusion matrix92 
that was computed using the abovementioned threshold. Models 
with low predictive accuracy (TSS ≤ 0.7) were removed. This resulted 
in fitted models for 135,153 species, consisting of 24,362 evergreen 
trees, 3,173 dry-deciduous trees, 1,270 cold-deciduous trees, 439 
needleleaf trees, 24,853 evergreen shrubs, 2,074 dry-deciduous 
shrubs, 1,943 cold-deciduous shrubs, 21,903 therophytes, 8,297 
geophytes, 23,538 forbs, 6,888 C3 grasses, 2,814 C4 grasses, 3,609 
succulents and 9,990 climbers.

The parameters of the species models were estimated using the 
above-mentioned environmental forcing data interpolated to a 1 km 
grid. For subsequent data analyses these species models were projected 
onto a 25 km grid.

DEoptim is a robust and efficient global optimization algorithm 
capable of finding optima on irregularly shaped likelihood surfaces88. 
The stochastic nature of the algorithm means that running DEoptim 
several times for the same species can produce different parameter 
estimates. This parameter uncertainty produces uncertainty about 
the potential ranges of individual species, which we use to calculate 
the proportion of species of each growth form that could grow in the 
grid cells (the growth-form suitability values shown Fig. 1). The large 

number of species used in this analysis, however, ensures that the 
described species-level uncertainty is a negligible source of uncertainty 
in the growth-form suitability values. Supplementary Fig. 11 shows that 
taking five random samples of 50% of the species of a growth form and 
calculating the suitability scores of the grid cells from each sample 
yields almost identical suitability scores. In most growth forms, even 
smaller subsets would produce identical results (Supplementary Fig. 8).  
The saturating curves in Supplementary Fig. 8 also show that the num-
bers of species used in this study were sufficient to characterize the 
climatic preferences of each growth form. An additional sensitivity 
analysis showed that the estimation of the ambient suitability surfaces 
was robust to excluding all species with less than 20 occurrence records 
(Supplementary Fig. 12).

Biases in the species distribution data and the use of modelled 
coarse (1 km resolution) climate forcing data may bias the parameteri-
zation of the TTR-SDM. Model comparisons, however, show that the 
TTR-SDM is less biased than correlative SDMs in predicting locations 
where the climate is suitable for a species33,85. Moreover, so long as 
these biases are not systematic, our procedure of averaging over many 
species models creates robust estimates of the growth-form suitability 
surfaces (Supplementary Figs. 8, 11 and 12).

Data analysis
For each 25 km grid cell, we calculated the proportion of species of each 
growth form that can grow in the cell according to the fitted TTR-SDM. 
This proportion is interpreted as the climatic suitability of a grid cell 
for a growth form (Fig. 1).

To find groups of cells with similar suitabilities for different growth 
forms we used finite Gaussian mixture modelling as implemented in 
the R package mclust93. We refer to the geographic projection of these 
groups as phytoclimatic zones (Fig. 2a). We estimated the Bayesian 
information criterion (BIC) for different variations of the mclust algo-
rithm, which revealed that the option ‘VEV’, allowing ellipsoidal, equally 
shaped clusters, consistently performed better than the alternatives. 
We used this option to model the clusters.

Using the number of (terrestrial) biomes delimited by global 
biome maps to guide the optimal number of clusters, one might delimit 
for instance 13 (ref. 94), 14 (ref. 95), 20 (refs.96,97), 21 (ref. 98) or 30 
(ref. 99) clusters. We used 18 clusters to trade-off information content 
versus interpretability. The BIC of the VEV clustering models improved 
with the number of clusters used up to 30 clusters but indicated that 
the BIC of 18 clusters was not substantially lower than the maximum 
BIC at 30 clusters.

Our indices of novelty, disappearance and local change of phyto-
climates, as well as the projections of shifts in phytoclimatic zones by 
2070, are based on the multivariate Euclidean distances (ED) between 
ambient and future climatic suitabilities:

ED (i, j) =
√√√
√

14
∑
k=1

(bk,i − ak, j)
2

where ak,i and bk,j are the ambient and future suitabilities for growth 
form k in grid cells i and j, respectively. For within grid cell phytoclimatic 
change, i equals j. Note that the growth-form suitability values all range 
from 0 to 1. We calculated the novelty of the future phytoclimate in grid 
cell x by setting i = x and calculating ED(i,j) for j = 1 to N, where N is the 
total number of grid cells in the global 25 km grid. The minimum of 
these EDs is the distance of a future phytoclimate to its closest ambient 
analogue (EDmin). A high EDmin thus indicates a high degree of novelty. 
Analogously, to determine phytoclimatic disappearance, we set j = x 
and calculate ED(i,j) for i = 1 to N and calculate the minimum of these 
EDs. Here, high values of EDmin indicate that an ambient phytoclimate 
has no close future analogue. Extended Data Figs. 3 and 4 show phy-
toclimatic change, novelty and loss for each GCM separately. Figure 3 
shows the median values across the five projections per RCP.
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To generate projections of shifts in phytoclimatic zones by 2070, 
we calculated the minimum ED of a future phytoclimate to its closest 
ambient analogue and extracted the ambient phytoclimatic zone 
of this closest ambient analogue. The future phytoclimate was then 
assigned to this phytoclimatic zone. Extended Data Fig. 5 shows shifts 
in phytoclimatic zones for each combination of RCP and GCM. Figure 
2b in the main text shows the projection of zone shifts based on the 
median growth-form suitability values across the five projections for 
RCP 2.6 and Fig. 2c shows the same for RCP 8.5.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
No new datasets were generated during the current study. The species 
distribution data were downloaded from the non-public version of the 
BIEN database v.4.1 (http://bien.nceas.ucsb.edu/bien/), which was 
made available to us upon request to BIEN. Plant trait and life-history 
data used to infer the growth forms of the species came from BIEN, 
GIFT80 (https://gift.uni-goettingen.de/home), the Illustrated Handbook 
of Succulent Plants77–79 and the global database of C4 photosynthesis 
in grasses76. Temperature and rainfall data were downloaded from 
CHELSA v.1.2 (https://chelsa-climate.org/), solar radiation data were 
downloaded from the Global Aridity and PET Database v.1 (https://csi-
dotinfo.wordpress.com/data/global-aridity-and-pet-database/). Data 
on soil field capacity and wilting point came from the Global Gridded 
Surfaces of Selected Soil Characteristics (IGBP-DIS) dataset62 (https://
doi.org/10.3334/ORNLDAAC/569). Atmospheric CO2 concentrations 
were taken from ref. 63. Free vector data from www.naturalearthdata.
com were used to create the background country maps.

Code availability
R code to execute the TTR-SDM and a tutorial are available on Zenodo 
https://doi.org/10.5281/zenodo.10362617.
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Extended Data Fig. 1 | Climatic suitability for major plant growth forms 
in 2070 under RCP 2.6. Suitability is expressed as the proportion of plant 
species of a growth form for which the cells’ climate is suitable according to an 

ecophysiological plant growth model. The values are means across climatologies 
projected by five Global Circulation Models. Note that the range of the legend is 
slightly larger than that in Fig. 1 in the main text.
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Extended Data Fig. 2 | Climatic suitability for major plant growth forms 
in 2070 under RCP 8.5. Suitability is expressed as the proportion of plant 
species of a growth form for which the cells’ climate is suitable according to an 

ecophysiological plant growth model. The values are means across climatologies 
projected by five Global Circulation Models. Note that the range of the legend is 
slightly larger than that in Fig. 1 in the main text.
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Extended Data Fig. 3 | (A) Change, (B) novelty and (C) disappearance of 
phytoclimates by 2070 under RCP 2.6 for five different Global Circulation 
Models. The phytoclimate of the cells is the suitability of the local climate for 
14 plant growth forms that characterize the structure of terrestrial ecosystems. 
(a) Local change in phytoclimate. (b) Novelty of the projected phytoclimate in 

2070, expressed as the Euclidean distance of a cell’s future phytoclimate to its 
closest ambient analogue. (c) Risk of disappearance of the existing phytoclimate, 
expressed as the Euclidean distance of a cell’s ambient phytoclimate to its closest 
future analogue.
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Extended Data Fig. 4 | (A) Change, (B) novelty and (C) disappearance of 
phytoclimates by 2070 under RCP 8.5 for five different Global Circulation 
Models. The phytoclimate of the cells is the suitability of the local climate for 
14 plant growth forms that characterize the structure of terrestrial ecosystems. 
(a) Local change in phytoclimate. (b) Novelty of the projected phytoclimate in 

2070, expressed as the Euclidean distance of a cell’s future phytoclimate to its 
closest ambient analogue. (c) Risk of disappearance of the existing phytoclimate, 
expressed as the Euclidean distance of a cell’s ambient phytoclimate to its closest 
future analogue.

http://www.nature.com/natecolevol
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Extended Data Fig. 5 | Projected distribution of phytoclimatic zones in 2070 under different climate change scenarios. Shown is the projected distribution of 
phytoclimatic zones in 2070 under (A) RCP 2.6 and (B) RCP 8.5 when using climate data from five different Global Circulation Models.

http://www.nature.com/natecolevol
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Extended Data Fig. 6 | Agreement on phytoclimatic zone in 2070 between five projections that used 2070 climate data from different Global Circulation 
Models. A value of 5/5 means that all five projections made the same 2070 phytoclimatic zone prediction. A value of 2/5 means that only two of five projections made 
the same 2070 phytoclimatic zone prediction.

http://www.nature.com/natecolevol
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Extended Data Fig. 7 | Change in climatic suitability of grid cells for plant 
growth forms between ambient and 2070 climatologies under RCP 2.6. 
Change is expressed as change in proportion of species of a growth form  

that can grow in a cell according to our simulations. Values are medians  
across five projections that used 2070 climate data from different Global 
Circulation Models.

http://www.nature.com/natecolevol
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Extended Data Fig. 8 | Change in climatic suitability of grid cells for plant 
growth forms between ambient and 2070 climatologies under RCP 8.5. 
Change is expressed as change in proportion of species of a growth form  

that can grow in a cell according to our simulations. Values are medians  
across five projections that used 2070 climate data from different Global 
Circulation Models.

http://www.nature.com/natecolevol
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Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
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A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons
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AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings
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Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection No software was used to collect the data used in this study. The data were obtained from existing databases.

Data analysis R code to execute the physiological species distribution model used in this study and a tutorial were made available to the peer reviewers and 
will be published on Zenodo upon acceptance under this DOI: 10.5281/zenodo.10362617 (link will be activated upon acceptance). Analyses 
were conducted in R version 4.2.1

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

No new datasets were generated during the current study. All data sources used in the study are listed in the Data Availability statement.
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Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation), 
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Reporting on sex and gender This research did not involve human participants, their data, or biological material

Reporting on race, ethnicity, or 
other socially relevant 
groupings

This research did not involve human participants, their data, or biological material

Population characteristics This research did not involve human participants, their data, or biological material

Recruitment This research did not involve human participants, their data, or biological material

Ethics oversight This research did not involve human participants, their data, or biological material

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size Describe how sample size was determined, detailing any statistical methods used to predetermine sample size OR if no sample-size calculation 
was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

Data exclusions Describe any data exclusions. If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the 
rationale behind them, indicating whether exclusion criteria were pre-established. 

Replication Describe the measures taken to verify the reproducibility of the experimental findings. If all attempts at replication were successful, confirm this 
OR if there are any findings that were not replicated or cannot be reproduced, note this and describe why.

Randomization Describe how samples/organisms/participants were allocated into experimental groups. If allocation was not random, describe how covariates 
were controlled OR if this is not relevant to your study, explain why.

Blinding Describe whether the investigators were blinded to group allocation during data collection and/or analysis. If blinding was not possible, 
describe why OR explain why blinding was not relevant to your study.

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, 
quantitative experimental, mixed-methods case study). 

Research sample State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic 
information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For 
studies involving existing datasets, please describe the dataset and source.

Sampling strategy Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to 
predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a 
rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and 
what criteria were used to decide that no further sampling was needed.

Data collection Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, 
computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and 
whether the researcher was blind to experimental condition and/or the study hypothesis during data collection.

Timing Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample 
cohort.
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Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the 
rationale behind them, indicating whether exclusion criteria were pre-established.

Non-participation State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no 
participants dropped out/declined participation.

Randomization If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if 
allocation was not random, describe how covariates were controlled.

Ecological, evolutionary & environmental sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Analysis of climate-change risks for terrestrial ecosystems

Research sample Occurrence records of 135,153 vascular plant species with more than 6 occurrence records were used to fit the physiological species 
distribution models. This sample represents circa 1/3 of known vascular plant species. Occurrence data were retrieved from BIEN 
version 4.1.

Sampling strategy All species with a sufficient number of occurrence records were used.

Data collection Retrieved from BIEN version 4.1. BIEN contains data from different data sources. See https://bien.nceas.ucsb.edu/bien/data-
contributors/ for more information.

Timing and spatial scale Most records are from 20th and 21st century and are point occurrence records.

Data exclusions Species with less than 7 occurrence records in unique 1-km grid cells after applying pre-established data cleaning criteria were 
excluded. Seven was the minimum number for fitting the species distribution models. Threshold was pre-established.

Reproducibility All data used are public and and the code for fitting the species distribution model was provided.

Randomization Bootstrapping was applied to verify the robustness of the results (Supplementary Figure 8).

Blinding Blinding was not relevant for this study. All available data were used as long as they met pre-established criteria.

Did the study involve field work? Yes No

Field work, collection and transport

Field conditions Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

Location State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

Access & import/export Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in 
compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, 
the date of issue, and any identifying information).

Disturbance Describe any disturbance caused by the study and how it was minimized.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 
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Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Plants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies
Antibodies used Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

Validation Describe the validation of each primary antibody for the species and application, noting any validation statements on the 
manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines
Policy information about cell lines and Sex and Gender in Research

Cell line source(s) State the source of each cell line used and the sex of all primary cell lines and cells derived from human participants or 
vertebrate models.

Authentication Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for 
mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines
(See ICLAC register)

Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

Palaeontology and Archaeology

Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the 
issuing authority, the date of issue, and any identifying information). Permits should encompass collection and, where applicable, 
export.

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where 
they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are 
provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance 
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Animals and other research organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in 
Research

Laboratory animals For laboratory animals, report species, strain and age OR state that the study did not involve laboratory animals.

Wild animals Provide details on animals observed in or captured in the field; report species and age where possible. Describe how animals were 
caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, 
say where and when) OR state that the study did not involve wild animals.

Reporting on sex Indicate if findings apply to only one sex; describe whether sex was considered in study design, methods used for assigning sex. 
Provide data disaggregated for sex where this information has been collected in the source data as appropriate; provide overall 
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numbers in this Reporting Summary. Please state if this information has not been collected.  Report sex-based analyses where 
performed, justify reasons for lack of sex-based analysis.

Field-collected samples For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, 
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance 
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data
Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.

Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.

Outcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

Dual use research of concern
Policy information about dual use research of concern

Hazards
Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented 
in the manuscript, pose a threat to:

No Yes

Public health

National security

Crops and/or livestock

Ecosystems

Any other significant area

Experiments of concern

Does the work involve any of these experiments of concern:

No Yes
Demonstrate how to render a vaccine ineffective

Confer resistance to therapeutically useful antibiotics or antiviral agents

Enhance the virulence of a pathogen or render a nonpathogen virulent

Increase transmissibility of a pathogen

Alter the host range of a pathogen

Enable evasion of diagnostic/detection modalities

Enable the weaponization of a biological agent or toxin

Any other potentially harmful combination of experiments and agents

Plants
Seed stocks Report on the source of all seed stocks or other plant material used. If applicable, state the seed stock centre and catalogue number. If 

plant specimens were collected from the field, describe the collection location, date and sampling procedures.

Novel plant genotypes Describe the methods by which all novel plant genotypes were produced. This includes those generated by transgenic approaches, 
gene editing, chemical/radiation-based mutagenesis and hybridization. For transgenic lines, describe the transformation method, the 
number of independent lines analyzed and the generation upon which experiments were performed. For gene-edited lines, describe 
the editor used, the endogenous sequence targeted for editing, the targeting guide RNA sequence (if applicable) and how the editor 
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was applied.

Authentication Describe any authentication procedures for each seed stock used or novel genotype generated. Describe any experiments used to 
assess the effect of a mutation and, where applicable, how potential secondary effects (e.g. second site T-DNA insertions, mosiacism, 
off-target gene editing) were examined.

ChIP-seq

Data deposition
Confirm that both raw and final processed data have been deposited in a public database such as GEO.

Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links 
May remain private before publication.

For "Initial submission" or "Revised version" documents, provide reviewer access links.  For your "Final submission" document, 
provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.

Genome browser session 
(e.g. UCSC)

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to 
enable peer review.  Write "no longer applicable" for "Final submission" documents.

Methodology

Replicates Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and 
whether they were paired- or single-end.

Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and 
lot number.

Peak calling parameters Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files 
used.

Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.

Software Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a community 
repository, provide accession details.

Flow Cytometry

Plots
Confirm that:

The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).

All plots are contour plots with outliers or pseudocolor plots.

A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a 
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the 
samples and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell 
population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.
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Magnetic resonance imaging

Experimental design

Design type Indicate task or resting state; event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial 
or block (if trials are blocked) and interval between trials.

Behavioral performance measures State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used 
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across 
subjects).

Acquisition
Imaging type(s) Specify: functional, structural, diffusion, perfusion.

Field strength Specify in Tesla

Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, 
slice thickness, orientation and TE/TR/flip angle.

Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

Diffusion MRI Used Not used

Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, 
segmentation, smoothing kernel size, etc.).

Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for 
transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. 
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and 
physiological signals (heart rate, respiration).

Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and 
second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether 
ANOVA or factorial designs were used.

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference

(See Eklund et al. 2016)

Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).

Models & analysis

n/a Involved in the study
Functional and/or effective connectivity

Graph analysis

Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, 
mutual information).

Graph analysis Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, 
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Graph analysis subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, 
etc.).

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation 
metrics.
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