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Learning and navigating digitally rendered haptic spatial
layouts
Ruxandra I. Tivadar1,2,3,4,5✉, Benedetta Franceschiello1,5,6, Astrid Minier1,2 and Micah M. Murray 1,2,5✉

Learning spatial layouts and navigating through them rely not simply on sight but rather on multisensory processes, including
touch. Digital haptics based on ultrasounds are effective for creating and manipulating mental images of individual objects in
sighted and visually impaired participants. Here, we tested if this extends to scenes and navigation within them. Using only tactile
stimuli conveyed via ultrasonic feedback on a digital touchscreen (i.e., a digital interactive map), 25 sighted, blindfolded participants
first learned the basic layout of an apartment based on digital haptics only and then one of two trajectories through it. While still
blindfolded, participants successfully reconstructed the haptically learned 2D spaces and navigated these spaces. Digital haptics
were thus an effective means to learn and translate, on the one hand, 2D images into 3D reconstructions of layouts and, on the
other hand, navigate actions within real spaces. Digital haptics based on ultrasounds represent an alternative learning tool for
complex scenes as well as for successful navigation in previously unfamiliar layouts, which can likely be further applied in the
rehabilitation of spatial functions and mitigation of visual impairments.
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INTRODUCTION
It has been recently shown that digitally simulated haptics can
confer spatial object relations by reducing screen friction via
ultrasonic feedback in both sighted and visually impaired
individuals1–3. The technology that we refer to here as “digital
haptics” operates in the following manner. The touchscreen of a
tablet device monitors the position of the fingertip. Localised
piezoelectric actuators, in turn, vibrate at ultrasonic frequencies to
dynamically change the perceived friction at the fingertip and
thus give the impression of texture. Specifically, our laboratory has
tested the efficacy of this technology during haptically-based
object recognition and mental rotation. In Tivadar et al. (2019,
2020) blindfolded sighted and visually impaired participants were
asked to feel ultrasonic vibrotactile letters displayed digitally on
the screen of a haptic tablet (i.e., surface haptic display4, or digital
interactive map5) presented at various orientations (i.e., rotated at
0, 90, 180, or 270°) via active exploration with the fingertip. They
then decided whether these letters were presented in mirror-
reverse or normal form. To complete the task, participants had to
first recognise the letter, then resolve the orientation, rotate it in
their minds back to a 0° angle, and then realise whether the image
is presented in normal or mirror-reverse. Participants were able to
successfully use the digital haptics in this mental rotation task of
2D letter stimuli, demonstrating that digital haptics can support
both the creation of mental images, and the mental manipulation
of these images. In addition, a multitude of recent studies has
investigated the use of vibrotactile cues to transmit graphical and
spatial information and to support spatial tasks such as object
recognition, detection of orientation, and creation of cognitive
maps and wayfinding (reviewed in6, see also7). However, it
remains unknown whether spatial information can also be

transmitted by technology manipulating skin indentation using
ultrasonic tactile feedback.
Spatial functions related to mobility and navigation can be

supported by visual, tactile, and auditory stimuli8–11; see ref. 11 for
a recent review). Despite the fact that vision and touch use
different metrics and geometries12, and that there is no one-to-
one mapping between them, vision and touch are intimately
linked13. For example, visual areas are activated during a variety of
tactile tasks14, for example, during perception of haptic/tactile
form15–18. In addition, vibrotactile cues have proven efficient in
capturing spatial attention19 and guiding visual search perfor-
mance20. While visual experience might be necessary to develop
the brain areas supporting normal spatial functions21, research
demonstrates that spatial representations can be achieved in a
largely modality-independent fashion22, and engage a common
representational system8,23. Indeed, the functional equivalence
hypothesis states that processes that depend only on spatial
images as their positional inputs will treat in an equivalent manner
a spatial image from different senses, as well as a spatial image
from language, which occupy the same location in representa-
tional space and has the same degree of precision24,25. According
to this hypothesis, while visual and auditory processing result
directly in spatial percepts of the visual and auditory stimuli,
linguistic stimuli confer meaning which can, upon further
processing, also give rise to the putative spatial image.
Spatial learning in humans is primarily supported by the

hippocampal-entorhinal formation26. Using spatial memory, we
encode our environment and spatial relationships within it into
cognitive maps, which guide spatial navigation27. Spatial naviga-
tion makes use of allocentric (i.e., world-centred) and egocentric
(i.e., body-centred) spatial representations, or cognitive maps. The
hippocampal-entorhinal formation together with parietal cortical
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structures store cognitive maps for different environments and
reference frames as well as altered versions of the same
environment28 using detailed individual representations29 as well
as generalisable codes30. Spatial learning is thought to rely on a
mechanism of replay and pre-play of firing sequences31, which
enables memory consolidation. Spatial navigation as a process is
thought to rely on concerted activity between many regions.
Specifically, it is hypothesised that the posterior parietal cortex
integrates perceived spatial orientation, involving the perception
of the organisms’ current location and directional heading within
its environment, with the general spatial view of the world,
involving spatial relationships of landmarks with the aim of route
or trajectory formation32. This intricate mapping mechanism is
thought to support spatial learning and navigation, which is
ultimately based on cognitive spatial maps.
Spatial relations can be conveyed using digital technology in

sensory substitution devices1,3,6,33–37. For example, tactile maps
have long been recognised as a useful tool in mobility training38,
their main consumers being the visually impaired and blind
populations39. However, maps are static, cumbersome to create
and have many associated cartographic problems40. Touch poses
some disadvantages when compared to sight, namely a lower
resolution of the fingertip compared to the eye and a limited serial
perception40. Recently, the research on tactile maps concluded
that on the whole, tactile mapping remains a specialist subject, as
well as being expensive, hard to obtain, difficult to make and
unable to match a visual map’s resolution, even using digital
interactive technologies41. In addition, cartographers, who are
usually sighted, are faced with the problems of simplification,
generalisation, classification, and symbolisation to render a visual
map tactile40. Moreover, tactile map design is largely based upon
individual requirements, leading to the production of bespoke
maps dependent upon the knowledge, experience, and skills of
intended single users42. Further research and development in the
field are required to overcome current limitations and obstacles to
practicality. In particular, novel technologies that allow for digital
rendering of tactile information (e.g., digital haptic tablets such as
the Xplore Touch, www.hap2u.net), promise to open up the world
for patients due to the ease of digital information processing and
transfer. Digital vibrotactile maps provide use-case flexibility for
users43, can be dynamic, multimodal, and produced on portable
platforms6. Specifically, vibration, audio and kinaesthetic feedback
can render dense and complex map information43. This multi-
modality, in turn, can lead to improved learning44. While tactile
maps were previously restrained to expensive pin arrays and
force-feedback devices, the technology is now available on
smartphones and tablets. Indeed, replacing tactile stimulation,
such as Braille, with audio-tactile interactions, improved efficiency
and user satisfaction44. Such innovative developments in technol-
ogies employed for tactile sensory substitution devices never-
theless suffer from some disadvantages that prevent them from
reaching the mass market. Specifically, such devices lack
ergonomics, accessibility, and require high investment of
resources, such as time, money, and medical personnel45–47.
Previous research has shown that vibro-audio maps can be as

efficient as an analogous hardcopy tactile map6 in supporting the
creation and manipulation of spatial cognitive maps, and in
assisting wayfinding. Such functions have also been shown to be
supported by other touchscreen-based vibrotactile stimulation.
However, it is yet unknown whether haptics alone can support
these functions via feedback using ultrasonic vibration. Also, the
majority of studies testing spatial functions such as navigation and
cognitive map creation using vibrotactile stimuli focus on blind
and visually impaired participants (reviewed in ref. 6) and less on
sighted participants. To investigate how sighted participants
create and manipulate cognitive maps and then use these in
navigation, we tested normally-sighted blindfolded participants
on a trajectory navigation task, during which the layout’s outline

topologies were presented solely in vibrotactile haptic form.
Participants were required to mentally encode and then physically
navigate trained and untrained trajectories through a real-world
spatial layout (i.e., a living lab apartment). We recorded
participants’ behaviour and their understanding of the space
(through reconstructions using LEGO® toys) to better assess how
users’ interaction with this novel technology develops as a
function of training. We also measured how well participants
learned to navigate using the haptic tablet, by measuring how
well they performed on trajectories that were previously trained,
compared to previously untrained routes. We expected partici-
pants to be able to learn the spatial layouts to reconstruct them,
and also to navigate trajectories in the real space they
represented. Specifically, we hypothesised that participants’
spatial outline reconstruction would reach a high degree of
similarity with an ideal reconstruction after training, and that their
performance on and exploration of trained trajectories would
exceed those on untrained trajectories.

RESULTS
As described in the Methods section at the end of the manuscript,
participants were blindfolded and wore noise-canceling head-
phones throughout the whole duration of the experiment. They
were required to feel 2D layouts of a real space (Fig. 1) presented
on the digital haptics tablet. To this end, participants were
familiarised with haptic textures and taught how to explore the
haptic tablet. After the encoding phase with the digital haptics
tablet, participants had to reconstruct the full spatial layout using
LEGO® bricks. As a next step, participants were familiarised with
the trajectory texture, and training on a certain trajectory in the
previously learned 2D space continued. Participants were finally
familiarised with the real space (i.e., the apartment) they had to
sightlessly navigate. To this end, they were taken inside the
apartment by the experimenter, where they navigated the trained
trajectory and learned about the error zones, and what would be
counted as an error during the testing phase. Finally, participants
were tested on their navigation. Here, participants were asked to
independently explore the tablet and then physically complete
the presented trajectory to end in either Room1 or Room2 (We
would note that this aspect of the destination room was not
communicated to the participants). This phase was comprised of

Fig. 1 Layouts for the living lab apartment. Based on architectural
plans (left), layouts were created (right). The differently disposed red
objects (i.e., diagonal lines) represent furniture obstacles, while the
fully coloured rectangles represent areas to be ignored, and the red
simple lines represent walls. White areas were void of any texture.
The two trajectories to be explored by subjects are displayed. The
light blue and grey colours represented the same texture, oriented
differently (i.e., horizontally vs. vertically) in order to confer the same
sensation.
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10 trials (i.e., 10 completed trajectories), split between 5
repetitions of each of 2 trajectories (one trained and one
untrained) that were randomised for each participant. The overall
procedure is schematized in Fig. 2. GoPro cameras were mounted
onto participants’ heads and filmed their maze exploration.

INTER-RATER RELIABILITY
LEGO® reconstructions
The photos of the LEGO® reconstructions were first submitted to a
subjective rating procedure involving 3 independent raters. Inter-
rater reliability (IRR48) was assessed for consistency and agreement
using 2 two-way mixed, consistency/agreement, average-
measures intraclass correlation (ICC)49. The resulting ICCs (ICCc=
0.863, ICCa= 0.826) were in the excellent range50, indicating that
the three raters had a high degree of agreement and consistency
amongst them. These ICCs values suggest that a minimal amount
of measurement error was introduced by the independent raters.

Behaviour
As the behavioural data during the navigation phase of the
protocol (see section Behaviour below) were also rated by two
independent individuals, IRR was assessed. IRR for accuracy scores
(κ= 1, p < 0.01), indicated perfect agreement51. Agreement for IRR
was assessed using a two-way mixed, consistency, average-
measures ICC49 to assess the degree that coders provided
consistency in their ratings of Errors and Time off Track across
participants. The resulting ICC was in the good range for Errors,
ICCErr= 0.64, and in the excellent range for Time off Track,
ICCToT= 0.7650, indicating that coders had a fairly high degree of
agreement and suggesting that coders rated the values similarly.
The fairly high ICCs and kappa values suggest that a minimal
amount of measurement error was introduced by the indepen-
dent coders, and therefore statistical power for subsequent
analyses is not substantially reduced.

LEGO® RECONSTRUCTIONS
We thus took the mean of the ratings across the three raters and
compared this to the Similarity Index, which we computed by
comparing binarized photographic renderings of the LEGO®
reconstruction to a binarized photographic rendering of an ideal
reconstruction (Fig. 3). We observed a significant correlation
(measured as a Pearson’s r) between the Similarity index and these
mean scores of the subjective ratings (r= 0.53, t(23)= 2.99,
p= 0.006; 95% confidence Interval [0.17; 0.77]), after ensuring
that these were normally distributed using the Shapiro-Wilk test.
These high Similarity Indices (all above 0.7) that we validated
through correlations with the subjective ratings provide an
indication that participants were able to learn the layout of the
space from the haptic tablet and to physically reconstruct it in the
absence of any external visual input.

BEHAVIOUR ON TRAJECTORIES
In terms of behavioural performance, we assessed five dependent
variables: Accuracy (Acc), Reaction Times (RT), Tablet Exploration
Time (ET), Errors (E), and Time off Track (Toff). Outliers were
calculated on a single-subject basis (i.e., by subject and trajectory).
However, outlier exclusion processes resulted in no outliers being
excluded. Means for each dependent variable were calculated,
and repeated-measures permutation ANOVAs, using 5000 permu-
tations, were run with the within-subjects factor Training (whether
the trained vs. untrained trajectory was tested) and the between-
subjects factor Group (Group 1 trained on the more difficult
trajectory, Group 2 trained on the easier trajectory). Paired two-
sided permutation t-tests with 5000 permutations were run as
post-hoc comparisons. Results are illustrated in Fig. 4. The seed
was set at 42. A significant interaction was observed for Accuracy
(p= 0.004, pω2= 0.14). Data were further split by Group, and post-
hoc comparisons were run between trained and untrained
trajectories. While there was no significant difference for Group

Fig. 2 Schematic of the experimental procedure. All training steps are illustrated on a light blue background, whereas the testing steps are
indicated by a dark blue background. Blindfolded participants first explored the layout of the apartment, which was rendered in haptic form
on the tablet. Next, blindfolded participants reconstructed this learned layout using LEGO® pieces and board. Blindfolded participants were
then trained on a certain trajectory and on blindfolded navigation, after which they were tested on independent blindfolded navigation in
the apartment following either the trained or untrained trajectory.

Fig. 3 LEGO® reconstruction analysis procedure and results.
a Exemplar Procedure for computing the Jaccard index. The plain
background LEGO® board. The Jaccard index was computed by
taking photographs of participants’ LEGO® reconstructions, turning
them into binary representations, and comparing them to an ideal
reconstruction. b The Jaccard index from each participant.
c Scatterplot of the Jaccard index vs. mean rater scores as well as
the linear regression of the data (i.e., Pearson’s correlation with the
R2 value indicated in the inset).
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1, the permutation t-test was significant for Group 2 (t=−3.44,
p= 0.01, d=−0.95), with higher accuracy for trained trajectories
than untrained trajectories (0.88 vs. 0.57, respectively). The
Training × Group interaction was also significant for Toff
(p= 0.02, pω2= 0.06). Permutation t-tests with the factor Training
showed a significant difference for Group 2 (t= 2.12, p= 0.003,
d=−0.59), with more time spent off track on untrained than
trained trajectories (2.7 s vs 0.1 s), while no significant difference
between trained and untrained trajectories was found for Group 1.
The Training × Group interaction was also significant for RTs
(p= 0.01, pω2= 0.11). The post-hoc permutation t tests were
significant only for Group 1 (Group 1: t=−2.95, p= 0.01;
d=−0.81, mean trained: 18.93; mean untrained: 13.71 seconds).
A significant Training × Group interaction was also observed for IE
scores (p= 0.008, pω2= 0.17). Post-hoc Wilcoxon tests compared
trained vs untrained trajectories for Group 1 and Group 2. The
tests were significant for Group 1: t=−5.7015, p= 0.0008,
d=−1.58; mean trained trajectories: 29.6, mean untrained
trajectories: 17.7), but not Group 2.

Furthermore, to test whether there were any associations
between the trajectory learning phase based solely on digital
haptics and behavioural performance during trajectory comple-
tion, we ran correlation analyses between the Jaccard indices and
significant behavioural variables for trained and untrained
trajectories and each group independently using Kendall’s tau
correlation coefficient and False Rate Discovery (FDR) correction
for multiple tests. While there were no significant correlations for
Group 1 for either the trained or untrained trajectories with the
Jaccard index, we found a significant negative correlation
between Jaccard and IE scores for Group 2 on untrained
trajectories (τ=−0.63, p= 0.04). However, FDR correction never-
theless resulted in inflation of the p value (p= 0.14).

DISCUSSION
Our results provide the first demonstration that vibrotactile cues
conveyed via friction reduction using ultrasonic vibration on
digital displays allow individuals to learn layouts and spatial
navigation paths within complex environments, such as an
apartment. Participants’ performance proves the efficacy of
ultrasonic digital haptic technologies for transmitting information
that supports topographical mapping of both mental representa-
tions and their reconstructions as well as navigation within real-
world spatial layouts. After only 45 minutes of training on a haptic
rendering of a 2D-layout of a real space, participants were able to
acquire mental images of that space and reconstruct these images
using LEGO® pieces, reaching high similarity when compared to
an ideal reconstruction. In addition, these sighted blindfolded
participants were able to individually read trajectories and
navigate learned spaces after only a short familiarisation trial
run where they received sightless navigation help from trained
experimenters. Participants performed generally well on easy
trajectories. However, participants who were trained first on easy
trajectories performed worse on untrained harder trajectories
compared to participants who had been trained on these harder
trajectories, who then performed very well on the easier trajectory.
The only difference between these two groups was the time that
people spent on the trajectories, with participants trained on
harder trajectories taking more time to navigate these than the
easy trajectories, whereas no difference was observed for
participants trained on the easy trajectories in their navigation
of both hard and easy mazes, except that they spent more time off
track on the hard, untrained trajectories.
Thus, using digital haptics, we tested whether blindfolded

sighted individuals would be able to learn 2D layouts of
completely unknown real-life spaces and then be able to navigate
these spaces based only on their learning of haptic rendering. The
first measure indexing the amount of learning was participants’
ability to reconstruct the layout of the apartment, whereas the
second was how well participants actually performed during
navigation of the trajectories. This ability to reconstruct the
trajectories was measured as a similarity index between these
reconstructions and an ideal reconstruction. The Jaccard index is a
common measure in image processing that has previously been
used to rate the amount of shared features in problems such as
assessing the similarity of sets of patterns52 or RNA cells within a
cluster53. The Jaccard index ranges from 0 to 1, 0 indicating no
agreement while 1 indicates perfect similarity. All of the Jaccard
indices in our participant group surpassed 0.7, indicating high
agreement with our ideal reconstruction. We validated these
scores by having 3 independent raters, two of whom were double-
blinded, rate the correctness of the reconstructions. These two
scores (i.e., means of raters’ scores vs the similarity index) were
moderately but significantly correlated, providing validity to the
Jaccard ratings. We cannot completely exclude that the verbal
indications that participants received throughout the layout
learning session to teach them how to interact with the haptic

Fig. 4 Scoring and performance measures of trajectory naviga-
tion based on learning from digital haptics. a Trajectory scoring.
The numbers represent areas “off track” for each of the trajectories
and index the number of error points participants received when
exploring those areas. For example, if a participant touched a door
to another room and thus used it as a landmark, they would get 0.5
error points. b Trajectory performance. Inverse Efficiency scores and
Reaction Times scores are displayed on the upper half, while Time
off Track and Accuracy are shown on the lower half, with Group 1
and Group 2 representing the groups (i.e., Group 1 trained on the
harder trajectory, in orange; Group 2 trained on the easier trajectory,
in grey). Darker colours illustrate trained and lighter colours
untrained mazes. The box and whisker plots show the mean
(denoted by “x”), the median, (denoted by the horizontal line), the
interquartile range (denoted by the vertical extent of the box), any
variability outside this range (denoted by the whiskers), as well as
any outliers (denoted by the points).
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technology had an impact on the mental spatial images that
participants created, despite our best efforts not to give any
quantitative feedback. When verbally describing the space at the
end of the training session, participants were only confirmed or
informed regarding their appreciation of the number of rooms
available in the apartment and the general shape of the corridor
and received encouragements to explore further. While language
and semantic stimuli are able to confer spatial relations, these are
more qualitative and categorical, and language lacks the metric
precision usually available through vision24,25. However, it is
largely considered that perceptual and language spatial repre-
sentations are functionally similar24. Indeed, people who learn
spatial layouts from verbal descriptions or maps build equivalent
spatial mental images54. However, the functional equivalence
hypothesis24,25 posits that in order to support spatial imagery,
verbal information needs to be as precise as information from
other senses (i.e., verbal instructions should be as precise as the
haptic feedback, or as an equivalent visual image), which in our
case it was not.
In what regards navigation performance, we were interested in

two phenomena that acted as a proxy for participants’ learning
performance. The first of these was navigation aptitude, so how
well they could navigate based on their training on the tablet and
in the real space, whereas the second was generalisation, so how
well participants transferred what they learned from trained to
untrained paths. While both groups performed relatively good on
the easy trajectory, group 2 (which was trained on the easy
trajectory) demonstrated difficulties when generalising from
trained to untrained trajectories. Participants showed a difference
in performance when tested on previously trained vs untrained
trajectories, with higher accuracy and less errors on trained than
untrained trajectories. Importantly, while their accuracy reached
almost 90% on trained trajectories, it was drastically reduced to
60% on untrained trajectories. We ran a control t-test after
checking that the Jaccard similarity indices were normally
distributed within groups and did not find any significant
differences between these two groups (t(19.86)=−1.016, p= 0.3),
indicating that both groups were able to acquire a 2D mental
image of the space they learned on the tablet, which they were
then able to reconstruct with LEGOs. Furthermore, given the
ability of the subjects to navigate very well during the trained
trajectories, this suggests that their difficulties on untrained
trajectories were not due to their ability to navigate the space that
they had a mental image of, so to translate this mental image into
real life. A hint for a difference between the two groups might be
provided by the reaction time results—namely, in group 1,
participants took more time to complete trained than untrained
mazes, whereas no such difference was found for group 2, which
might indicate differences in how participants navigated the
spaces they were previously trained on. Thus, training on a
“harder” trajectory made them take more time when navigating
compared to those trained on “easy” trajectories. In contrast, the
group trained on “easy” trajectories (group 2) did not show any
differences in reaction times between trained and untrained
trajectories. Additionally, group 2 participants also spent more
time off track on the untrained mazes. Indeed, group 2 did show a
moderate negative correlation between IE scores and the Jaccard
index on untrained trajectories, despite this correlation being non-
significant after FDR correction. This might be a suggestion that a
better ability to reconstruct the learned apartment layout, indexed
by a high Jaccard index, was associated with better behavioural
performance on these hard trajectories, which was indexed by low
IE scores. While we consider the present results to be compelling,
it will nonetheless be important for future research to use a wider
set of trajectories to establish more fully what might be the most
effective learning conditions with digital haptic technologies.
The present results further validate the potential of digital

haptic technologies based on ultrasound to convey spatial

information to the extent that participants can use this informa-
tion to navigate real spaces. We have previously shown that digital
haptic technology using ultrasounds can be successfully
employed to convey spatial information and support the creation
of mental images1,2. Specifically, sighted and visually impaired
blindfolded participants were able to form mental images of 2D
letters that they could then also mentally manipulate, after a
similar training time with the tablet (45 minutes). Participants were
trained on two letters and then tested on four letters to assess, as
in the present experiment, generalisation to new stimuli. We
previously found that sighted participants encountered more
difficulties when tested on new letters than visually impaired
participants1,2. Unlike for the existing study, where participants
trained on harder stimuli had an easier time generalising to a new
path than participants trained on an easier one, we did not
observe a differential effect of group in the mental rotation task.
However, it is arguably harder to parametrise how easy or hard the
perception and encoding of the letters F and G versus L and P was.
The present demonstrations regarding digital haptics align with

increasing interest into creating tactile displays and other digital
devices to support object exploration3 as well as mapping and
navigation55–58. Spatial representations related to mobility and
spatial navigation can be supported by information of auditory,
visual, and tactile nature11, and are thus arguably multisensory59.
Despite mostly depending on visual mediation60,61, spatial
relations can successfully be conveyed by information from other
senses8,11,16,62, such as tactile3,33,63–66 or auditory information67–70.
Haptically the shape of an object is encoded in the spatial pattern
of activation evoked in mechanoreceptive fibres, much like for
vision the shape of an object is encoded in the spatial pattern of
activation of photoreceptors in the retina71. Even when vision is
completely absent since birth, this does not induce any cognitive
deficits in spatial navigation72, despite volumetric reductions in
cortical regions involved in spatial tasks73–75, speaking in favour of
a multimodal nature of spatial functions. In addition, during
dynamic sensing mechanoreceptors move relative to one another
as hand posture changes, thus providing a flexible and deform-
able sensory sheet76. This characteristic is particularly suited for
novel digital applications capitalising on dynamic haptic percep-
tion, and for 3D shape perception in multi-touch applications71,
such as ultrasonic airborne haptic holograms77.
Nevertheless, haptic perception is a complex phenomenon,

which leaves large room for improvement of existing technolo-
gies. Our ability to sense characteristics such as object shape and
texture likely depends on intricate sensory-motor feedback loops
and on the integration of cutaneous signals from contact points
with objects and proprioceptive signals about mechanoreceptor
configuration71. The mechanoreceptors that are the most
successful in coding the spatial pattern of activation for shape
information are actually slow adapting type 1 (SA1) afferents,
which respond to static indentations or slowly moving stimuli,
whereas it is rapidly adapting (RA) fibres and Pacinian corpuscles
that encode vibrations, fine textures, and movement on the skin
(for a review, see ref. 71) thus most likely responsible for
transmitting the dynamic haptic sensation that our participants
were sensing here. Promisingly, however, digital haptics is a
rapidly expanding field nowadays, with many research teams
worldwide attempting improvements in numerous ways. For
example, there are teams researching how to best transform real-
world to digital textures78, or using haptic illusion to improve
shape perception in virtual haptic displays79. Such detailed
refinement is crucial, as spatial cognition is an intricate
phenomenon. During spatial cognition not only does the
perceiving individual need to sense, but also to acquire spatial
knowledge based on what they sense, to be able to organise the
sensory information properly, and employ it to adapt sensory and
motor responses80.
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While the present study shows the efficacy of this technology in
sighted, future work should also consider applications for the
blind and visually impaired. Nonetheless, it will be important to
also consider the differences in haptic experience, expertise, as
well as perceptual/cognitive processes during translational efforts
in these subject pools. Digital haptics constitute a valuable
resource for the rehabilitation of spatial functions in the visually
impaired, as well as a promising tool for mobility and navigation.
Vision is the predominant sense guiding our interaction with our
environment, and supporting many of our everyday functions81. A
major functional issue in the life of the visually impaired is
diminished mobility, especially when diagnosed with peripheral
visual field defects such as found in retinitis pigmentosa or
advanced glaucoma. Mobility depends on the integrity of our
spatial functions, which in turn depend on mental representations
that themselves rely on the correct functioning of cortical visual
mechanisms82. Loss of visual functions through visual impairment
or blindness can affect the way that mental representations are
created, which can then impair functions such as reading,
manipulation of objects, or orientation in space82–84. Regarding
navigation and orientation in space, congenital blindness is
especially associated with impairments in allocentric (i.e., object-
based representations; representation of an object or a space
independent of one’s body or viewpoint) strategies85, as early
visual deprivation prompts the use of body-based, egocentric
spatial representations (representation of objects or spaces in
relation to one’s own body)86, and impedes the use of an external
frame of reference87. Moreover, the fact that in a study, controls
were better than congenitally blind subjects at solving tactile
multiple T mazes under restriction of environmental and
proprioceptive cues88 indicates that digital haptics will need to
be complemented by other technologies to offer a successful
means of rehabilitation of the visually impaired. Indeed, current
studies investigating mental map creation and wayfinding in the
blind and visually impaired make use of a combination of auditory,
haptic, and GPS technologies6. When visually impaired and blind
individuals can move and orient themselves in the environment
safely and autonomously, they are more likely to feel safe and
independent, which is considered essential for their integration
into a complex society89.
Besides the rehabilitation use in the visually impaired, digital

haptics has already been used in other patient groups for
neurorehabilitation. For example, patients who are suffering from
visuospatial neglect have been shown to collide more with
contralesional and head-on obstacles when navigating virtual
mazes than neurologically intact individuals90. To this end,
introducing digital haptic cues in virtual environments might
alleviate these patients’ contralesional deficits. Indeed, cues
delivered in another sensory modality than vision have been
shown to affect orientation towards the neglected hemifield91 and
improve detection92 in these patients as compared to visual cues
delivered alone. In addition, digital haptics are also being used
during robot-assisted training in virtual environment to provide
realistic haptic rendering while supporting neurological patients
to perform motor tasks93–95, where it has been shown to improve
task performance. Specifically, sensory loss after neurological
issues96 has been associated with poor motor recovery prog-
nosis97. Despite current inconclusive results regarding their
effectiveness98, researchers now design numerous haptic training
methods to support motor learning with robots99. Nevertheless,
besides sensory learning, haptics has also been associated with
increased motivation during motor training95, speaking in favour
of their continued use in rehabilitation approaches.
In conclusion, digital haptics can successfully convey spatial

information from which individuals can constitute mental topo-
graphic maps that they can use to efficiently navigate real-world
spaces. This has important implications for sensory substitution
and numerous applications in the fields of neurorehabilitation—

such as rehabilitation of lost functions after visual loss, or when
suffering from visuospatial neglect, but also motor rehabilitation
and virtual reality applications. Continued refinement and
research into this technology could improve its efficacy and
enlarge its horizon of application towards new fields—such as
education and leisure. This is an endeavour that our team, as well
as others around the globe are currently pursuing with high
excitement.

METHODS
Participants
All participants provided written informed consent to procedures
approved by the cantonal ethics committee (protocol 2018-
00240). We tested 25 adults (15 women and 10 men; age range
18-39 years, mean ± stdev: 27.08 ± 4.04 years), who volunteered
for our experiment. Participants reported normal or corrected-to-
normal vision. No participant had a history of or current
neurological or psychiatric illness. Handedness was assessed via
the Short Form of the Edinburgh Handedness Inventory100. One of
our participants was left-handed, while the remainder were right-
handed.

Apparatus
Haptic stimulation was delivered via a tablet with a TFT capacitive
7-inch touchscreen with a resolution of 1024 × 600 pixels. The
screen of the tablet was controlled by a Raspberry Pi 3-based
system, and the operating system was Raspbian (Linux). The
processor of the tablet was a Broadcom ARMv7, quadcore 1.2 GHz,
and it had 1 Go RAM and Rev C WaveShare. The tablet came with
a haptic creation tool, which is software that allows for user
control of haptic textures. Several other APIs based on C++ or
Java were installed, such as library tools that allow the
implementation of haptics on other applications. Figures in jpeg
format were re-coded in haptic format using a kit written in C++.
For more technical details describing the rendering of the haptic
feedback, see refs. 101–103.
The performance of the participant inside the apartment was

filmed with a GoPro 4 Silver strapped to a headband that the
participant was wearing over the noise-cancelling headphones.
Another GoPro 5 Black was used to film the exploration hand of
the participant, to analyse exploration strategies and how these
change as a function of training. An illustration of the setup can be
seen in Fig. 5. Individual consent was obtained for the publication
of these photographs. These data (i.e., GoPro videos) are not
presented in the current manuscript.

Stimuli
Stimuli consisted of three images in jpeg format that had been
created in Paint based on the floor plan of the living lab
apartment (Fig. 1). Image size was 1023 × 574 pixels. Images
depicted the floorplan: one of them did not include any
trajectories, and the other two depicted two different trajectories
throughout the apartment. These haptic maps consisted of four
different textures, which were designed and chosen together with
occupational therapists who work with visually impaired people
on rehabilitation of their spatial and mobility skills (i.e., locomotion
training with real texture maps). The four different textures
represented either (1) walls, with a break in the line of the wall
being associated with a door, (2) furniture (i.e., obstacles), (3) areas
outside of the apartment (i.e., which had to be represented on the
floor plan in order to respect proportions), or (4) the trajectory
itself. Regarding the image-to-haptic conversion, the different
features of the floorplan appeared on a white background. White
pixels did not result in a texture on the finger. All non-white pixels
of the floorplan were then coded with three different haptic
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textures, which were created using the hap2u pre-installed
Texture Editor software. The ultrasonic vibration was adjusted to
have different shapes: a square shape (walls, areas outside, and
obstacles), as this offers the most intense and quick reduction of
the friction of the screen under the finger, thus conferring a rather
sharp and pointy sensation; this was contrasted to a sinusoidal-
shaped wave that was used for the trajectory, which confers a
rather smooth perception. We used these two ultrasonic wave
shapes, as they are provided in the Haptic Texture Library Creation
Tool that is native to the device. The period of the window of one
square ultrasonic signal was chosen to be 4660 µm (which is
considered a “coarse” texture, see Hollins & Risner, 2000), and for
the sinusoidal signal, it was 2550 µm. The amplitude was always
set at 100%, meaning ~2 µm (as the friction reduction hits a
plateau at this value, see, e.g., Sednaoui et al., 2017).

Procedure and task
Participants were trained in a corridor exterior to the living
laboratory (apartment). The testing phase occurred inside the
apartment (see Fig. 2 for a schematic illustration of the procedure).
Subjects were blindfolded and wore noise-canceling headphones
(Bose model QuietComfort 2) during the entire duration of the
experiment (i.e., training and testing), in order to block any
residual light and any potential sounds of the ultrasonic vibrations
produced by the digital haptics tablet. None of the participants
had any prior visual or haptic exposure to the stimuli used in the
paradigm, minimising any cross-modal facilitation104, as would be
the case if participants were able to use the sounds produced by
the haptic tablet to localise their fingers on the tablet.
The participant’s task was comprised of multiple parts.

Participants had to feel a haptic rendering of a map of the living
lab apartment on the tablet screen. Subjects were instructed to
use a finger from their dominant hand for tablet exploration, and
to hold the non-dominant hand on the side of the tablet to serve
as a spatial checkpoint, by which participants could map the
extent of the tablet, or its size, with one hand, while exploring its
screen with the other. The task was to feel the map, which was a
haptic rendering of a jpeg image of the living laboratory
apartment’s floorplan. After becoming familiarised with the
different textures and the main layout map (see next paragraph
for a description of this procedure), participants had to reconstruct
the map in LEGO® bricks, while keeping their blindfolds on. Then,
participants were trained on one of two possible trajectories in the
apartment. Half of the participants were assigned randomly and in

a counterbalanced manner to be trained on a trajectory leading to
Room1 (i.e., bedroom), and the other half on a trajectory leading
to Room 2 (i.e., kitchen). The layout of the space can be seen in
Fig. 1, where the rooms and the error zones are annotated. We
chose these two rooms as they seemed to require the same
strategical difficulty. From the entrance of the living lab
apartment, participants had to take two turns to reach either of
these target rooms, while in order to reach any other of the rooms,
the strategy employed would have had to be different. We
decided to focus the training on a particular trajectory to
investigate skill transfer to a new, untrained trajectory. The
decision to use only two rooms out of the four emerged after
practical observations: the duration of the procedure was already
roughly two hours.
During the training phase, participants were first trained to

explore the tablet screen via lateral sweeps of their finger17, see
e.g., 105 for a discussion of which tactile exploration strategies are
particularly appropriate to disclose specific object characteristics,
and106 for a discussion of how dynamic vs. static exploration
affects coarse (>100 µm) as compared to fine texture discrimina-
tion). Subjects were allowed to change the finger they used for
exploration, due to a common remark about adaptation of their
tactile sensation during the pilot experiments or during the
training blocks. However, they were not allowed to change the
hand used for exploration. Subjects were then taught how to
discriminate between different textures and their associations, and
finally, how to recognise rooms and trajectories in the map going
from the entrance to one of the four rooms. The experimenter
gave subjects verbal instructions and verbal feedback throughout
the training session regarding these aforementioned aspects, but
not about successful exploration.
At the end of the training session, participants had to verbally

describe the background map to the experimenter, ensuring that
the main layout and the number of rooms, as well as the shape of
the corridor (i.e., spaces between the rooms and turning points in
the corridor) were correctly understood, which was assessed
through verbal reports. When this criterion was reached, i.e., when
participants reported the correct number of rooms and their
placement, as well as correctly identified the shape of the corridor
running between the rooms, participants could pass to the
reconstruction stage of the procedure (see Fig. 2). This stage
involved using LEGO® pieces on a LEGO® board while still being
blindfolded. The LEGO® board was adjusted and constructed to
respect the layout of the apartment (see Fig. 3a). Participants had
the following pieces at their disposal: 41 pieces of 1*2 units, 2
pieces of 1*3 units, 4 pieces of 1*4 units, and 2 pieces of 1*6 units.
Their task was to reconstruct the layout of the apartment as
accurately as possible. Not all pieces were required to complete
the reconstruction. Participants were not explicitly informed of this
and were instructed to use the pieces they considered necessary
for an accurate reconstruction.
After reconstructing the space in the LEGO® task, participants

were introduced to the trajectory texture on the digital haptics
tablet, and haptic training on a certain trajectory in the previously
learned 2D space continued. When they reported having under-
stood the trajectory, participants were taken inside the apartment,
where they were first familiarised with sightless exploration and
navigation techniques of this space. While attempting to carry out
the trained trajectory (still blindfolded), participants learned about
error zones, and what would be counted as an error during the
testing phase. During this phase, participants were not instructed
on where to go and did not receive any feedback on whether their
movements were accurate, or whether they were taking the
correct direction, or whether they successfully completed the
trained trajectory.
After this short familiarisation with sightless navigation, the

testing phase began, where participants were instructed to
independently explore the tablet and then physically carry out

Fig. 5 Experimental setup (left) and LEGO® reconstruction (right).
Participants were blindfolded and wearing noise-cancelling head-
phones while interacting with the tablet. They were wearing a
GoPro camera mounted on their head which filmed their path
during the navigation part of the experiment. Another GoPro filmed
their tablet exploration (data not analysed here). On the right, the
photo shows a participant reconstructing the learned background
layout while blindfolded and wearing headphones. Written consent
was obtained for the publication of these photographs.
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the presented trajectory. The testing phase was comprised of 10
trials, making 5 trials in total per participant per trajectory, in
which Room1 and Room2 were randomly presented. Participants
were instructed to explore the tablet for as long as it took for them
to be sure of the trajectory on each trial, without a time limit being
enforced for this stage. They were, however, timed. When they
verbally reported being sure of the trajectory, participants were
instructed to be as quick and as accurate as possible in navigating
this trajectory. Errors were scored during path deviations to pre-
defined error zones. Points were given according to how far
participants deviated into error zones. The time that participants
spent “off track” was also measured. This measure represents the
time in seconds that the participant spent off the trajectory they
were supposed to take, i.e., the time spent while doing errors or
while being in the error zones. If participants did not reach the
target room, the specific trial was scored as “Missed”. The numbers
in Fig. 1 represent the scoring for error zones, e.g., if someone
goes through the door at the end of the first hallway, their error
score is 0.5 points. If they just touch the door or walk into it (in
order to find out that the corridor ends), they earn 0.25 error
points. This is because they used this landmark for orientation
when they are not allowed to. Errors were scored independently
of accuracy. It was possible to have accuracy= 1 and an error
scores unequal to zero. It was impossible to have accuracy= 0 and
error points. In “Missed” trials, errors did not get scored. As soon as
the participant entered the error zones, they got scored the
associated error points, as noted in the pictures. When they
finished, participants were then taken to the entrance to the
apartment by the experimenter. A GoPro filmed participants’
performance inside the apartment. The experimenter then took
them back to the table where the tablet was located to proceed
with the next trial. During the experiment, participants were
allowed to take regular breaks between trials to maintain high
concentration and prevent fatigue. Stimulus delivery and beha-
vioural response collection were controlled by the experimenter,
using an iPhone 8 Timer Application for timing purposes.

Inter-rater reliability
To validate the Jaccard index, we asked three independent raters
to subjectively rate the photos of the LEGO® reconstructions (i.e.,
how well the reconstructions compared to an ideal reconstruc-
tion), using a scale from 1 to 5. These ratings were checked for
agreement using inter-rater reliability (IRR48). Given that beha-
vioural performance was also assessed by multiple independent
raters scoring videos, we applied IRR to these ratings as well.
Cohen’s kappa values were computed for assessing inter-rater
reliability of Accuracy scores, as these data are nominal, whereas
intraclass Correlation (ICC), which is better suited to ordinal and
ratio scales, was used to assess consensus regarding scoring of
Errors and of the Time off-track.

Image analysis
Images were first manually processed through Photoshop CS5, to
apply a 3D warping (i.e., 3D rotation and resize), to correct for the
different angles the pictures from which the photos were taken by
the experimenter. We would note that this step will not be
necessary for the future, as a standardised way to take these
pictures has subsequently been identified. The pre-processed
images were then imported in Matlab R2019b. Images were
processed first by applying a chromatic adaptation step96, to
rebalance the three red, green, and blue channels, by choosing as
a reference a background blue pixel. Afterwards the histogram
equalisation was applied to enhance the contrast of the images.
Due to the presence of blue salient LEGO® over a blue
background, the difference between the first and last equalised
channels was computed and binarized. The binarized images were
then converted to double, and the common parts among all

figures were flattened. Morphological operations of opening and
closing were then applied to first remove noisy pattern of circles (1
pixel radius) around the image, then to enhance squared
structures (10 pixels edge). Every image I was compared with
the ground truth representation B of the maze by means of the
Jaccard index, a similarity index that evaluates the intersection
above the union of two sets of sample points:

J B; Ið Þ ¼ B \ Ij j
B∪ Ij j (1)

The mean subjective ratings had the role of validating that the
Jaccard was a representative measure of participants’ reconstruc-
tions. To this aim, we first checked whether their distributions
followed a normal distribution using Shapiro-Wilk tests. After
confirmation of distributional properties, we ran a correlation
analysis using Pearson’s r to check whether the ratings were
significantly correlated with the Jaccard Index.

Behavioural analysis
Data were analysed in R (R Core Development Team, 2017) and
Matlab (Mathworks, v. R2017a). Mean behavioural scores were
recalculated according to the mean of both ratings. These mean
scores were used in the final analysis. From these scores, means
were calculated for Accuracy (Acc), RT, Tablet Exploration Time
(ET), Errors (E), and Time off track (Toff). Only accurate trials were
used for the analysis of RT, ET, E, and Toff. Pilot results indicated a
significant difference between performance of participants on the
two trajectories, and pilot participants reported feeling that one
trajectory was more difficult than the other. Specifically, pilot
results indicated that participants took longer to arrive at Room1
(30.7 s) than Room2 (16.4 s), despite the trajectory lengths being
very similar (Room1: 11.3 m vs. Rooms 2: 10.96 m), and with
participant accuracies for both trajectories being equal (i.e., 80%
correct). We therefore included Group (Group 1: trained on the
harder trajectory, vs. group 2: trained on the easier trajectory) as a
factor in our analyses. See ref. 107 for a parametrization of how a
maze path can influence navigation in mice. We further calculated
Inverse Efficiency scores (IE108). IEs constitute a standard approach
to combine RT and accuracy measures of performance and can be
considered “corrected reaction times” that discount possible
criterion shifts or speed/accuracy trade-offs (see Fig. 4). We
compared means with a 2 × 2 permutation repeated-measures
mixed-design ANOVA with the within-subjects factor TRAINING
(trained vs untrained) and between-subject factor GROUP, after
having found significant deviations from the normal distribution
of the residuals.

Reporting summary
Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

DATA AVAILABILITY
The datasets supporting the findings reported here may be shared upon request for
research purposes, provided the request is in line with current privacy regulations.

Received: 19 July 2022; Accepted: 28 November 2023;

REFERENCES
1. Tivadar, R. I. et al. Mental rotation of digitally-rendered haptic objects. Front.

Integr. Neurosci. 13, 7 (2019).
2. Tivadar, R. I., Chappaz, C., Anaflous, F., Roche, J. & Murray, M. M. Mental rotation

of digitally-rendered haptic objects by the visually-impaired. Front. Neurosci. 14,
197 (2020).

R.I. Tivadar et al.

8

npj Science of Learning (2023)    61 Published in partnership with The University of Queensland



3. Leo, F., Sandini, G. & Sciutti, A. Mental rotation skill shapes haptic exploration
strategies. IEEE Trans. Haptics 15, 339–350 (2022).

4. O’Modhrain, S., Giudice, N. A., Gardner, J. A. & Legge, G. E. Designing media for
visually-impaired users of refreshable touch displays: possibilities and pitfalls.
IEEE Trans. Haptics 8, 248–257 (2015).

5. Ducasse, J., Brock, A. M. & Jouffrais, C. Accessible interactive maps for visually
impaired users. Mobil. Vis. Impair. People 537–584 (2018).

6. Giudice, N. A., Guenther, B. A., Jensen, N. A. & Haase, K. N. Cognitive mapping
without vision: comparing wayfinding performance after learning from digital
touchscreen-based multimodal maps vs. embossed tactile overlays. Front. Hum.
Neurosci. 14, 87 (2020).

7. Grussenmeyer, W., Garcia, J. & Jiang, F. Feasibility of using haptic directions
through maps with a tablet and smart watch for people who are blind and
visually impaired. In: Proceedings of the 18th International Conference on
Human-Computer Interaction with Mobile Devices and Services, 83–89 (2016).

8. Lacey, S. & Sathian, K. Representation of object form in vision and touch. In: The
neural bases of multisensory processes (CRC Press/Taylor & Francis; 2012).

9. Auvray, M., Hanneton, S. & O’Regan, J. K. Learning to perceive with a visuo-
auditory substitution system: localisation and object recognition with ‘The
vOICe’. Perception 36, 416–430 (2007).

10. Collignon, O., Lassonde, M., Lepore, F., Bastien, D. & Veraart, C. Functional cer-
ebral reorganization for auditory spatial processing and auditory substitution of
vision in early blind subjects. Cereb. Cortex 17, 457–465 (2007).

11. Lacey, S., Campbell, C. & Sathian, K. Vision and touch: multiple or multisensory
representations of objects? Perception 36, 1513–1521 (2007).

12. Kappers, A. M. L. & Koenderink, J. J. Haptic perception of spatial relations. Per-
ception 28, 781–795 (1999).

13. Amedi, A., Von Kriegstein, K., Van Atteveldt, N. M., Beauchamp, M. S. & Naumer,
M. J. Functional imaging of human crossmodal identification and object
recognition. Exp. Brain Res. 166, 559–571 (2005).

14. Sathian, K. Visual cortical activity during tactile perception in the sighted and
the visually deprived. Dev. Psychobiol. 46, 279–286 (2005).

15. Amedi, A., Malach, R., Hendler, T., Peled, S. & Zohary, E. Visuo-haptic object-
related activation in the ventral visual pathway. http://neurosci.nature.com
(2001).

16. Lacey, S., Tal, N., Amedi, A. & Sathian, K. A putative model of multisensory object
representation. Brain Topogr. 21, 269–274 (2009).

17. Stilla, R. & Sathian, K. Selective visuo-haptic processing of shape and texture.
Hum. Brain Mapp. 29, 1123–1138 (2008).

18. Gaglianese, A. et al. Electrocorticography evidence of tactile responses in visual
cortices. Brain Topogr. 33, 559–570 (2020).

19. Ho, C., Tan, H. Z. & Spence, C. Using spatial vibrotactile cues to direct visual
attention in driving scenes. Transp. Res. Part F. Traffic Psychol. Behav. 8, 397–412
(2005).

20. Ngo, M. K. & Spence, C. Auditory, tactile, and multisensory cues facilitate search
for dynamic visual stimuli. Atten., Percept., Psychophys. 72, 1654–1665 (2010).

21. Pasqualotto, A. & Proulx, M. J. The role of visual experience for the neural basis
of spatial cognition. Neurosci. Biobehav. Rev. 36, 1179–1187 (2012).

22. Lacey, S. & Campbell, C. Mental representation in visual/haptic crossmodal
memory: evidence from interference effects. Q. J. Exp. Psychol. 59, 361–376
(2006).

23. Lee Masson, H. & Bulthé, J. Op De Beeck, H. P. & Wallraven, C. Visual and haptic
shape processing in the human brain: unisensory processing, multisensory
convergence, and top-down influences. Cereb. Cortex 26, 3402–3412 (2016).

24. Loomis, J. M., Klatzky, R. L., Avraamides, M., Lippa, Y. & Golledge, R. G. Functional
equivalence of spatial images produced by perception and spatial language.
Spat. Process. Navig. Imag. Percept. 29–48 (2007).

25. Loomis, J. M., Klatzky, R. L. & Giudice, N. A. Representing 3D Space in working
memory: Spatial images from vision, hearing, touch, and language. In: Multi-
sensory Imagery (eds. Lacey, S. & Lawson, R.) 131–155 (Springer New York LLC,
2014). https://doi.org/10.1007/978-1-4614-5879-1.

26. Moser, E. I., Moser, M.-B. & McNaughton, B. L. Spatial representation in the
hippocampal formation: a history. Nat. Neurosci. 20, 1448–1464 (2017).

27. Epstein, R. A., Patai, E. Z., Julian, J. B. & Spiers, H. J. The cognitive map in humans:
spatial navigation and beyond. Nat. Neurosci. 20, 1504–1513 (2017).

28. Keinath, A. T., Rechnitz, O., Balasubramanian, V. & Epstein, R. A. Environmental
deformations dynamically shift human spatial memory. Hippocampus 31,
89–101 (2021).

29. Alme, C. B. et al. Place cells in the hippocampus: eleven maps for eleven rooms.
Proc. Natl. Acad. Sci. 111, 18428–18435 (2014).

30. Baraduc, P., Duhamel, J.-R. & Wirth, S. Schema cells in the macaque hippo-
campus. Science 363, 635–639 (2019).

31. Wilson, M. A. & McNaughton, B. L. Reactivation of hippocampal ensemble
memories during sleep. Science 265, 676–679 (1994).

32. Calton, J. L. & Taube, J. S. Where am I and how will I get there from here? A role
for posterior parietal cortex in the integration of spatial information and route
planning. Neurobiol. Learn. Mem. 91, 186–196 (2009).

33. Leo, F., Cocchi, E. & Brayda, L. The effect of programmable tactile displays on
spatial learning skills in children and adolescents of different visual disability.
IEEE Trans. Neural Syst. Rehabil. Eng. 25, 861–872 (2016).

34. Leo, F. et al. Improving spatial working memory in blind and sighted youngsters
using programmable tactile displays. SAGE Open Med. 6, 2050312118820028
(2018).

35. Tivadar, R. I., Arnold, R. C., Turoman, N., Knebel, J.-F. & Murray, M. M. Digital
haptics improve speed of visual search performance in a dual-task setting. Sci.
Rep. 12, 9728 (2022).

36. Pissaloux, E. E., Velázquez, R. & Maingreaud, F. A new framework for cognitive
mobility of visually impaired users in using tactile device. IEEE Trans. Hum.-Mach.
Syst. 47, 1040–1051 (2017).

37. Giudice, N. A., Palani, H. P., Brenner, E. & Kramer, K. M. Learning non-visual
graphical information using a touch-based vibro-audio interface. In: Proceed-
ings of the 14th international ACM SIGACCESS conference on Computers and
Accessibility, 103–110 (2012).

38. Bentzen, B. L. Orientation aids. In: welsh R. L, Blasch BB. Foundations of Orien-
tation and Mobility. Am. Found. Blind 299 (1981).

39. Ungar, S., Blades, M. & Spencer, C. The role of tactile maps in mobility training.
Br. J. Vis. Impair. 11, 59–61 (1993).

40. Jacobson, R. D. Navigating maps with little or no sight: an audio-tactile
approach. In: Content Visualization and Intermedia Representations (CVIR’98)
(1998).

41. Cole, H. Tactile cartography in the digital age: a review and research agenda.
Prog. Hum. Geogr. 45, 834–854 (2021).

42. Rowell, J. & Ongar, S. The world of touch: an international survey of tactile maps.
Part 2: design. Br. J. Vis. Impair. 21, 105–110 (2003).

43. Palani, H. P., Fink, P. D. S. & Giudice, N. A. Comparing map learning between
touchscreen-based visual and haptic displays: a behavioral evaluation with blind
and sighted users. Multimodal Technol. Interact. 6, 1 (2022).

44. Brock, A. M., Truillet, P., Oriola, B., Picard, D. & Jouffrais, C. Interactivity improves
usability of geographic maps for visually impaired people. Hum. Comput.
Interact. 30, 156–194 (2015).

45. Cuturi, L. F., Aggius-Vella, E., Campus, C., Parmiggiani, A. & Gori, M. From science
to technology: orientation and mobility in blind children and adults. Neurosci.
Biobehav. Rev. 71, 240–251 (2016).

46. Gori, M., Cappagli, G., Tonelli, A., Baud-Bovy, G. & Finocchietti, S. Devices for
visually impaired people: High technological devices with low user acceptance
and no adaptability for children. Neurosci. Biobehav. Rev. 69, 79–88 (2016).

47. Kristjánsson, Á. et al. Designing sensory-substitution devices: principles, pitfalls
and potential 1. Restor. Neurol. Neurosci. 34, 769–787 (2016).

48. Hallgren, K. A. Computing inter-rater reliability for observational data: an over-
view and tutorial. Tutor. Quant. Methods Psychol. 8, 23 (2012).

49. McGraw, K. O. & Wong, S. P. Forming inferences about some intraclass corre-
lation coefficients. Psychol. Methods 1, 30 (1996).

50. Cicchetti, D. V. Guidelines, criteria, and rules of thumb for evaluating normed
and standardized assessment instruments in psychology. Psychol. Assess. 6, 284
(1994).

51. Landis, J. R. & Koch, G. G. The measurement of observer agreement for cate-
gorical data. Biometrics 33, 159–174 (1977).

52. Fletcher, S. & Islam, M. Z. Comparing sets of patterns with the Jaccard index.
Australas. J. Inf. Syst. 22 (2018).

53. Tang, M. et al. Evaluating single-cell cluster stability using the Jaccard similarity
index. Bioinformatics 37, 2212–2214 (2021).

54. Denis, M. & Zimmere, M. Analog properties of cognitive maps constructed from
verbal descriptions. Psychol. Res. 54, 286–298 (1992).

55. Segond, H., Weiss, D. & Sampaio, E. Human spatial navigation via a visuo-tactile
sensory substitution system. Perception 34, 1231–1249 (2005).

56. Segond, H., Weiss, D., Kawalec, M. & Sampaio, E. Perceiving space and optical
cues via a visuo-tactile sensory substitution system: a methodological approach
for training of blind subjects for navigation. Perception 42, 508–528 (2013).

57. Chebat, D. R., Maidenbaum, S. & Amedi, A. Navigation using sensory substitution
in real and virtual mazes. PLoS One 10, e0126307 (2015).

58. Chebat, D., Maidenbaum, S. & Amedi, A. The transfer of non-visual spatial
knowledge between real and virtual mazes via sensory substitution. In: 2017
International Conference on Virtual Rehabilitation (ICVR) 1–7 (2017). https://
doi.org/10.1109/ICVR.2017.8007542.

59. Harrar, V., Aubin, S., Chebat, D.-R., Kupers, R. & Ptito, M. The multisensory blind
brain. In: Mobility of Visually Impaired People 111–136 (Springer, 2018).

60. Welch, R. B. & Warren, D. H. Immediate perceptual response to intersensory
discrepancy. Psychol. Bull. 88, 638 (1980).

R.I. Tivadar et al.

9

Published in partnership with The University of Queensland npj Science of Learning (2023)    61 

http://neurosci.nature.com
https://doi.org/10.1007/978-1-4614-5879-1
https://doi.org/10.1109/ICVR.2017.8007542
https://doi.org/10.1109/ICVR.2017.8007542


61. Knudsen, E. I. & Knudsen, F. Vision calibrates sound localization in developing
barn owls. J. Neurosci. 9, 3306–3313 (1989).

62. Sathian, K. et al. Dual pathways for haptic and visual perception of spatial and
texture information. Neuroimage 57, 462–475 (2011).

63. Marmor, G. S. & Zaback, L. A. Mental rotation by the blind: does mental rotation
depend on visual imagery? J. Exp. Psychol. Hum. Percept. Perform. 2, 515–521
(1976).

64. Carpenter, P. A. & Eisenberg, P. Mental rotation and the frame of reference in
blind and sighted individuals. Percept. Psychophys. 23, 117–124 (1978).

65. Leo, F., Cocchi, E., Ferrari, E. & Brayda, L. Maps as ability amplifiers: using gra-
phical tactile displays to enhance spatial skills in people who are visually
impaired. Haptic Interfaces Access. Heal. Enhanc. Qual. Life 65–88 (2020).

66. Bliss, J. C., Katcher, M. H., Rogers, C. H. & Shepard, R. P. Optical-to-tactile image
conversion for the blind. IEEE Trans. Man-Mach. Syst. 11, 58–65 (1970).

67. Martolini, C., Cappagli, G., Campus, C. & Gori, M. Shape recognition with sounds:
improvement in sighted individuals after audio–motor training. Multisens. Res.
33, 417–431 (2020).

68. Amedi, A. et al. Shape conveyed by visual-to-auditory sensory substitution
activates the lateral occipital complex. Nat. Neurosci. 10, 687–689 (2007).

69. Kim, J.-K. & Zatorre, R. J. Can you hear shapes you touch? Exp. Brain Res. 202,
747–754 (2010).

70. Kim, J.-K. & Zatorre, R. J. Tactile-auditory shape learning engages the lateral
occipital complex. J. Neurosci. 31, 7848–56 (2011).

71. Yau, J. M., Kim, S. S., Thakur, P. H. & Bensmaia, S. J. Feeling form: the neural basis
of haptic shape perception. J. Neurophysiol. 115, 631–642 (2016).

72. Merabet, L. B., Rizzo, J. F., Amedi, A., Somers, D. C. & Pascual-Leone, A. What
blindness can tell us about seeing again: merging neuroplasticity and neuro-
prostheses. Nat. Rev. Neurosci. 6, 71–7 (2005).

73. Noppeney, U. The effects of visual deprivation on functional and structural
organization of the human brain. Neurosci. Biobehav. Rev. 31, 1169–1180 (2007).

74. Chebat, D.-R. et al. Alterations in right posterior hippocampus in early blind
individuals. Neuroreport 18, 329–333 (2007).

75. Ptito, M., Chebat, D.-R. & Kupers, R. The blind get a taste of vision. In: Human
haptic perception: basics and applications 481–489 (Springer, 2008).

76. Hsiao, S. Central mechanisms of tactile shape perception. Curr. Opin. Neurobiol.
18, 418–424 (2008).

77. Inoue, S., Makino, Y. & Shinoda, H. Active touch perception produced by air-
borne ultrasonic haptic hologram. In: 2015 IEEE World Haptics Conference
(WHC) 362–367 (IEEE, 2015).

78. Ochiai, Y., Hoshi, T., Rekimoto, J. & Takasaki, M. Diminished haptics: towards
digital transformation of real world textures. In: International conference on
human haptic sensing and touch enabled computer applications 409–417
(Springer, 2014).

79. Abtahi, P. & Follmer, S. Visuo-haptic illusions for improving the perceived per-
formance of shape displays. In: proceedings of the 2018 CHI conference on
human factors in computing systems 1–13 (2018).

80. Arleo, A. & Rondi-Reig, L. Multimodal sensory integration and concurrent navi-
gation strategies for spatial cognition in real and artificial organisms. J. Integr.
Neurosci. 6, 327–366 (2007).

81. Lee, D. N. The functions of vision. Modes perceiving Process. Inf. 159170, (1978).
82. Thinus-Blanc, C. & Gaunet, F. Representation of space in blind persons: vision as

a spatial sense? Psychol. Bull. 121, 20–42 (1997).
83. Lahav, O., Schloerb, D. W. & Srinivasan, M. A. Newly blind persons using virtual

environment system in a traditional orientation and mobility rehabilitation
program: a case study. Disabil. Rehabil. Assist. Technol. 7, 420–435 (2012).

84. Kuyk, T. et al. Mobility function in older veterans improves after blind rehabi-
litation. J. Rehabil. Res. Dev. 41, 337 (2004).

85. Cappagli, G., Finocchietti, S., Baud-Bovy, G., Cocchi, E. & Gori, M. Multisensory
rehabilitation training improves spatial perception in totally but not partially
visually deprived children. Front. Integr. Neurosci. 11, 1–11 (2017).

86. Iachini, T., Ruggiero, G. & Ruotolo, F. Does blindness affect egocentric and
allocentric frames of reference in small and large scale spaces? Behav. Brain Res.
273, 73–81 (2014).

87. Crollen, V., Albouy, G., Lepore, F. & Collignon, O. Visual experience differentially
impacts the egocentric and allocentric coding of touch and motor sequence.
Multisens. Res. 26, 72 (2013).

88. Gagnon, L., Kupers, R., Schneider, F. C. & Ptito, M. Tactile maze solving in con-
genitally blind individuals. Neuroreport 21, 989–992 (2010).

89. Espinosa, M. A. & Ochaita, E. Using tactile maps to improve the practical spatial
knowledge of adults who are blind. J. Vis. Impair. Blind. 92, 338–345 (1998).

90. Aravind, G. & Lamontagne, A. Effect of visuospatial neglect on spatial navigation
and heading after stroke. Ann. Phys. Rehabil. Med. 61, 197–206 (2018).

91. Làdavas, E., Tosatto, L. & Bertini, C. Behavioural and functional changes in
neglect after multisensory stimulation. Neuropsychol. Rehabil. 1–28 (2020)
https://doi.org/10.1080/09602011.2020.1786411.

92. Frassinetti, F., Pavani, F. & Làdavas, E. Acoustical vision of neglected stimuli:
interaction among spatially converging audiovisual inputs in neglect patients. J.
Cogn. Neurosci. 14, 62–69 (2002).

93. Özen, Ö., Buetler, K. A. & Marchal-Crespo, L. Towards functional robotic training:
motor learning of dynamic tasks is enhanced by haptic rendering but hampered
by arm weight support. J. Neuroeng. Rehabil. 19, 1–18 (2022).

94. Ortega, E. V., Aksöz, E. A., Buetler, K. A. & Marchal-Crespo, L. Assessing Touch
Sensibility with a Robotic System for Sensory Rehabilitation. In: 2021 IEEE World
Haptics Conference (WHC) 336 (IEEE, 2021).

95. Bernardoni, F., Özen, Ö., Buetler, K. & Marchal-Crespo, L. Virtual reality envir-
onments and haptic strategies to enhance implicit learning and motivation in
robot-assisted training. In: 2019 IEEE 16th International Conference on Rehabi-
litation Robotics (ICORR) 760–765 (IEEE, 2019).

96. Carey, L. M., Matyas, T. A. & Oke, L. E. Sensory loss in stroke patients: effective
training of tactile and proprioceptive discrimination. Arch. Phys. Med. Rehabil. 74,
602–611 (1993).

97. Ingemanson, M. L. et al. Somatosensory system integrity explains differences in
treatment response after stroke. Neurology 92, e1098–e1108 (2019).

98. Rowe, J. B. et al. Robotic assistance for training finger movement using a
hebbian model: a randomized controlled trial. Neurorehabil. Neural Repair 31,
769–780 (2017).

99. Basalp, E., Wolf, P. & Marchal-Crespo, L. Haptic training: which types facilitate (re)
learning of which motor task and for whom? Answers by a review. IEEE Trans.
Haptics 14, 722–739 (2021).

100. Oldfield, R. C. The assessment and analysis of handedness: the Edinburgh
inventory. Neuropsychologia 9, 97–113 (1971).

101. Rekik, Y., Vezzoli, E., Grisoni, L. & Giraud, F. Localized haptic texture: a rendering
technique based on taxels for high density tactile feedback. In: Proc. 2017 CHI
Conf. Hum. Factors Comput. Syst. 5006–5015 https://doi.org/10.1145/
3025453.3026010. (2017)

102. Vezzoli, E., Sednaoui, T., Amberg, M., Giraud, F. & Lemaire-Semail, B. Texture
rendering strategies with a high fidelity-capacitive visual-haptic friction control
device. In: International Conference on Human Haptic Sensing and Touch
Enabled Computer Applications 251–260 (Springer, 2016).

103. Sednaoui, T. et al. Friction reduction through ultrasonic vibration part 2:
experimental evaluation of intermittent contact and squeeze film levitation. IEEE
Trans. Haptics 10, 208–216 (2017).

104. Lacey, S., Peters, A. & Sathian, K. Cross-modal object recognition is viewpoint-
independent. PLoS One 2, 1–6 (2007).

105. Lederman, S. J. & Klatzky, R. L. Extracting object properties through haptic
exploration. Acta Psychol. 84, 29–40 (1993).

106. Hollins, M. & Risner, S. R. Evidence for the duplex theory of tactile texture
perception. Percept. Psychophys. 62, 695–705 (2000).

107. Kostić, S. & Tošković, O. The time, the path, its length and strenuousness in maze
learning. Psihologija, Online First, 1–16 (2022).

108. Townsend, J. T. & Ashby, F. G. The stochastic modeling of elementary psycho-
logical processes https://api.semanticscholar.org/CorpusID:121223508 (1983).

ACKNOWLEDGEMENTS
This work has been supported by the Swiss National Science Foundation (320030-
169206 to M.M.M.), a grantor advised by Carigest SA (grant 232920 to M.M.M.), and
the Fondation Asile des Aveugles (grant 232933 to M.M.M.). The Sense Innovation
and Research Center is a joint venture supported by the Lausanne University Hospital
Center (CHUV), the University of Lausanne (UNIL), and the University of Applied
Sciences of Western Switzerland in Valais-Wallis (HES-SO Valais-Wallis). The authors
thank Dr. Pawel Matusz, Dr. Nora Turoman, Fatima Anaflous, and Carine Verdon for
their valuable help with this work.

AUTHOR CONTRIBUTIONS
R.I.T. and M.M.M. are responsible for the study concept and design. R.I.T. coded the
experiment. R.I.T. ran the experiment. All authors analysed the data and generated
the figures. R.I.T., M.M.M., and B.F. contributed to the interpretation of the results. All
authors contributed to drafting the manuscript.

COMPETING INTERESTS
The authors declare no competing interests.

ADDITIONAL INFORMATION
Supplementary information The online version contains supplementary material
available at https://doi.org/10.1038/s41539-023-00208-4.

R.I. Tivadar et al.

10

npj Science of Learning (2023)    61 Published in partnership with The University of Queensland

https://doi.org/10.1080/09602011.2020.1786411
https://doi.org/10.1145/3025453.3026010
https://doi.org/10.1145/3025453.3026010
https://api.semanticscholar.org/CorpusID:121223508
https://doi.org/10.1038/s41539-023-00208-4


Correspondence and requests for materials should be addressed to Ruxandra I.
Tivadar or Micah M. Murray.

Reprints and permission information is available at http://www.nature.com/
reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in anymedium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this license, visit http://
creativecommons.org/licenses/by/4.0/.

© The Author(s) 2023

R.I. Tivadar et al.

11

Published in partnership with The University of Queensland npj Science of Learning (2023)    61 

http://www.nature.com/reprints
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Learning and navigating digitally rendered haptic spatial layouts
	Introduction
	Results
	Inter-rater reliability
	LEGO&#x000AE; reconstructions
	Behaviour

	LEGO&#x000AE; reconstructions
	Behaviour on trajectories
	Discussion
	Methods
	Participants
	Apparatus
	Stimuli
	Procedure and�task
	Inter-rater reliability
	Image analysis
	Behavioural analysis
	Reporting summary

	DATA AVAILABILITY
	References
	Acknowledgements
	Author contributions
	Competing interests
	ADDITIONAL INFORMATION




