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#### Abstract

When preparing a pure state with a quantum circuit, there is an unavoidable approximation error due to the compilation error in fault-tolerant implementation. A recently proposed approach called probabilistic state synthesis, where the circuit is probabilistically sampled, is able to reduce the approximation error compared to conventional deterministic synthesis. In this paper, we demonstrate that the optimal probabilistic synthesis quadratically reduces the approximation error. Moreover, we show that a deterministic synthesis algorithm can be efficiently converted into a probabilistic one that achieves this quadratic error reduction. We also numerically demonstrate how this conversion reduces the $T$-count and analytically prove that this conversion halves an information-theoretic lower bound on the circuit size. In order to derive these results, we prove general theorems about the optimal convex approximation of a quantum state. Furthermore, we demonstrate that this theorem can be used to analyze an entanglement measure.
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## INTRODUCTION

The latest quantum computer applications require various nontrivial quantum states for computation, secure communication, and the fundamental investigation of quantum mechanics. Examples include the ground state (or its approximation) of a Hamiltonian, which is used to compute the ground energy in quantum chemistry ${ }^{1}$, a graph state (or its variants ${ }^{2,3}$ ), which has a wide range of applications such as measurement-based quantum computation ${ }^{4}$, blind computation ${ }^{5}$, and secret-sharing ${ }^{6}$, and datahiding states, which are utilized for quantum data hiding ${ }^{7}$ and the study of local indistinguishability ${ }^{8,9}$. In addition, quantum linear system solvers ${ }^{10,11}$, which have various applications in machine learning, require a quantum state encoding classical data.

These applications have motivated researchers to optimize a subroutine that synthesizes a target quantum state. In order to capture the complexity of the state synthesis, there are extensive studies about the size and depth of a circuit consisting of a sequence of $k(\leq 2)$-qubit unitary gates needed to generate a target state by applying the circuit to a fixed state $|0\rangle^{\otimes N 12-18}$. While these studies focus on the exact synthesis of a target state, a certain level of error is allowed in many quantum information processing protocols and algorithms. In practice, we have no choice but to approximately synthesize a target state due to imperfections and discretization when implementing unitary gates in a synthesis circuit. The imperfection of gates can be almost removed for specific unitary gates, called elementary gates, according to the nature of the system ${ }^{19}$ or the quantum error correction ${ }^{20}$. The set of elementary gates is usually a finite set of unitary gates, e.g., Clifford gates (on a constant number of qubits) $+T$ gates, which causes an approximation error when we synthesize a target state since there are infinite quantum states. We focus on the synthesis of a target state by using a finite number of perfectly implementable elementary gates. In this case, the objective of the optimization is reducing the size or depth of a circuit consisting of elementary gates in order to synthesize a target state with a certain level of approximation error. In other words, the
objective is to reduce the approximation error within a fixed circuit size or depth.
Unfortunately, a simple volume consideration implies that the size of a circuit required for the approximate synthesis of a quantum state in an $N$-qubit system grows exponentially with $N$. However, it is important to optimize the state synthesis even on a small number of qubits since such small systems are often used repeatedly in quantum cryptography ${ }^{6,7}$ and metrology ${ }^{21,22}$ protocols. Such optimization is also beneficial to generate an intermediate quantum state required for synthesizing a state on a large system. Recently, theoretical physicists have taken an interest in the minimum circuit size or depth for the state synthesis on large systems due to its nontrivial physical interpretations ${ }^{23-25}$, even if it may not be practically implementable.

The final goal of conventional synthesis algorithms is to deterministically find one of the best circuits for the approximation (even if an algorithm ${ }^{15}$ succeeds probabilistically). Thus, the minimum approximation error obtained by such deterministic state synthesis is given by $\min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }}$, where $\phi$ is a target state, $\|\rho-\sigma\|_{\text {tr }}$ is the trace distance between two states $\rho$ and $\sigma$, and $X$ is the label set of pure states $\hat{\phi}_{x}$ generated by circuits $\mathcal{C}_{x}$ within a given cost, e.g., the circuit size, depth, or number of $T$-gates.
While it makes sense to approximate a target pure state by utilizing an approximated state generated by a single circuit, a recently proposed approach called probabilistic state synthesis probabilistically samples a circuit for the approximation. Suppose that the probabilistic algorithm independently samples a circuit $\mathcal{C}_{x}$ (generating $\hat{\phi}_{x}$ ) in accordance with a probability distribution $p(x)$ each time the subroutine synthesizing $\phi$ is called. Then, each generated state is described by a mixed state $\sum_{x} p(x) \hat{\phi}_{x}$. This can be interpreted as the transition from unitary errors to stochastic errors ${ }^{26-28}$, and recent studies have experimentally demonstrated that this transition reduces the approximation error ${ }^{29}$.

Despite its importance, the limitation of probabilistic state synthesis, especially the minimum approximation error $\min _{p}\left\|\phi-\sum_{x} p(x) \hat{\phi}_{x}\right\|_{\text {tr }}$, remains unknown, nor is it clear how to
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Fig. 1 Quadratic reduction of the approximation error by using probabilistic synthesis. We assume that we can exactly generate an eigenstate $\hat{\phi}_{x}$ of the Pauli operators, represented by the six extreme points of the octahedron. We represent the Bloch sphere by a sphere with radius $\frac{1}{2}$, where the trace distance between two quantum states equals the Euclidean distance between the corresponding points. (a) We can compute $\min _{p}\left\|\phi-\sum_{x} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}=\epsilon^{2}=\frac{1}{2 \sqrt{3}}(\sqrt{3}-1)$ and $\min _{x}\left\|\phi-\hat{\phi}_{x}\right\|_{\mathrm{tr}}=\epsilon$, where $\phi$ is the furthest state from $\left\{\hat{\phi}_{x}\right\}_{x=1}^{6}$, represented as a large red point. (b) Suppose that the target state is chosen from $S_{G}:=\{\phi:|\phi\rangle=\cos t|0\rangle+\sin t|1\rangle, t \in \mathbb{R}\}$, represented by a meridian. We can compute $\min _{p}\left\|\phi-\sum_{x} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}=\tilde{\epsilon}^{2}=$ $\frac{1}{2}\left(1-\frac{1}{\sqrt{2}}\right)$ and $\min _{x}\left\|\phi-\hat{\phi}_{x}\right\|_{\mathrm{tr}}=\tilde{\epsilon}$, where $\phi$ is the furthest state in $S_{G}$ from $\left\{\hat{\phi}_{x}\right\}_{x=1}^{6}$, represented as a large red point.
find the optimal probability distribution $p$. While a few analytical results are obtained for the case of a qubit state ${ }^{30-32}$ in the context of the optimal convex approximation of a quantum state, minimax optimization to compute the minimum approximation error makes analyses quite difficult in general.

Before presenting our results, we provide intuitive examples demonstrating the capability of probabilistic synthesis in Fig. 1. As a generalization of the qubit examples, we obtain the fundamental relationship between the minimum approximation errors obtained by the deterministic synthesis and the probabilistic one in the following theorem.

Theorem 1. (simplified version) For any subset $\left\{\hat{\phi}_{x}\right\}_{x \in X}$ of pure states, it holds that

$$
\begin{equation*}
\max _{\phi} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}=\max _{\phi} \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\mathrm{tr}}^{2} \tag{1}
\end{equation*}
$$

where the maximization of $\phi$ is taken over the set of pure states.
This theorem compares the worst approximation errors occurring when one synthesizes the target state that is most difficult to approximate by using $\left\{\hat{\phi}_{x}\right\}_{x}$. It implies that the optimal probabilistic synthesis always quadratically reduces the worst approximation error, moreover, it is impossible to further reduce the approximation error.

In many cases, there is no need to synthesize all possible pure states. Instead, it is more useful to understand the limitations of probabilistic synthesis when a target state is chosen from a subset $S_{G}$ of pure states. As shown in Fig. 1b, we can also anticipate the quadratic error reduction in this scenario. This expectation is confirmed in the comprehensive version of Theorem 1, which includes the case of Fig. 1b.

The technique used to prove Theorem 1 is also applicable to analyzing the minimum trace distance between a general mixed state $\rho$ and a convex hull of $\left\{\hat{\phi}_{x}\right\}_{x}$. For example, we can analyze the entanglement measure by setting $\left\{\hat{\phi}_{x}\right\}_{x \in X}$ to be the set of
pure product states. As a byproduct, we obtain
$\min _{\sigma \in \mathbf{S E P}}\left\|\rho_{q}^{\mathrm{WER}}-\sigma\right\|_{\mathrm{tr}}=q-\frac{1}{2}, \min _{\sigma \in \mathbf{S E P}}\left\|\rho_{q}^{\mathrm{ISO}}-\sigma\right\|_{\mathrm{tr}}=\frac{d^{2}-1}{d^{2}}\left(q-\frac{1}{d+1}\right)$,
where SEP represents the set of separable states, $\rho_{q}^{\text {WER }}$ and $\rho_{q}^{\text {ISO }}$ represent the Werner and isotropic state with a parameter $q$, respectively. These coincide with a conjecture numerically found $i n^{33}$. Moreover, we provide alternate succinct proof about a recently identified coincidence between the entanglement measure and coherence measure ${ }^{34}$.

We also show an efficient way to convert a deterministic state synthesis algorithm into a probabilistic one that achieves quadratic error reduction. We assume there exists a deterministic state synthesis algorithm $\mathcal{D}$ with

INPUT: a target pure state $\phi$ in a constant number of qubits and target approximation error $\epsilon$,

OUTPUT: circuit $\mathcal{C}_{x}$ (generating $\hat{\phi}_{x}$ )
such that $\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }} \leq \epsilon$ and a matrix representation of $\hat{\phi}_{x}$ can be obtained within runtime polylog $\left(\frac{1}{\epsilon}\right)$. We can construct $\mathcal{D}$ by combining algorithms to generate an exact synthesis circuit where arbitrary unitary transformations on a constant number of qubits are allowed ${ }^{12-18}$ with the Solovay-Kitaev algorithm ${ }^{35}$ to decompose the unitary transformations into a sequence of elementary gates. Recent numerical analysis suggests that we could construct better $\mathcal{D}$ that reduces the size of a synthesis circuit by skipping the exact synthesis as an intermediate step ${ }^{17,36}$. The efficient conversion is shown in the following theorem.

Theorem 2. (informal version) There exists a probabilistic state synthesis algorithm $\mathcal{P}$ that calls a deterministic state synthesis algorithm $\mathcal{D}$ as an oracle, and has

INPUT: a target pure state $\phi$ in a constant number of qubits and target approximation error $\epsilon$

OUTPUT: circuit $\mathcal{C}_{x}$ (generating $\hat{\phi}_{x}$ ) sampled in accordance with probability distribution $\hat{p}: \hat{X} \rightarrow[0,1]$
such that $\mathcal{P}$ satisfies the following properties:

- Efficiency: $\mathcal{P}$ calls $\mathcal{D}$ constant times, and runtime of $\mathcal{P}$ is polylog $\left(\frac{1}{\epsilon}\right)$,
- Quadratic improvement: The approximation error $\left\|\phi-\sum_{x \in \hat{X}} \hat{p}(x) \hat{\phi}_{x}\right\|_{\text {tr }}$ obtained with this algorithm is upper bounded by $\epsilon^{2}$, whereas $\min _{x \in \hat{X}}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }} \leq \epsilon$.

Since probabilistic state synthesis reduces the approximation error, it also reduces the size of a circuit to approximately generate a target state for a given approximation error. However, the reduction rate depends on the circuit's construction, e.g., what kind of elementary gates and synthesis algorithms are used. Since there is an established way to synthesize a single qubit state by using Clifford $+T$ gates, we perform a numerical simulation to demonstrate how the probabilistic synthesis reduces the number of $T$-gates, called a $T$-count, for a randomly selected target state in $S_{G}$ defined in Fig. 1b.

As a rigorous estimation, we also analyze a universal lower bound on the size of synthesis circuits obtained by regarding the circuit as a classical encoding of a pure state, where a description of a circuit $\mathcal{C}_{x}$ and the state $\hat{\phi}_{x}$ generated by $\mathcal{C}_{x}$ correspond to a label encoding a pure state and the reconstructed state by a decoder, respectively. To analyze how probabilistic synthesis reduces this lower bound, we investigate the minimum length of classical bit strings that encodes a pure state $\phi$ so as to approximately reconstruct the original state as shown in Fig. 2.

We compare two types of encoding: (1) deterministic encoding that associates each $\phi$ to a single label $x$, and (2) probabilistic encoding that associates each $\phi$ to a label $x$ in accordance with a probability distribution $p_{\phi}(x)$. The decoder $\Gamma$ generates, in general, a mixed state $\hat{\rho}_{x}$ based on the input label $x$. Thus, the reconstructed


Fig. 2 Probabilistic encoding of pure state $\phi$ on a $d$-dimensional system using $n$-bit strings and a decoder $\Gamma$ that generates an approximated state $\hat{\rho}$. State $\phi$ is probabilistically encoded in label $x$ in a finite set $X$ in accordance with probability distribution $p_{\phi}: X \rightarrow[0,1]$. As a special case of probabilistic encoding, we also consider deterministic encoding that utilizes probability distribution $p_{\phi}: X \rightarrow\{0,1\}$. Note that the length of classical bit strings to represent $x \in X$ is given by $n=\left\lceil\log _{2}|X|\right\rceil$.
state in the deterministic and probabilistic encoding is given by $\hat{\rho}=\hat{\rho}_{x}$ and $\hat{\rho}=\sum_{x} p_{\phi}(x) \hat{\rho}_{x}$, respectively. In the following theorem, we show that probabilistic encoding exactly halves the bit length required for deterministic encoding in the asymptotic limits.

Theorem 3. (simplified version) Let $n_{\text {det }}$ (or $n_{\text {prob }}$ ) be the minimum bit length required for deterministic (or probabilistic) encoding that reconstructs a state $\hat{\rho}$ satisfying $\|\phi-\hat{\rho}\|_{\text {tr }} \leq \epsilon$ for any pure state $\phi$ in a d-dimensional Hilbert space. Then, it holds that
$\lim _{\epsilon \rightarrow 0} \frac{n_{\text {prob }}}{n_{\text {det }}}=\lim _{d \rightarrow \infty} \frac{n_{\text {prob }}}{n_{\text {det }}}=\frac{1}{2}$.

Although several probabilistic synthesis methods suggest that the approximation error can be reduced from $\epsilon$ into $O\left(\epsilon^{2}\right)^{26-29,37,38}$, these methods are not applicable for analyzing the achievable minimum approximation error. This is mainly because the prior research relies on the first-order approximation to show the error reduction, which provides little information about the lower bound on the error reduction. The achievable minimum approximation error for the probabilistic unitary synthesis has been obtained by $u s^{39}$. However, this result cannot be directly applied to the state synthesis since the generated state in state synthesis is obtained by applying a gate sequence to a fixed input state while the approximation error in unitary synthesis is quantified for the worst input state. Moreover, a target state could be approximated by probabilistically mixing two unitary transformations whose behaviors are totally different, except for the fixed input state.

In the proof of Theorem 1, we analyze the minimum approximation error $\min _{p}\left\|\phi-\sum_{x} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}=\min _{p} \max _{0 \leq M \leq \mathbb{I}}$ tr $\left[M\left(\phi-\sum_{x} p(x) \hat{\phi}_{x}\right)\right]$, which contains minimax optimization by definition. The main tool for the analysis is the strong duality of semidefinite programming. This enables us to formulate the minimum approximation error as a semidefinite program (SDP). Moreover, we show that the SDP can be dramatically simplified when both $\phi$ and $\left\{\hat{\phi}_{x}\right\}_{x}$ exhibit symmetry. As discussed in the previous subsection, these techniques can be utilized to analyze the minimum trace distance between a general mixed state and a convex set, such as the set of separable states.

The reformulation of the minimum approximation error as an SDP enables us to compute the optimal probability distribution to achieve it efficiently. By using Theorem 1, we can verify that by solving this SDP with $\left\{\hat{\phi}_{x}\right\}_{x \in X}$ satisfying $\max _{\phi} \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }} \leq \epsilon$, which is called an $\epsilon$-covering, we obtain a probability distribution $\hat{p}$ that achieves quadratic reduction of the approximation error, i.e., $\left\|\phi-\sum_{x \in X} \hat{p}(x) \hat{\phi}_{x}\right\|_{\text {tr }} \leq \epsilon^{2}$. However, the size of this SDP is too large to achieve the efficiency shown in Theorem 2, since the size $|X|$ of the $\epsilon$-covering is $\left(\frac{1}{\epsilon}\right)^{\Omega(1)}$. This problem can be resolved by proving that any $\hat{\phi}_{x}$ in the support of the optimal probability distribution in the minimum approximation error is close to $\phi$; more precisely, $\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }} \leq 2 \epsilon$. This enables us to construct a modified SDP whose size is independent of $\epsilon$.

Theorem 3 is obtained by combining Theorem 1 with the estimation of the minimum size of the $\epsilon$-covering. Due to its prominent role in algorithm design and asymptotic geometric analysis, the order of the minimum size of the $\epsilon$-covering has been well-studied ${ }^{40-42}$. However, to obtain Theorem 3, we precisely analyze the constant factor in the order, which refines the previous estimations ${ }^{40,41}$.

## RESULTS

## Preliminaries

We consider only finite-dimensional Hilbert spaces in this paper. The two-dimensional Hilbert space $\mathbb{C}^{2}$ is called a qubit. $\mathbf{L}(\mathcal{H})$ and $\operatorname{Pos}(\mathcal{H})$ represent the set of linear operators and positive semidefinite operators on Hilbert space $\mathcal{H}$, respectively. $\mathbb{I} \in$ $\operatorname{Pos}(\mathcal{H})$ represents the identity operator. For Hermitian operators $A$ and $B$ on $\mathcal{H}, A \geq B$ represents $A-B \in \operatorname{Pos}(\mathcal{H})$, and $A>B$ means $A-B$ is positive definite. $\mathbf{S}(\mathcal{H}):=\{\rho \in \operatorname{Pos}(\mathcal{H}): \operatorname{tr}[\rho]=1\}$ and $\mathbf{P}(\mathcal{H}):=\left\{\rho \in \mathbf{S}(\mathcal{H}): \operatorname{tr}\left[\rho^{2}\right]=1\right\}$ represent the set of quantum states and pure states, respectively. Pure state $\phi \in \mathbf{P}(\mathcal{H})$ is sometimes alternatively represented by complex unit vector $|\phi\rangle \in$ $\mathcal{H}$ satisfying $\phi=|\phi\rangle\langle\phi|$.

The trace distance $\|\rho-\sigma\|_{\text {tr }}$ of two quantum states $\rho, \sigma \in \mathbf{S}(\mathcal{H})$ is defined as $\|M\|_{\text {tr }}:=\frac{1}{2} \operatorname{tr}\left[\sqrt{M M^{\dagger}}\right]$ for $M \in \mathbf{L}(\mathcal{H})$. It represents the maximum total variation distance between probability distributions obtained by measurements performed on two quantum states. Thus, it satisfies $\|\rho-\sigma\|_{\text {tr }}=\max _{0 \leq M \leq I} \operatorname{tr}[M(\rho-\sigma)]$. A similar notion measuring the distinguishability of $\rho$ and $\sigma$ is the fidelity function, defined by $F(\rho, \sigma):=\max \operatorname{tr}\left[\Phi^{\rho} \Phi^{\sigma}\right]$, where $\Phi^{\rho} \in$ $\mathbf{P}\left(\mathcal{H} \otimes \mathcal{H}^{\prime}\right)$ is a purification of $\rho$, i.e., $\rho=\operatorname{tr}_{\mathcal{H}^{\prime}}\left[\Phi^{\rho}\right]$, and the maximization is taken over all the purifications. Fuchs-van de Graaf inequalities ${ }^{43}$ provide relationships between the two measures with respect to the distinguishability as follows:
$1-\sqrt{F(\rho, \sigma)} \leq\|\rho-\sigma\|_{\text {tr }} \leq \sqrt{1-F(\rho, \sigma)}$
holds for any states $\rho, \sigma \in \mathbf{S}(\mathcal{H})$, where the equality of the right inequality holds when $\rho$ and $\sigma$ are pure.

An operator $A: \mathcal{H} \rightarrow \mathcal{H}$ is called antilinear if it satisfies $A(a|\phi\rangle+\beta|\psi\rangle)=a^{*} A|\phi\rangle+\beta^{*} A|\psi\rangle$, where $a^{*}$ represents the complex conjugate of $a \in \mathbb{C}$. The Hermitian adjoint $A^{\dagger}$ of an antilinear operator $A$ is defined by $\langle\psi| A^{\dagger}|\phi\rangle=\langle\phi| A|\psi\rangle$. An antilinear operator $U$ is called antiunitary if it satisfies $U^{\dagger} U=\mathbb{I}$. An antiunitary operator $\Theta$ is called a conjugation if it satisfies $\Theta^{\dagger}=\Theta$. An example of a conjugation is the complex conjugation $\theta$ with respect to the computational basis. Note that for Hermitian operators $M_{1}$ and $M_{2}$ and an antilinear operator $A$, the cyclic property $\operatorname{tr}\left[M_{1} A M_{2} A^{\dagger}\right]=\operatorname{tr}\left[A^{\dagger} M_{1} A M_{2}\right]$ of the trace holds.

## Quadratic reduction of approximation error

We first show the lower bound of the approximation error obtained by the optimal probabilistic mixture in the following lemma.

Lemma 1. For a finite set $\left\{\hat{\phi}_{x}\right\}_{x \in X} \subseteq \mathbf{P}(\mathcal{H})$ of pure states and a pure state $\phi \in \mathbf{P}(\mathcal{H})$, it holds that
$\min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}} \geq \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }}^{2}$.
Proof. Let $p$ minimize the left-hand side of Eq. (5). The following calculation completes the proof.
(L.H.S.) $\geq\left(1-\sum_{x \in X} p(x) \operatorname{tr}\left[\phi \hat{\phi}_{x}\right]\right) \geq \min _{x \in X}\left(1-F\left(\phi, \hat{\phi}_{x}\right)\right)=($ R.H.S. $)$,
where we use $\|\rho-\sigma\|_{\text {tr }} \geq \max _{\phi \in \mathbf{P}(\mathcal{H})} \operatorname{tr}[\phi(\rho-\sigma)]$ in the first inequality and use the right equality in Ineq. (4) in the last equality.

This lemma shows that the reduction rate of the approximation error by using probabilistic synthesis is, at best, quadratic. However, the two examples given in Fig. 1 indicate that a precisely quadratic reduction is possible if we consider the worst approximation error occurring when we synthesize the target state that is most difficult to approximate in a particular subset $S_{G}$ of states. To achieve the quadratic reduction, it is important to carefully select $S_{G}$. We use group symmetries in the following lemma to characterize $S_{G}$ and prove the quadratic reduction. This characterization also makes it easier to apply this lemma to various settings in the state synthesis.

Lemma 2. Let $X$ be a finite set, $G$ be a finite subgroup of unitary and antiunitary operators, and $S_{G}:=\{\phi \in \mathbf{P}(\mathcal{H}): \forall U \in G,[U, \phi]=0\}$ be the set of pure states invariant under the action of $G$. If a set $\left\{\hat{\phi}_{x} \in \mathbf{P}(\mathcal{H})\right\}_{x \in X}$ of pure states is invariant under the action of $G$, i.e., $\left\{\hat{\phi}_{x}\right\}_{x \in X}=\left\{U \hat{\phi}_{x} U^{\dagger}\right\}_{x \in X}$ for all $U \in G$, it holds that
$\max _{\phi \in S_{G}} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\text {tr }}=\max _{\phi \in S_{G}} \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }}^{2}$.

Lemma 2 is a direct consequence of the following lemma for computing the minimum trace distance between a mixed state and a convex subset of mixed states.

Lemma 3. Let $X$ be a finite set and $G$ be a finite subgroup of unitary and antiunitary operators. Let $P_{G}$ be the set of positive semidefinite operators invariant under the action of $G$, i.e., $P_{G}:=\{P \in \operatorname{Pos}(\mathcal{H}): \forall U \in G,[U, P]=0\}$. If $\rho \in P_{G} \cap \mathbf{S}(\mathcal{H})$ and $a$ set $\left\{\hat{\rho}_{x} \in \mathbf{S}(\mathcal{H})\right\}_{x \in X}$ of mixed states is invariant under the action of G, i.e., $\left\{\hat{\rho}_{x}\right\}_{x \in X}=\left\{U \hat{\rho}_{x} U^{\dagger}\right\}_{x \in X}$ for all $U \in G$, it holds that

$$
\begin{equation*}
\min _{p}\left\|\rho-\sum_{x \in X} p(x) \hat{\rho}_{x}\right\|_{t r}=\max _{\substack{0 \leq M \leq I \\ M \in \in_{G}}}\left(\operatorname{tr}[M \rho]-\max _{x \in X} \operatorname{tr}\left[M \hat{\rho}_{x}\right]\right), \tag{8}
\end{equation*}
$$

where the minimization is taken over a probability distribution $p$ over $X$. In particular, when $\rho$ is a pure state $\phi$, it holds that

$$
\begin{equation*}
\min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\rho}_{x}\right\|_{\operatorname{tr}}=\max _{\psi \in P_{G} \cap \mathbf{P}(\mathcal{H})}\left(\operatorname{tr}[\psi \phi]-\max _{x \in X} \operatorname{tr}\left[\psi \hat{\rho}_{x}\right]\right) . \tag{9}
\end{equation*}
$$

Proof. We start from a mixed state $\rho$. By using the minimax theorem, we obtain

$$
\begin{align*}
& \text { (L.H.S. of } E q .(8))=\min _{p} \max _{0 \leq M \leq \mathbb{I}}\left(\operatorname{tr}[M \rho]-\sum_{x \in X} p(x) \operatorname{tr}\left[M \hat{\rho}_{x}\right]\right)  \tag{10}\\
& =\max _{0 \leq M \leq \mathbb{I}} \min _{p}\left(\operatorname{tr}[M \rho]-\sum_{x \in X} p(x) \operatorname{tr}\left[M \hat{\rho}_{x}\right]\right)  \tag{11}\\
& =\max _{0 \leq M \leq \mathbb{I}}\left(\operatorname{tr}[M \rho]-\max _{x \in X} \operatorname{tr}\left[M \hat{\rho}_{x}\right]\right) . \tag{12}
\end{align*}
$$

This proves (L.H.S.) $\geq$ (R.H.S.). Let $M$ maximize Eq. (12). Due to the invariance of $\rho$ and $\left\{\hat{\rho}_{x}\right\}_{x}$ under the action of $G$, we can verify that $U^{\dagger} M U$ also maximizes Eq. (12). By defining $\hat{M}=\frac{1}{\mid G} \sum_{U \in G} U^{\dagger} M U$, we obtain

$$
\begin{align*}
\text { (R.H.S. of Eq.(8)) } & \geq \operatorname{tr}[\hat{M} \rho]-\max _{x \in X} \operatorname{tr}\left[\hat{M} \hat{\rho}_{x}\right]=\operatorname{tr}[M \rho]-\max _{x \in X}\left(\frac{1}{|G|} \sum_{U \in G} \operatorname{tr}\left[M U \hat{\rho}_{x} U^{i}\right]\right) \\
& \geq \operatorname{tr}[M \rho]-\frac{1}{\mid G} \sum_{U \in G} \max _{\in X} \operatorname{tr}\left[M U \hat{\rho}_{x} U^{i}\right] \\
& =\operatorname{tr}[M \rho]-\max _{x \in X} \operatorname{tr}\left[M \hat{\rho}_{x}\right]=(\text { L.H.S. of Eq. }(8)), \tag{13}
\end{align*}
$$

where we use Eq. (12) in the last equality.

When $\rho$ is a pure state $\phi$, we can derive

$$
\begin{equation*}
\text { (L.H.S. of Eq. }(9))=\max _{\sigma \in P_{G} \cap \mathbf{S}(\mathcal{H})}\left(\operatorname{tr}[\sigma \phi]-\max _{x \in X} \operatorname{tr}\left[\sigma \hat{\rho}_{x}\right]\right) \tag{14}
\end{equation*}
$$

by the same argument starting from

$$
\begin{align*}
(\text { L.H.S. of Eq.(9)) } & =\min _{p} \max _{\sigma \in \mathbf{S}(\mathcal{H})} \operatorname{tr}\left[\sigma\left(\phi-\sum_{x \in X} p(x) \hat{\rho}_{x}\right)\right]  \tag{15}\\
& =\max _{\sigma \in \mathbf{S}(\mathcal{H})}\left(\operatorname{tr}[\sigma \phi]-\max _{x \in X} \operatorname{tr}\left[\sigma \hat{\rho}_{x}\right]\right)
\end{align*}
$$

where we use the fact that the dimension of the eigenspace of $\phi-\sum_{x \in X} p(x) \hat{\rho}_{x}$ associated with positive eigenvalues is zero or one in the first equality, and use the minimax theorem in the second equality. We complete the proof of Eq. (9) by using the following observation: When (L.H.S. of Eq. (9)) $=0$, Eq. (9) holds since there exists $x \in X$ such that $\hat{\rho}_{x}=\phi$. When (L.H.S. of Eq. (9)) $>0, \sigma$ maximizing Eq. (14) is a pure state. For if $\sigma$ with $\|\sigma\|_{\infty}<1$ maximizes Eq. (14), we can show a contradiction by setting $\rho=\phi$ and $M=\frac{\sigma}{\|\sigma\|_{\infty}}$ in Eq. (12). $\square$

Proof of Lemma 2. By setting $\hat{\rho}_{x}$ in Eq. (9) to be $\hat{\phi}_{x}$, we obtain

$$
\begin{align*}
\max _{\phi \in S_{G}} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}} & =\max _{\psi \in S_{G}}\left(\max _{\phi \in S_{G}} \operatorname{tr}[\psi \phi]-\max _{x \in X} \operatorname{tr}\left[\psi \hat{\phi}_{x}\right]\right) \\
& =1-\min _{\psi \in S_{G}} \max _{x \in X} \operatorname{tr}\left[\psi \hat{\phi}_{x}\right]=\max _{\psi \in S_{G}} \min _{x \in X}\left\|\psi-\hat{\phi}_{x}\right\|_{\mathrm{tr}}^{2} \tag{16}
\end{align*}
$$

where we use the right equality in Ineq. (4) in the last equality.
As consequences of Lemma 2 or Lemma 3, we obtain the following implications.

1. When $G=\{\mathbb{I}\}$, we obtain $S_{G}=\mathbf{P}(\mathcal{H})$. This case is applicable to any $\left\{\hat{\phi}_{x}\right\}_{x \in X}$ and proves the quadratic reduction of the approximation error given in Fig. 1(a).
2. When $G=\{\mathbb{I}, \theta\}$ with the complex conjugation $\theta$, we obtain $S_{G}=\left\{\phi \in \mathbf{P}\left(\mathbb{C}^{2}\right):|\phi\rangle=\cos t|0\rangle+\sin t|1\rangle, t \in \mathbb{R}\right\}$. In this case, the quadratic reduction of the worst approximation error occurring when we synthesize a target state in $S_{G}$ is possible if $\left\{\hat{\phi}_{x}\right\}_{x}$ is reflection-symmetric with respect to the XZ-plane in the Bloch representation. This proves the quadratic reduction of the approximation error given in Fig. 1b. In general, conjugation-invariant pure states are often utilized in the optimal parameter estimation ${ }^{22}$.
3. When $G=\{\mathbb{I}, 2 \Pi-\mathbb{I}\}$ with Hermitian projector $\Pi$ whose range is $\mathcal{V}, S_{G}=\left\{\phi \in \mathbf{P}(\mathcal{H}):|\phi\rangle \in \mathcal{V} \vee|\phi\rangle \in \mathcal{V}_{\perp}\right\}$. In this case, the quadratic reduction of the worst approximation error occurring when we synthesize a target state in $\mathcal{V}$ is possible if $\left\{\hat{\phi}_{x}\right\}_{x}$ is reflection-symmetric under the action of $2 \Pi-\mathbb{I}$. This is because

$$
\begin{equation*}
\max _{|\phi\rangle \in \mathcal{V}} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\operatorname{tr}}=\max _{\psi \in S_{G}}\left(\max _{|\phi\rangle \in \mathcal{V}} \operatorname{tr}[\psi \phi]-\max _{x \in X} \operatorname{tr}\left[\psi \hat{\phi}_{x}\right]\right) \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
=\max _{|\psi\rangle \in \mathcal{V}}\left(\max _{|\phi\rangle \in \mathcal{V}} \operatorname{tr}[\psi \phi]-\max _{x \in X} \operatorname{tr}\left[\psi \hat{\phi}_{X}\right]\right) \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
=1-\min _{|\psi\rangle \in \mathcal{V}} \max _{x \in X} \operatorname{tr}\left[\psi \hat{\phi}_{x}\right]=\max _{|\phi\rangle \in \mathcal{V}} \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\mathrm{tr}}^{2} \tag{19}
\end{equation*}
$$

where we use Eq. (9) in the first equation. In general, preparing a state in a particular subspace is a widely used subroutine in various quantum information processing tasks.

We obtain the following theorem as a summary of Lemmas 1 and 2.

Theorem 1. Let $X$ be a finite set, $G$ be a finite subgroup of unitary and antiunitary operators, and $S_{G}:=\{\phi \in \mathbf{P}(\mathcal{H}): \forall U \in G,[U, \phi]=$ $0\}$ be the set of pure states invariant under the action of $G$. If $\phi \in S_{G}$ and $\left\{\hat{\phi}_{x} \in \mathbf{P}(\mathcal{H})\right\}_{x \in X}=\left\{U \hat{\phi}_{x} U^{\dagger}\right\}_{x \in X}$ for all $U \in G$, it holds that

$$
\begin{align*}
& \epsilon_{\phi}^{2} \leq \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\operatorname{tr}} \leq \epsilon_{G}^{2} \text { with } \epsilon_{\phi}  \tag{20}\\
= & \min _{x \in X}\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }}, \epsilon_{G}=\max _{\psi \in S_{G}} \min _{x \in X}\left\|\psi-\hat{\phi}_{x}\right\|_{\text {tr }} .
\end{align*}
$$

This theorem indicates that by using mixed states, we can reduce the approximation error with respect to the trace distance. When attempting to estimate the expectation value $\operatorname{tr}[0 \phi]$ of an observable $O$ for $\phi$, this theorem implies that the bias of the expectation value can be reduced by using $\sum_{x \in X} p(x) \hat{\phi}_{x}$ instead of using $\hat{\phi}_{x}$ as a substitute of $\phi$.

## Efficient probabilistic state synthesis algorithm

In this section, we present an efficient method for converting any deterministic state synthesis algorithm, denoted as $\mathcal{D}$, into a probabilistic one. If it takes polylog $\left(\frac{1}{\epsilon}\right)$-time for $\mathcal{D}$ to achieve an approximation error $\epsilon$ with an $I(\epsilon)$-size circuit such as the SolovayKitaev algorithm, then our method allows us to construct a probabilistic synthesis algorithm that achieves an approximation error $\epsilon^{2}$ by sampling $/(\epsilon)$-size circuits, with a total runtime of polylog $\left(\frac{1}{\epsilon}\right)$.

Note that our method assumes the target state is taken from a constant-dimensional Hilbert space. As mentioned in the introduction, constant-qubits states are commonly utilized in quantum cryptography and metrology protocols. Although the existence of highly complex pure states results in an exponential runtime with respect to the number of qubits for any state synthesis algorithms, we discuss the potential of probabilistic state synthesis for a high dimensional system in Supplementary Note 3. Our conversion is based on the following proposition and lemma.

Proposition 1. Let $\rho$ and $\left\{\hat{\rho}_{x}\right\}_{x \in X}$ be a target mixed state and a finite set of mixed states in $\mathbf{S}(\mathcal{H})$, respectively. Then, distance $\min _{p}\left\|\rho-\sum_{x \in X} p(x) \hat{\rho}_{x}\right\|_{\text {tr }}$ and the optimal probability distribution $\{p(x)\}_{x \in X}$, which minimizes the distance, can be computed with the following SDP:

$$
\begin{array}{cl}
\frac{\text { Primal problem }}{} & \frac{\text { Dual problem }}{\text { maximize }: \operatorname{tr}[M \rho]-t} \\
\text { minimize }: \operatorname{tr}[Y] \\
\text { subjectto : } 0 \leq M \leq \mathbb{I}, & \text { subjectto : } Y \geq 0 \wedge Y \geq \rho-\sum_{x \in X} p(x) \hat{\rho}_{x}, \\
\forall x \in X, \operatorname{tr}\left[M \hat{\rho}_{x}\right] \leq t . & \forall x \in X, p(x) \geq 0, \\
& \sum_{x \in X} p(x) \leq 1 . \tag{21}
\end{array}
$$

Note that the strong duality holds in this SDP, i.e., the optimum primal and dual values are equal.

Proof. Recall that for two states $\rho$ and $\sigma,\|\rho-\sigma\|_{\text {tr }}$ can be computed by the following SDP:

| Primal problem <br> maximize : $\operatorname{tr}[M(\rho-\sigma)]$ | $\frac{\text { Dual problem }}{\text { minimize : } \operatorname{tr}[Y]}$ |
| :---: | :--- |
| subject to : $0 \leq M \leq \mathbb{I}$, | subject to : $Y \geq 0 \wedge Y \geq \rho-\sigma$. |

A formal SDP and proof of the strong duality are provided in Supplementary Note 1.

By extending the dual problem of this SDP to include the minimization of probability distribution $\{p(x)\}_{x \in x}$, we obtain Eq. (21). Note that the last condition $\Sigma_{x \in X} p(x) \leq 1$ in the dual problem is different from the condition $\Sigma_{x \in X} p(x)=1$ of a probability
distribution; however, the optimum dual value can be achieved under the latter condition. Again, a formal SDP and proof of the strong duality are provided in Supplementary Note 1.

Lemma 4. Let $G$ be a finite subgroup of unitary and antiunitary operators, and $S_{G}:=\{\phi \in \mathbf{P}(\mathcal{H}): \forall U \in G,[U, \phi]=0\}$ be the set of pure states invariant under the action of G. For a positive number $\epsilon>0$, if $\phi \in S_{G}$ and $\left\{\hat{\phi}_{x}\right\}_{x \in X}$ is a finite $\epsilon$-covering of $S_{G}$ that is invariant under the action of $G$, i.e., $\max _{\psi \in S_{G}} \min _{x \in X}\left\|\psi-\hat{\phi}_{x}\right\|_{\operatorname{tr}} \leq \epsilon$ and $\left\{\hat{\phi}_{x}\right\}_{x \in X}=\left\{U \hat{\phi}_{x} U^{\dagger}\right\}_{x \in X}$ for all $U \in G$, then
$\min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}=\min _{\hat{p}}\left\|\phi-\sum_{x \in \hat{X}} \hat{p}(x) \hat{\phi}_{x}\right\|_{\mathrm{tr}}$
holds, where $\hat{X}:=\left\{x \in X:\left\|\phi-\hat{\phi}_{x}\right\|_{\mathrm{tr}} \leq 2 \epsilon\right\}$ and the minimization of $p$ and $\hat{p}$ are taken over probability distributions over $X$ and $\hat{X}$, respectively.

To understand this lemma, it is helpful to refer to the examples shown in Fig. 1. If the goal is to optimally approximate a target state $\phi$ depicted by the red point in (a) (or (b)), it is sufficient to mix three (or two) Pauli eigenstates that are $2 \epsilon$ (or $2 \tilde{\epsilon}$ ) close to $\phi$. This fact is shown to be true for any target state in this lemma, and its proof can be found in Supplementary Note 2 as it involves technical details.

By combining Proposition 1 and Lemma 4, we can efficiently convert a deterministic state synthesis algorithm into a probabilistic one. We assume there exists a deterministic state synthesis algorithm $\mathcal{D}$ with
INPUT: a target pure state $\phi \in S_{G}$ in a constant-dimensional Hilbert space and a target approximation error $\epsilon \in(0,1)$
OUTPUT: a set $\left\{\mathcal{C}_{x}^{(U)}\right\}_{U \in G}$ of circuits (generating $U \hat{\phi}_{x} U^{\top}$ )
such that $\left\|\phi-\hat{\phi}_{x}\right\|_{\text {tr }} \leq \epsilon$ and a matrix representation of $U \hat{\phi}_{x} U^{\dagger}$ can be obtained within runtime polylog( $\left.\frac{1}{\epsilon}\right)$, where $G$ is a finite subgroup of unitary and antiunitary operators and $S_{G}$ is the set of pure states invariant under the action of $G$.

Theorem 2. For a given gate set, there exists a probabilistic state synthesis algorithm $\mathcal{P}$ that calls a deterministic synthesis algorithm $\mathcal{D}$ as an oracle, and has
INPUT: a target pure state $\phi \in S_{G}$ in a constant-dimensional Hilbert space, a target approximation error $\epsilon \in(0,1)$, and precision $\delta \in(0,1)$
OUTPUT: circuit $\mathcal{C}_{x}$ (generating $\hat{\rho}_{x}$ ) sampled from a set $\hat{X}$ in accordance with probability distribution $\hat{p}: \hat{X} \rightarrow[0,1]$
such that $\mathcal{P}$ satisfies the following properties:

- Efficiency: $\mathcal{P}$ calls $\mathcal{D}$ a constant number of times, and runtime of $\mathcal{P}$ is poly $\left(\log \left(\frac{1}{\epsilon}\right), \log \left(\frac{1}{\delta}\right)\right)$,
- Quadratic improvement: The approximation error $\| \phi-\sum$ $x \in \hat{X} \hat{p}(x) \hat{\rho}_{x} \|_{\text {tr }}$ obtained by $\mathcal{P}$ is upper bounded by $\epsilon^{2}+\delta$, whereas $\min _{x \in \hat{X}}\left\|\phi-\hat{\rho}_{x}\right\|_{\text {tr }} \leq \epsilon$.

Proof. In the following, we explicitly construct the algorithm.

1. Set free parameters $c>0$ and $c^{\prime}>0$ satisfying $c+c^{\prime} \leq 1$.
2. Generate a list $\left\{\phi_{x}\right\}_{x \in \tilde{X}} \subseteq S_{G}$ such that for any $\psi \in S_{G}$, $\min _{x \in \tilde{X}}\left\|\psi-\phi_{x}\right\|_{\mathrm{tr}} \leq c \epsilon$ if $\|\phi-\psi\|_{\mathrm{tr}} \leq 2 \epsilon$. That is, $\left\{\phi_{x}\right\}_{x \in \tilde{X}}$ is a (cc)-covering of $\left\{\psi \in S_{G}:\|\phi-\psi\|_{\text {tr }} \leq 2 \epsilon\right\}$.
3. Call $\mathcal{D}$ to find $\mathcal{C}_{x}^{(U)}$ generating $U \hat{\phi}_{x} U^{\dagger}$ such that $\left\|\phi_{x}-\hat{\phi}_{x}\right\|_{\text {tr }} \leq c^{\prime} \epsilon$ for all $x \in \tilde{X}$ and all $U \in G$.
4. Numerically solve the SDP shown in Proposition 1 by setting $\rho=\phi$ and $\left\{\hat{\rho}_{x}\right\}_{x \in \hat{X}}=\left\{U \hat{\phi}_{x} U^{\dagger}\right\}_{x \in \tilde{X}, U \in G}$ and obtain a probability distribution $\hat{p}$, which causes the approximation error $\delta$-close to $\min _{p}\left\|\phi-\sum_{x \in \hat{x}} p(x) \hat{\rho}_{x}\right\|_{\text {tr }}$.
5. Sample $\mathcal{C}_{x}^{(U)}$ in accordance with $\hat{p}$, whose domain is $\hat{X}=\tilde{X} \times G$.

The two properties can be verified as follows:

- Efficiency: We can verify that all steps of the algorithm take poly $\left(\log \left(\frac{1}{\epsilon}\right), \log \left(\frac{1}{\delta}\right)\right)$-time by using the following observations: We can construct a list $\left\{\phi_{x}\right\}_{x \in \tilde{X}}$ whose size is independent to $\epsilon$. From the assumption on $\mathcal{D}$, we can also obtain a list of matrix representations of $\left\{U \phi_{x} U^{\dagger}\right\}_{x \in \tilde{X}, U \in G}$ within polylog $\left(\frac{1}{\epsilon}\right)$-time. The ellipsoid method guarantees that the optimal value of our SDP can be computed in poly $\left(\log \left(\frac{1}{\epsilon}\right), \log \left(\frac{1}{\delta}\right)\right)$-time within an approximation error $\delta^{44}$.
- Quadratic improvement: The minimum approximation error $\min \left\|\phi-\sum_{x \in \hat{X}} p(x) \hat{\rho}_{x}\right\|_{\text {tr }}$ is at most $\epsilon^{2}$ since $\left\{\hat{\rho}_{x}\right\}_{x \in \hat{X}}$ is a subsset of an $\epsilon$-covering $\left\{\hat{\rho}_{x}\right\}_{x \in \hat{X}} \cup\left\{\psi_{y}\right\}_{y}$ of $S_{G}$, where $\left\{\psi_{y} \in S_{G}\right\}_{y} \quad$ is a finite $\epsilon$-covering of $\left\{\psi \in S_{G}\right.$ : $\left.\|\phi-\psi\|_{\text {tr }}>2 \epsilon\right\}$ and $\left\|\phi-\psi_{y}\right\|_{\text {tr }}>2 \epsilon$ for any $y$, $\left\{\hat{\rho}_{x}\right\}_{x \in \hat{X}} \cup\left\{\psi_{y}\right\}_{y}$ is invariant under the action of $G$, and we can thus apply Theorem 1 and Lemma 4.

While this theorem assumes the dimension $d$ of the Hilbert space is constant, we can also provide an estimation of the runtime of $\mathcal{P}$ when $d$ grows. The runtime varies depending on the symmetry $G$ that target states possess (see Supplementary Note 3). In the worst case where target states have no common symmetry, i.e., $G=\{\mathbb{I}\}$, the size of $\hat{X}$ will be $|\hat{X}|=\operatorname{poly}(\exp (d))$. In this case, we can provide the upper bound on the runtime of $\mathcal{P}$ as poly $\left(\log \left(\frac{1}{\epsilon}\right), \log \left(\frac{1}{\delta}\right), \exp (d)\right)$-time, based on the proof of Theorem 2.

## Numerical simulation of $T$-count reduction

In this section, we demonstrate how Theorem 2's probabilistic synthesis algorithm can reduce the $T$-count through numerical simulation. We select a target state $\phi$ from $S_{G}=\left\{\phi \in \mathbf{P}\left(\mathbb{C}^{2}\right):|\phi\rangle=\cos t|0\rangle+\sin t|1\rangle, t \in \mathbb{R}\right\}$, as shown in Fig. 1(b). Recall that $S_{G}$ consists of $G$-invariant pure states, where $G=\{\mathbb{I}, \theta\}$ with the complex conjugation $\theta$.

We assume that the set of elementary gates consists of Clifford gates and $T$-gate, which is a commonly utilized gate set in FTQC based on stabilizer codes or surface codes. Considering that the implementation cost of a $T$-gate is much higher than that of Clifford gates, it is necessary to minimize the $T$-count of the circuits. To do this, we use the Ross-Selinger algorithm ${ }^{45}$ to synthesize $R_{y}(2 t)=\left(\begin{array}{cc}\cos t & -\sin t \\ \sin t & \cos t\end{array}\right)$ and obtain a gate sequence that realizes a unitary operator $U_{t}\left(\simeq R_{y}(2 t)\right.$ ). This allows us to obtain an approximated state $U_{t}|0\rangle\left(\simeq R_{y}(2 t)|0\rangle=\cos t|0\rangle+\sin t|1\rangle\right)$. Note that the RossSelinger algorithm can achieve an almost minimal $T$-count for synthesizing $R_{y}(2 t)^{45}$. We run this deterministic synthesis algorithm for multiple randomly selected target states $\phi$ in $S_{G}$, with multiple target approximation errors. By utilizing the description of each output gate sequence, we determine the $T$-count and the actual approximation error.

We perform probabilistic synthesis based on Theorem 2 to synthesize the same multiple target states $|\phi\rangle$ with the same multiple target approximation errors. When the target approximation error is $\epsilon$, we execute the Ross-Selinger algorithm within a target approximation error of $0.3 \sqrt{\epsilon}$ for a $(0.7 \sqrt{\epsilon})$-covering of $\left\{\psi \in S_{G}:\|\psi-\phi\|_{\text {tr }} \leq 2 \sqrt{\epsilon}\right\}$. A set consisting of the target state $\left|\phi_{1}\right\rangle=\cos t|0\rangle+\sin t|1\rangle$ and two shifted states $\left\{\left|\phi_{x}\right\rangle\right\}_{x=2}^{3}=$ $\left\{\cos t^{\prime}|0\rangle+\sin t^{\prime}|1\rangle: t^{\prime}=t \pm 2 \arcsin (0.7 \sqrt{\epsilon})\right\} \quad$ forms such a $(0.7 \sqrt{\epsilon})$-covering when $\epsilon \leq 0.07$. Thus, we obtain three gate sequences to generate states $\left\{\hat{\phi}_{x}\right\}_{x=1}^{3}$ after executing the RossSelinger algorithm. To apply Theorem 2, we also require gate sequences to generate $\left\{\theta \hat{\phi}_{x} \theta\right\}_{x=1}^{3}$, the complex conjugation of
$\left\{\hat{\phi}_{x}\right\}_{x=1}^{3}$. These gate sequences can be obtained by modifying the gate sequence to generate $\hat{\phi}_{x}$ without increasing the $T$-count. This is because $\theta T \theta \propto Z S T$ and the set of Clifford gates is closed under the complex conjugation. After obtaining six synthesized states $\left\{\hat{\phi}_{x}, \theta \hat{\phi}_{x} \theta\right\}_{x=1}^{3}$, we solve the SDP described in Proposition 1 to determine the actual approximation error. Theorem 2 guarantees the actual approximation error is smaller than $\epsilon$. Note that without exploiting the symmetry of the target state, we need 13 states to form a $(0.7 \sqrt{\epsilon})$-covering of $(2 \sqrt{\epsilon})$-ball around $\phi$ due to the disk covering problem.

We examine how the $T$-count and the approximation error for a specific target state are related in Fig. 3. As we can see, we were able to achieve a $50 \sim 60 \%$ reduction in $T$-count. We observe similar behavior for other randomly selected target states (see https://github.com/akibue/prob-synthesisfor details).

## Halving bit representation of pure states

We verify that the existence of probabilistic and deterministic encoding given in Fig. 2 can be reduced into a property of output states of the decoder $\Gamma$, as shown in the following propositions.

Proposition 2. A probabilistic encoding of $\mathbf{P}\left(\mathbb{C}^{d}\right)$ with approximation error $\epsilon$ and a label set $X$ exists if and only if there exists set $\left\{\hat{\rho}_{x} \in \mathbf{S}\left(\mathbb{C}^{d}\right)\right\}_{x \in X}$ of mixed states satisfying
$\max _{\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\rho}_{x}\right\|_{\text {tr }} \leq \epsilon$,
where the minimization is taken over a probability distribution $p$ over $X$.

Proposition 3. A deterministic encoding of $\mathbf{P}\left(\mathbb{C}^{d}\right)$ with approximation error $\epsilon$ and a label set $X$ exists if and only if there exists set $\left\{\hat{\rho}_{x} \in \mathbf{S}\left(\mathbb{C}^{d}\right)\right\}_{x \in X}$ of mixed states satisfying
$\max _{\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)} \min _{x \in X}\left\|\phi-\hat{\rho}_{x}\right\|_{\mathrm{tr}} \leq \epsilon$.
A set $\left\{\hat{\rho}_{x}\right\}_{x \in X}$ of mixed states satisfying Eq. (24) is called an external $\epsilon$-covering of $\mathbf{P}\left(\mathbb{C}^{d}\right)$. A set $\left\{\hat{\rho}_{x} \in \mathbf{P}\left(\mathbb{C}^{d}\right)\right\}_{x \in X}$ of pure states satisfying Eq. (24) is called an internal $\epsilon$-covering of $\mathbf{P}\left(\mathbb{C}^{d}\right)$. The minimum size of internal (or external) $\epsilon$-coverings is called the internal (or external) covering number and denoted by $l_{\text {in }}$ (or $l_{\text {ex }}$ ). Note that $l_{\text {ex }} \leq l_{\text {in }}$ by definition and the minimum bit length $n_{\text {det }}$ required for deterministic encodings is equal to $\left\lceil\log _{2} l_{\mathrm{ex}}\right\rceil$. We obtain the following lemma by using the volume consideration and applying the construction of an $\epsilon$-covering shown $\mathrm{in}^{42}$.

Lemma 5. For any $\epsilon \in\left(0, \frac{1}{2}\right]$ and an integer $d \geq 2$ specified below, the internal and external covering numbers $l_{\text {in }}$ and $l_{\text {ex }}$ of an $\epsilon$-covering of $\mathbf{P}\left(\mathbb{C}^{d}\right)$ are bounded by
$2 \cdot I(d, 2 \epsilon) \leq \log _{2} l_{\text {ex }} \leq \log _{2} l_{\text {in }} \wedge 2 \cdot I(d, \epsilon) \leq \log _{2} l_{\text {in }} \leq 2 \cdot I(d, \epsilon)+\log _{2}(5 d \ln d)$,
where $I(d, \epsilon):=(d-1) \log _{2}\left(\frac{1}{\epsilon}\right)$. Moreover, if $d \geq 4$, the first lower bound can be strengthened as $2 \cdot I(d, \epsilon) \leq \log _{2} l_{\text {ex }}$.

The details of the proof are given in Supplementary Note 4. By combining this lemma with Theorem 1, we obtain the following theorem about the minimum bit length.

Theorem 3. For any $\epsilon \in\left(0, \frac{1}{2}\right]$ and an integer $d \geq 2$ specified below, the minimum bit length $n_{\text {det }}$ (or $n_{\text {prob }}$ ) of the deterministic (or probabilistic) encoding of $\mathbf{P}\left(\mathbb{C}^{d}\right)$ with approximation error $\epsilon$ is


Fig. 3 Relationship between $T$-count and the approximation error for synthesizing $|\boldsymbol{\phi}\rangle=\boldsymbol{\operatorname { c o s }} \boldsymbol{t}|\mathbf{0}\rangle+\boldsymbol{\operatorname { s i n }} \boldsymbol{t}|\mathbf{1}\rangle$ with $\boldsymbol{t}=1$. For each target approximation error, we run the Ross-Selinger algorithm to obtain a gate sequence to approximate $\phi$. The blue dashed line interpolates points, each of which represents a target approximation error and the $T$-count of the gate sequence. The actual approximation error and the $T$-count achieved by the gate sequence are plotted by blue dots. Note that both the target and actual approximation errors are represented by $\epsilon$. For each of the target approximation errors, we run the probabilistic synthesis algorithm and obtain a list of six gate sequences to be probabilistically sampled. The purple dashed line interpolates points, each of which represents a target approximation error and the maximum $T$-count of gate sequences in the list. The actual approximation error and the maximum $T$-count achieved by optimally mixing the gate sequence are plotted by purple dots.

## bounded by

$2 \cdot I(d, 2 \epsilon) \leq n_{\text {det }} \leq 2 \cdot I(d, \epsilon)+\log _{2}(5 d \ln d)$,
$I(d, \epsilon)-\log _{2} d \leq n_{\text {prob }} \leq I(d, \epsilon)+\log _{2}(5 d \ln d)$,
where $I(d, \epsilon):=(d-1) \log _{2}\left(\frac{1}{\epsilon}\right)$. Moreover, if $d \geq 4$, the first lower bound can be strengthened as $2 \cdot I(d, \epsilon) \leq n_{\text {det }}$.

Proof. Since the bounds on $n_{\text {det }}$ are a direct consequence of Lemma 5, we show the bounds on $n_{\text {prob }}$. The upper bound is obtained by setting $\left\{\hat{\rho}_{x}\right\}_{x}$ in Proposition 2 to be the minimum internal $\sqrt{\epsilon}$-covering of $\mathbf{P}\left(\mathbb{C}^{d}\right)$. This is because Theorem 1 with $G=\{\mathbb{I}\}$ guarantees that $\left\{\hat{\rho}_{x}\right\}_{x}$ satisfies Eq. (23), and an upper bound on the size of the internal $\sqrt{\epsilon}$-covering is given by Lemma 5.

Next, we show the lower bound on $n_{\text {prob }}$. Let $\left\{\hat{\rho}_{x} \in \mathbf{S}\left(\mathbb{C}^{d}\right)\right\}_{x \in X}$ satisfy Eq. (23). We obtain

$$
\begin{align*}
\epsilon & \geq \max _{\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)} \min _{p}\left\|\phi-\sum_{x \in X} p(x) \hat{\rho}_{x}\right\|_{\mathrm{tr}} \geq \max _{\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)} \min _{p}\left(1-\sum_{x} p(x) \operatorname{tr}\left[\phi \hat{\rho}_{x}\right]\right) \\
& =1-\min _{\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)} \max _{x \in X} F\left(\hat{\rho}_{x}, \phi\right),
\end{align*}
$$

where we use $\|\rho-\sigma\|_{\mathrm{tr}} \geq \max _{\phi \in \mathbf{P}(\mathcal{H})} \operatorname{tr}[\phi(\rho-\sigma)]$ in the second inequality.

By letting $\hat{\rho}_{x}=\sum_{i=1}^{d} p(i \mid x) \phi_{i \mid x}$, we ensure that for any $\phi \in \mathbf{P}\left(\mathbb{C}^{d}\right)$, there exists $i$ and $x$ such that

$$
\begin{equation*}
1-\epsilon \leq F\left(\hat{\rho}_{x}, \phi\right)=\sum_{j=1}^{d} p(j \mid x) F\left(\phi_{j \mid x}, \phi\right) \leq F\left(\phi_{i \mid x}, \phi\right)=1-\left\|\phi-\phi_{i \mid x}\right\|_{\operatorname{tr}}^{2} \tag{29}
\end{equation*}
$$

Thus, $\left\{\phi_{i \mid x}\right\}_{i, x}$ is an internal $\sqrt{\epsilon}$-covering of $\mathbf{P}\left(\mathbb{C}^{d}\right)$. Hence, the lower bound can be obtained by applying Lemma 5 as $\log _{2}(|X| d) \geq 2 \cdot I(d, \sqrt{\epsilon})=I(d, \epsilon)$.

## Applications for analysis on entanglement measure

Determining whether a quantum state $\rho$ is separable or entangled is a crucial inquiry in quantum information, as entanglement provides quantum advantages in various information processing tasks. The separability test is also fundamental to various optimization problems in distributed quantum computation. The separability test is computationally hard even if we are given the matrix representation of $\rho^{46}$. Further analysis of the computation complexity of the separability test has resulted in several important findings relating to $\mathrm{QMA}(2)^{47-50}$. Although the separability test for general states is challenging, there are specific classes of states that make it easier to test for separability, e.g., low rank ${ }^{51,52}$ and symmetric ${ }^{53,54}$ states.

In order to identify the tractable states in the separability test, the study of the optimal convex approximation examines a generalized problem of how to approximate a target state $\rho$ with a probabilistic mixture of a restricted subset $\left\{\hat{\rho}_{x}\right\}_{x}$ of quantum states ${ }^{30-32}$. When this subset consists of product states, it becomes the separability test. From this general perspective, we demonstrated that restricting a target state to be rank-one or symmetry simplifies the optimization, as shown in Lemma 3. Furthermore, we demonstrate that our general lemma for the optimal convex approximation can reproduce the nontrivial facts about entanglement, either already known or derivable through known facts, in a simpler and unified way.

Recall that the set of separable states is defined as follows.
Definition 1. SEP $:=\left\{\sigma \in \mathbf{S}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right): \sigma=\sum_{x} p(x) \phi_{x} \otimes \psi_{x} \wedge\right.$ $\left.\phi_{x}, \psi_{x} \in \mathbf{P}\left(\mathbb{C}^{d}\right)\right\}$.
$\ln ^{33}$, Girardin et al. used a neural network to conjecture Eqs. (2). Recall that $\rho_{q}^{\text {WER }} \in \mathbf{S}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right)$ is the Werner state defined as $\rho_{q}^{\text {WER }}:=\frac{2(1-q)}{d(d+1)} \Pi_{\vee}+\frac{2 q}{d(d-1)} \Pi_{\wedge}$ with Hermitian projectors $\Pi_{\vee}$ and $\Pi_{\wedge}$ whose ranges are the symmetric subspace and antisymmetric subspace and $\rho_{q}^{I S O} \in \mathbf{S}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right)$ is the isotropic state defined as $\rho_{q}^{\text {ISO }}:=\frac{1-q}{d^{2}} \mathbb{I}+q \Phi^{+}$with $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{d}} \sum_{i=0}^{d-1}|i i\rangle$, respectively. Since the Werner (or isotropic) state is entangled if and only if $\frac{1}{2}<q \leq 1$ (or $\frac{1}{d+1}<q \leq 1$ ), we assume they are entangled in Eqs. (2). By exploiting the symmetry of the Werner (or isotropic) state and using Lemma 3, we can prove this conjecture. The complete proof is given in Supplementary Note 5.

Note that Eqs. (2) can be proven straightforwardly by combining the following two facts: (i) the closest separable state can be assumed to be the Werner (or isotropic) state without loss of generality, and (ii) the Werner (or isotropic) state is separable if and only if $0 \leq q \leq \frac{1}{2}$ (or $-\frac{1}{d^{2}-1} \leq q \leq \frac{1}{d+1}$ ). In contrast, our proof directly computes the minimum trace distance without constructing the closest separable state, moreover, it includes a proof for (ii). Since a POVM element $M$ appeared in Eq. (8) can be regarded as an entanglement witness, our proof can be regarded as a method for "quantifying entanglement with witness operators" ${ }^{55,56}$. Taking account of the fact that the closest separable state is not necessary in our method, it is expected that the advantage of our method becomes obvious when the closest separable state is unknown or analytically hard to obtain, as shown in the next example.

Due to its clear operational meaning, the resource measure based on trace distance has been investigated for various resource theories, including entanglement and coherence ${ }^{57}$. Lemma 3 provides an alternate concise proof for the following recently identified coincidence between entanglement and coherence measures.

Proposition 4. ${ }^{34}$, Theorem 3) For pure states $|\Phi\rangle=\sum_{i=0}^{d-1} a_{i}|i i\rangle$ and $|\phi\rangle=\sum_{i=0}^{d-1} a_{i}|i\rangle$, it holds that
$\min _{\sigma \in \mathrm{SEP}}\|\Phi-\sigma\|_{\mathrm{tr}}=\min _{\rho \in I}\|\phi-\rho\|_{\mathrm{tr}}$,
where $I:=\operatorname{conv}\left(\{|i\rangle\langle i|\}_{i=0}^{d-1}\right)$ is called a set of incoherent states
and $\{|i\rangle\}^{d-1}$ is an orthonormal basis. and $\{|i\rangle\}_{i=0}^{d-1}$ is an orthonormal basis.

Since it is suggested that a simple closed-form formula for Eq. (30) might not exist ${ }^{34}$, the closest separable state is also hard to obtain. However, our method is applicable to show the relationship of the minimum approximation error between different types of probabilistic approximation by exploiting the purity of the target states. Moreover, it simplifies the proof of ${ }^{34, \text { Theorem }}{ }^{31}$. The complete proof is given in Supplementary Note 5.

## DISCUSSION

We investigated the limitation of the optimal probabilistic state synthesis and its potential for reducing the size of a synthesis circuit. As a main result, we verified the tight relationship between the approximation error obtained by the optimal probabilistic state synthesis and the optimal deterministic one. We also constructed an efficient method to convert a deterministic synthesis algorithm into a probabilistic one that quadratically reduces the approximation error.

To estimate how the error reduction reduces the size of a synthesis circuit, we performed a numerical simulation and evaluated the length of the classical bit string required to approximately encode a pure state. As a result, we found that probabilistic encoding asymptotically halves the bit length. Note that under the presence of noise on elementary gates, which was not taken into account in this study, certain conditions on the noise may be required to achieve the quadratic reduction of the approximation error. However, our SDP can still be used to numerically determine the optimal probabilistic synthesis in cases where the noise is explicitly described.

In addition to our contribution to the state synthesis, the our result would improve the performance of classical simulation of a quantum computer as well as that of optimization algorithms including a brute force search over pure states, e.g., the separability test ${ }^{58}$. This is because we essentially show that the set of pure states can be approximated by its $\epsilon$-covering or probabilistic mixtures of its $\sqrt{\epsilon}$-covering in the same accuracy, where the size of the minimum $\sqrt{\epsilon}$-covering is almost the square root of that of the minimum $\epsilon$-covering.

These results are based on general theorems about the optimal convex approximation of a quantum state. While the optimal convex approximation and state synthesis have been studied in different contexts, our theorems have demonstrated that analyzing the former problem provides not only the fundamental limitation of probabilistic synthesis but also a construction of an efficient synthesis algorithm. Furthermore, our theorems contribute to the original motivation of the studies of the optimal convex approximation ${ }^{30-32}$, which is quantifying a resource measure in convex resource theories ${ }^{59-61}$ such as the resource theory of entanglement. Indeed, the SDP constructed in Proposition 1 would provide a basis for numerical investigation for such resource measures. Our theorems would reveal more quantitative relationships between different resource measures as shown in Proposition 4.

## DATA AVAILABILITY

Numerical results together with instructions on how to reproduce them, are available online at https://github.com/akibue/prob-synthesis.

## CODE AVAILABILITY

The code is available from the corresponding author on request.
Received: 28 April 2023; Accepted: 27 November 2023; Published online: 03 January 2024

## REFERENCES

1. Low, G. H. \& Chuang, I. L. Hamiltonian Simulation by Qubitization. Quantum 3, 163 (2019).
2. Rossi, M., Huber, M., Bruss, D. \& Macchiavello, C. Quantum hypergraph states. New J. Phys. 15, 113022 (2013).
3. Hein, M. et al. Entanglement in graph states and its applications. Proc. Int School Phys. "Enrico Fermi" 162, 115 (2006).
4. Briegel, H. J., Browne, D. E., Dür, W., Raussendorf, R. \& Van den Nest, M. Measurement-based quantum computation. Nat. Phys. 5, 19 (2009).
5. Broadbent, A., Fitzsimons, J., and Kashefi, E. Universal blind quantum computation, 50th Annual IEEE Symposium on Foundations of Computer Science 517 (2009).
6. Markham, D. \& Sanders, B. C. Graph states for quantum secret sharing. Phys. Rev. A 78, 042309 (2008).
7. DiVincenzo, D., Leung, D. \& Terhal, B. Quantum data hiding. IEEE Trans. Inf. Theory. 48, 580 (2002).
8. Bennett, C. H. et al. Quantum nonlocality without entanglement. Phys. Rev. A 59, 1070 (1999).
9. Matthews, W., Wehner, S. \& Winter, A. Distinguishability of Quantum States Under Restricted Families of Measurements with an Application to Quantum Data Hiding. Commun. Math. Phys. 291, 813 (2009).
10. Harrow, A. W., Hassidim, A. \& Lloyd, S. Quantum algorithm for linear systems of equations. Phys. Rev. Lett. 103, 150502 (2009).
11. Childs, A. M., Kothari, R. \& Somma, R. D. Quantum algorithm for systems of linear equations with exponentially improved dependence on precision. SIAM Journal on Computing 46, 1920 (2017).
12. Plesch, M. \& Brukner, Č. Quantum-state preparation with universal gate decompositions. Phys. Rev. A 83, 032302 (2011).
13. Iten, R., Colbeck, R., Kukuljan, I., Home, J. \& Christandl, M. Quantum circuits for isometries. Phys. Rev. A 93, 032318 (2016).
14. Gleinig, N. and Hoefler, T. An efficient algorithm for sparse quantum state preparation. 2021 58th ACM/IEEE Design Automation Conference (DAC), 433 (2021).
15. Zhang, X.-M., Yung, M.-H. \& Yuan, X. Low-depth quantum state preparation. Phys. Rev. Res. 3, 043200 (2021).
16. Zhang, X.-M., Li, T. \& Yuan, X. Quantum state preparation with optimal circuit depth: Implementations and applications. Phys. Rev. Lett. 129, 230504 (2022).
17. Ashhab, S., Yamamoto, N., Yoshihara, F. \& Semba, K. Numerical analysis of quantum circuits for state preparation and unitary operator synthesis. Phys. Rev. A 106, 022426 (2022).
18. Sun, X., Tian, G., Yang, S., Yuan, P. \& Zhang, S. Asymptotically optimal circuit depth for quantum state preparation and general unitary synthesis. IEEE Trans. Comput.Aided Des. Integr. Circuits Syst. 42, 3301 (2023).
19. Kitaev, A. Fault-tolerant quantum computation by anyons. Ann. Phys. 303, 2 (2003).
20. Terhal, B. M. Quantum error correction for quantum memories. Rev. Mod. Phys. 87, 307 (2015).
21. Li, Y. \& Ren, Z. Quantum metrology with an $n$-qubit $w$ superposition state under noninteracting and interacting operations. Phys. Rev. A 107, 012403 (2023).
22. Miyazaki, J. \& Matsumoto, K. Imaginarity-free quantum multiparameter estimation. Quantum 6, 665 (2022).
23. Liu, F. et al. Circuit complexity across a topological phase transition. Phys. Rev. Res. 2, 013323 (2020).
24. Brandão, F. G., Chemissany, W., Hunter-Jones, N., Kueng, R. \& Preskill, J. Models of quantum complexity growth. PRX Quantum 2, 030316 (2021).
25. laconis, J. Quantum state complexity in computationally tractable quantum circuits. PRX Quantum 2, 010329 (2021).
26. Hastings, M. B. Turning gate synthesis errors into incoherent errors. Quantum Info. Comput. 17, 488 (2017).
27. Wallman, J. J. \& Emerson, J. Noise tailoring for scalable quantum computation via randomized compiling. Phys. Rev. A 94, 052325 (2016).
28. Kuroiwa, K. and Nakagawa, Y. O., Clifford+t-gate decomposition with limited number of $t$ gates, its error analysis, and performance of unitary coupled cluster ansatz in pre-ftqc era. Preprint at https://arxiv.org/abs/2301.04150 (2023).
29. Hashim, A. et al. Randomized compiling for scalable quantum computing on a noisy superconducting quantum processor. Phys. Rev. X 11, 041039 (2021).
30. Sacchi, M. F. Optimal convex approximations of quantum states. Phys. Rev. A 96, 042325 (2017).
31. Liang, X.-B. et al. Optimal approximations of available states and a triple uncertainty relation. Phys. Rev. A 101, 062106 (2020).
32. qiang Zhang, L., hui Yu, D. \& shui Yu, C. The optimal approximation of qubit states with limited quantum states. Phys. Lett. A 398, 127286 (2021).
33. Girardin, A., Brunner, N. \& Kriváchy, T. Building separable approximations for quantum states via neural networks. Phys. Rev. Res. 4, 023238 (2022).
34. Chen, J., Grogan, S., Johnston, N., Li, C.-K. \& Plosker, S. Quantifying the coherence of pure quantum states. Phys. Rev. A 94, 042313 (2016).
35. Kitaev, A. Y., Shen, A. H., and Vyalyi, M. N., Classical and Quantum Computation (American Mathematical Society, 2002).
36. Rindell, T. et al. Exploring the optimality of approximate state preparation quantum circuits with a genetic algorithm. Phys. Lett. A 475, 128860 (2023).
37. Campbell, E. Shorter gate sequences for quantum computing by mixing unitaries. Phys. Rev. A 95, 042306 (2017).
38. Kliuchnikov, V., Lauter, K., Minko, R., Paetznick, A. \& Petit, C. Shorter quantum circuits. Quantum 7, 1208 (2023).
39. Akibue, S., Kato, G., and Tani, S., Probabilistic unitary synthesis with optimal accuracy. Preprint at https://arxiv.org/abs/2301.06307 (2023).
40. Hayden, P., Leung, D. W. \& Winter, A. Aspects of generic entanglement. Commun. Math. Phys. 265, 95 (2006).
41. Gavinsky, D. \& Ito, T. Quantum fingerprints that keep secrets. Quantum Info. Comput. 13, 583 (2013).
42. Guralnick, R. and Sudakov, B., Alice and Bob Meet Banach (American Mathematical Society, 2017).
43. Fuchs, C. \& van de Graaf, J. Cryptographic distinguishability measures for quantum-mechanical states. IEEE Trans. Inf. Theory. 45, 1216 (1999).
44. Lovász, L., Semidefinite programs and combinatorial optimization, in Recent Advances in Algorithms and Combinatorics, edited by Reed, B. A. and Sales, C. L. (Springer New York, New York, NY, 2003).
45. Ross, N. J. \& Selinger, P. Optimal ancilla-free clifford+t approximation of z-rotations. Quantum Info. Comput. 16, 901 (2016).
46. Gharibian, S. Strong np-hardness of the quantum separability problem. Quantum Info. Comput. 10, 343 (2010).
47. Brandão, F. G., Christandl, M., and Yard, J. A quasipolynomial-time algorithm for the quantum separability problem, Proceedings of the Forty-Third Annual ACM Symposium on Theory of Computing STOC, 343 (2011).
48. Harrow, A. W. \& Montanaro, A. Testing product states, quantum merlin-arthur games and tensor optimization. J. ACM 60, 1 (2013).
49. Barak, B., Kothari, P. K., and Steurer, D. Quantum entanglement, sum of squares, and the log rank conjecture, Proceedings of the 49th Annual ACM SIGACT Symposium on Theory of Computing STOC, 975 (2017).
50. Harrow, A. W., Natarajan, A. \& Wu, X. Limitations of Semidefinite Programs for Separable States and Entangled Games. Commun. Math. Phys. 366, 423 (2019).
51. Horodecki, M., Horodecki, P. \& Horodecki, R. Separability of mixed states: necessary and sufficient conditions. Phys. Lett. A 223, 1 (1996).
52. Chen, L. \& Doković, D. Ž. Distillability and ppt entanglement of low-rank quantum states. J. Phys. A Math. Theor. 44, 285303 (2011).
53. Tura, J., Aloy, A., Quesada, R., Lewenstein, M. \& Sanpera, A. Separability of diagonal symmetric states: a quadratic conic optimization problem. Quantum 2, 45 (2018).
54. Christandl, M., König, R., Mitchison, G. \& Renner, R. One-and-a-Half Quantum de Finetti Theorems. Commun. Math. Phys. 273, 473 (2007).
55. Brandão, F. G. S. L. Quantifying entanglement with witness operators. Phys. Rev. A 72, 022310 (2005).
56. Brandão, F. G. S. L., Christandl, M. \& Yard, J. Faithful Squashed Entanglement. Commun. Math. Phys. 306, 805 (2011).
57. Baumgratz, T., Cramer, M. \& Plenio, M. B. Quantifying coherence. Phys. Rev. Lett. 113, 140401 (2014).
58. loannou, L. M., Travaglione, B. C., Cheung, D. \& Ekert, A. K. Improved algorithm for quantum separability and entanglement detection. Phys. Rev. A 70, 060303 (2004).
59. Horodecki, M. \& Oppenheim, J. (quantumness in the context of) resource theories. Int. J. Mod. Phys. B 27, 1345019 (2013).
60. Brandão, F. G. S. L. \& Gour, G. Reversible framework for quantum resource theories. Phys. Rev. Lett. 115, 070503 (2015).
61. Chitambar, E. \& Gour, G. Quantum resource theories. Rev. Mod. Phys. 91, 025001 (2019).

## ACKNOWLEDGEMENTS

We thank Masato Koashi, Yuki Takeuchi, Yasunari Suzuki, Yasuhiro Takahashi, and Adel Sohbi for their helpful discussions. This work was partially supported by JST Moonshot R\&D MILLENNIA Program (Grant no.JPMJMS2061). SA was partially supported by JST, PRESTO Grant no.JPMJPR2111 and MEXT Q-LEAP Grant no. JPMXS0120319794. GK was supported in part by the Grant-in-Aid for Scientific Research (C) no.20K03779, (C) no.21K03388, and (S) no. 18 H 05237 of JSPS, and CREST (Japan Science and Technology Agency) Grant no.JPMJCR1671. ST was partially supported by JSPS KAKENHI Grant nos. JP2OH05966 and JP22H00522.

## AUTHOR CONTRIBUTIONS

The ideas were given by S.A. All the authors contributed to the preparation of the manuscript and verification of proofs.

## COMPETING INTERESTS

The authors declare no competing interests.

## ADDITIONAL INFORMATION

Supplementary information The online version contains supplementary material available at https://doi.org/10.1038/s41534-023-00793-7.

Correspondence and requests for materials should be addressed to Seiseki Akibue.
Reprints and permission information is available at http://www.nature.com/ reprints

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http:// creativecommons.org/licenses/by/4.0/.
© The Author(s) 2024


[^0]:    ${ }^{1}$ NTT Communication Science Laboratories, NTT Corporation, 3-1, Morinosato-Wakamiya, Atsugi, Kanagawa 243-0198, Japan. ${ }^{2}$ Advanced ICT Research Institute, NICT, 4-2-1, Nukui-Kitamachi, Koganei, Tokyo 184-8795, Japan. ${ }^{\text {email: seiseki.akibue@ntt.com }}$

