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Efficient quantum information probes of nonequilibrium
quantum criticality
Miguel M. Oliveira 1✉, Pedro Ribeiro 1,2✉ and Stefan Kirchner 3,4✉

Quantum information-based approaches, in particular the fidelity, have been flexible probes for phase boundaries of quantum
matter. A major hurdle to a more widespread application of fidelity and other quantum information measures to strongly correlated
quantum materials is the inaccessibility of the fidelity susceptibility to most state-of-the-art numerical methods. This is particularly
apparent away from equilibrium where, at present, no general critical theory is available and many standard techniques fail.
Motivated by the usefulness of quantum information-based measures we show that a widely accessible quantity, the single-particle
affinity, is able to serve as a versatile instrument to identify phase transitions beyond Landau’s paradigm. We demonstrate that it
not only is able to signal previously identified nonequilibrium phase transitions but also has the potential to detect hitherto
unknown phases in models of quantum matter far from equilibrium.
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INTRODUCTION
Quantum fluctuations drive zero temperature quantum phase
transitions1. In equilibrium, the fluctuation-induced long-range
entanglement has been successfully used as a probe of quantum
criticality2,3.
Away from equilibrium, the situation seems less clear. Quantum

systems far from equilibrium can exhibit a wide variety of
phenomena ranging from the usual symmetry-based phase
transitions4–13 to the more exotic behavior, such as mixed-order
phase transitions14–16 or time crystallinity17,18, with no equilibrium
counterpart. Probing such systems necessarily requires an under-
standing of their nonequilibrium properties. While a general
theory of far-from-equilibrium criticality is not available, it is
known that not all systems are describable in terms of order
parameter fluctuations19. Already the mere detection of a phase
transition away from equilibrium, where thermodynamic mini-
mization principles no longer apply, can be challenging, in
particular if the order parameter is elusive. Likewise, detecting
phase transitions based on spectral properties require information
on excited states that is also hard to access by most methods.
Quantum information-centered approaches, based on the

fidelity, are natural candidates as “all purpose” quantities to
circumvent that issue, i.e., to detect phase transitions in the
absence of additional knowledge20–24. However, for interacting
many-body systems its computation requires information about
the full-density matrix. This makes it forbiddingly difficult, if not
impossible, to compute the fidelity as most state-of-the-art
numerical techniques only allow for the faithful determination of
few-body observables. This renders the fidelity inaccessible to
Quantum Monte Carlo methods and rescinds the advantage of the
exponential compression exploited by variational methods such
as the density matrix renormalization group (DMRG) for mixed
states.
Single-particle correlators, which form the basic building block

of many-body theory, are in contrast readily accessible. In
equilibrium, the use of the single-particle correlator matrix was

first proposed in the context of the superfluidity transition25.
Similar methods have recently been employed to test for many-
body localization in closed systems26,27. Thus, the idea of
extending quantum information concepts, in particular the
fidelity, to single-particle observables as a versatile tool to detect
phase transitions away from equilibrium presents itself.
Here, we provide a proof-of-concept of this idea by establishing

that a class of single-particle observables, referred to as single-
particle distances, can detect phase transitions out of equilibrium.
These quantities are derived from a notion of proximity between
quantum states. Being dependent solely on single-particle
quantities, these distances can be efficiently evaluated by
commonly employed numerical methods. We demonstrate that
they can be used in the detection of phase transitions between
mixed states, arising in open quantum system setups and also in
equilibrium at finite temperatures. This observation is particularly
pertinent in the out-of-equilibrium case due to a lack of alternative
methods. In what follows, we focus on the single-particle affinity
(SPA) defined below, which exactly reduces the fidelity for
Gaussian states.
We illustrate the usefulness of the SPA through the discussion

of a model with a well-established non-equilibrium steady-state
(NESS) phase diagram. We then apply the SPA as an “all purpose”
detector of phase transitions using it to investigate a boundary-
driven fermionic ladder whose NESS phase diagram has not been
reported so far. As it turns out, this phase diagram is rather rich,
contrary to naive expectations. This thus establishes the useful-
ness of the SPA. We also confirm the findings based on the SPA
through a careful analysis of the finite size scaling of the current.

RESULTS
Single-particle affinity
In order to assess the far-from-equilibrium behavior of electronic
matter, we note that for a fermionic system all single-particle
observables can be obtained from the covariance matrix Σ= 〈C
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C†〉, where C ¼ c1; c2; � � � ; cy1; cy2; � � �
� �T

is a Nambu-vector. Here, Σ

is Hermitian, Σ†= Σ and respects charge conjugation symmetry,
i.e., Σ ¼ τx 1� ΣT

� �
τx , with τx being the x Pauli matrix acting in

Nambu space.
It is well known that in equilibrium, the order parameter of, e.g.,

charge-, spin-density waves, or superconducting phases is
constructed from single-particle operators, which can even signal
topological phase transitions for which a local order parameter
cannot be defined. Even far from equilibrium, where a symmetry-
breaking order parameter is often not available, the covariance
matrix may still encode important information about phase
changes in the NESS.
We explore the ability of the covariance matrix to identify phase

transitions by studying a suitable measure of distance between

covariance matrices DAðΣ1; Σ2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiAðΣ1; Σ2Þ
pq

where A is

a quantity we will refer to as SPA. It is defined by

AðΣ1; Σ2Þ ¼
det 1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�1Σ � 1ð Þ 2�1Σ � 1ð Þp� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det 1�1Σ½ �det 2�1Σ½ �p : (1)

DA possesses all the properties of a metric, thus providing a
sensible notion of affinity between two states (see the Methods
section). For noninteracting systems the density matrices are
Gaussian, in which case A coincides with the fidelity F, i.e.,

Fðρ1; ρ2Þ ¼ AðΣ1; Σ2Þ, where Fðρ1; ρ2Þ ¼ Tr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1

p
ρ2

ffiffiffiffiffi
ρ1

pp� �2
and

Σi ¼ Tr CCyρi
� �

. Therefore, in the quadratic case DAðΣ1; Σ2Þ
reduces to the Bures distance

DBðρ1; ρ2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fðρ1; ρ2Þ

pq
28–31.

As the quantities entering Σ are, at least in principle,
straightforwardly accessible in most numerical and approximation
methods, detecting phase-transitions based on this quantity is of
great practical relevance. This is in contrast to the fidelity whose
numerical calculation, for an interacting system, is in general not
feasible. To address this issue, we demonstrate the usefulness ofA
for detecting steady-state phase transitions of interacting systems
which can be evaluated efficiently. This is accomplished by
studying a generalized linear response susceptibility associated
with A and defined through

A½ΣðλÞ; Σðλþ dλÞ� ¼ 1�
X
i;j

χ i;jAðλÞ
dλi dλj

2
þ Oðdλ3Þ; (2)

where λ parametrizes the NESS. Here, the first derivative term is
absent since the expansion is done around the maximum. By
construction, A reproduces previous results for non-interacting
fermionic systems based on F21 and χ i;jA reduces to the fidelity
susceptibility.

Application to boundary driven systems
The methodology proposed here is applicable to open quantum
systems. An important subset of those are systems in the so-called
Markovian regime on which we focus in what follows. Within the
Markovian approximation, time scales of the environment are
taken to be much shorter than those of the system. This
Markovian limit has recently received considerable attention32

both for its physical relevance and because it represents a
substantial simplification with respect to generic open many-body
quantum systems. Additionally, for a wide class of one-
dimensional models, non-equilibrium steady-states (NESS) of
Markovian systems can be effectively parameterized by matrix
product operators (MPO)33–38. This approach leads to a number of
important developments for the transport properties of quantum
systems and in particular spin chains. For a boundary-driven
Heisenberg XXZ chain, e.g., it helped establish the NESS phase

diagram39–47. Further support came from a series of exact
results48–52.
We consider two boundary-driven models with Markovian

reservoirs that allow injection or removal of electrons. The
Markovian evolution is described by a Lindblad equation53,54

∂tρ ¼ LðρÞ; (3)

where ρ is the density matrix of the system. The Lindblad operator
L is given by

LðρÞ ¼ �i½H; ρ� þ
X
α

Wy
α ρWα � 1

2
Wy

αWα; ρ
	 
� �

: (4)

Here [] and {} denote commutator and anti-commutator
respectively, while Wl is the so-called jump operators which
encode the system-reservoir couplings. In Eq. (4), the first term is
responsible for the unitary part of the time evolution and the
second describes driving and dissipation.
We analyze the steady-state properties of the models defined

below using techniques for open systems based on MPS, which
have been shown to yield reliable results for this class of
boundary-driven problems33,34. Starting in the infinite tempera-
ture state, we time evolve the system according to Eq. (4) using
the t-DMRG algorithm55 until it reaches the steady state. Details of
the implementation and convergence of the algorithm are
provided in the Methods section and the Supplementary Note 4.
Except when explicitly stated otherwise, all numerical results were
obtained using matrix product state (MPS) techniques33,34,39.

Fermionic chain
The first system we consider is the t− V model for spinless
electrons on a chain. We demonstrate that A reproduces the
previously known phase diagram. A sketch of the model is
provided in Fig. 1a and its Hamiltonian is given by (see also (7) of
Method section)

H ¼
X
i;jh i

�t cyi cj þ
V
2

ni � 1
2

� �
nj � 1

2

� �
 �
; (5)

where cyi ; ci are the creation and annihilation operators on site i,
ni ¼ cyi ci , t is the hopping amplitude, set to unity in the following,
V is a nearest-neighbor density-density interaction and L the
length of the system. Here, i= 1, ..., L, and the nearest neighbor
summation,

P
i;jh i , is restricted to j= i ± 1, where open boundary

conditions are assumed. The jump operators in this case are

Wl;� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Γl
1� ηl
2

r
cl ; Wl;þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Γl
1þ ηl
2

r
cyl ; (6)

where l= 1, L labels the endpoints of the chain, Γl is the injection/
removal rate for the lth reservoir and the bias ηl specifies the
associated imbalance between particle injection and removal.
Thus, the summation in Eq.(4) is performed over α= (l,±). In what
follows we set Γl= 1 and reduce the bias to a single parameter

Fig. 1 Schematics of the studied models. Fermion chain (a) and
fermion ladder (b).
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η1=− ηL= η. As a result, Eq. (5) is equivalent to the boundary-
driven XXZ chain studied in refs. 39–47,50,51.
The steady-state phase diagram of the boundary-driven t− V

chain model is reproduced in Fig. 2a. Figure 2b shows the real
space occupations, nr ¼ cyr cr . In the diffusive regime, away from
the boundaries, the density profile is linear in r, i.e., nr− 1/2∝ η(1/
2− r/L). This is in contrast to the ballistic case where the density
profile is position independent away from the leads39–41. The
diffusion constant is then defined as J ¼ �DðV ; ηÞ ∂nr∂r ; and
becomes independent of η for small η.
Figure 2c (inset) depicts the dependence of the current JðLÞ ¼

�it cyi ciþ1 � h:c:
D E

on L in each of the phases: the ballistic phase,

for V < Vc= 2, where J(L) is L independent; the diffusive regime
where J(L)∝ L−1; and the insulating phase (not shown) for η= 1
and V > Vc where J(L) vanishes exponentially with L41.
This leads us to the identification of a suitable order parameter

to distinguish the possible regimes. We make use of the change of
behavior of the current – L-independent in the ballistic and ~1/L in
the diffusive regime—to introduce the conductance G= J/η,
where η takes the place of the applied bias. This quantity is shown
in Fig. 2c (main panel).
Given both the relative simplicity and the existence of many

reliable results make this model an ideal benchmark for our
method. Figure 2d, e shows the SPA susceptibility, χVVA ’
�δV�2½AðV þ δVÞ � 2AðVÞ þ AðV � δVÞ� (see Eq. (2)), for the
well-established ballistic-diffusive transition of the chain model.
Figure 2d also depicts a comparison with the fidelity susceptibility,
χVVF , for small systems sizes, obtained by exact diagonalization.
Clearly χVVF signals the presence of a transition of the infinite

system, at Vc, already for reduced system sizes and χVVA tracks the
behavior of χVVF near the transition.
Figure 2f shows the position of the maximum of χVVA as a

function of L for different perturbation sizes δV. The finite-size
scaling analysis confirms that χVVA can be used to effectively detect
the steady-state phase transition located at Vc= 2. The finite-size
scaling analysis for fixed δV leads to a Vc(δV) < Vc which
approaches Vc as δV decreases, i.e., Vc(δV→ 0)→ Vc. In practice,
a decrease in δV needs to be balanced against the concomitantly
increasing computational effort.
We checked that the critical phase boundary in Fig. 2a at η= 1

is also detected by the proper affinity susceptibility, χηηA , both for
the critical insulating phase (V > Vc) and for the critical ballistic
phase (V < Vc) (see Supplementary Note 2).

Fermionic ladder
The second case we consider is that of an interacting two-leg
ladder whose NESS behavior has so far not been addressed. A
sketch of the model is shown in Fig. 1b. The system is described
by Eq. (5), with i= (r, τ), where r= 1, ..., L labels the rungs and
τ= 1, 2 the legs. Hopping and interactions are restricted to
nearest-neighbors of the ladder geometry. The jump operators,
located at the ends of the ladder, are given by Eq. (6) with
l= (r= 1, L;τ=1, 2), η(r=1, τ=1, 2)=−η(r=L, τ=1, 2)= η and Γ(r=1, L, τ=1, 2)

= 1. The full Hamiltonian governing the dynamics of this model is
provided in (8) of the method section.
Related systems featuring spins on a ladder were studied by

Žnidarič56,57. The Hubbard model which can also be seen as a
ladder system with the spin projection as the leg index has been
widely studied58–60. It was found that, in contrast to the chain, the

Fig. 2 Results for the fermionic chain. a Sketch of the known phase diagram, showcasing a ballistic, diffusive, and insulating regimes. The
symbols give the location of the peaks in e for different system sizes. b Comparison of the real space occupations between the ballistic phase
at V= 1.0 (continuous) and the diffusive at V= 4.0 (dashed). Figures b–f are obtained for η= 0.1. Figures b–e use the color code given in b. c G
versus V for different system sizes. Inset shows the current’s dependence with L for the different regimes, with the dashed line being a guide
for the eyes delineating the diffusive behavior. d Comparison of affinity (continuous) and fidelity (dashed) susceptibilities per degree of
freedom obtained by exact diagonalization for δV= 0.01. e χVVA =L for δV= 0.2 obtained via MPS. f Critical coupling Vc, measured as maximum
of χVVA vs L for different perturbation sizes.
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ballistic regime appears to be absent for locally coupled reservoirs
under symmetric driving. Generic diffusive behavior was also
found for closed spin ladders in the linear-response regime using
quantum typicality arguments61.
Motivated by the results of refs. 56–58 one may expect that the

phase diagram of the fermionic ladder would feature only
diffusive behavior. This expectation, however, is in contrast to
the behavior of the χVVA vs. V, shown in Fig. 3d for different L. As L
increases, this quantity develops a two-peak structure hinting at
the existence of two phase transitions, located at Vc1 and Vc2, and
a much richer phase diagram.
To further demonstrate the predictive power of Σ we turn to a

discussion of the properties of the different regimes. In Fig. 3c, we
show J as a function of L. Surprisingly, in addition to the ballistic
and diffusive phases for small and large V, respectively, we find a
super-diffusive regime at intermediate V for which J∝ L−ν, with
0 < ν < 1.
Figure 3b shows the density profiles for the three phases in one

of the legs of the ladder. The profiles in the ballistic and diffusive
regimes have a behavior which is reminiscent of the correspond-
ing phases of the chain. For the super-diffusive phase, the density
profile also seems to depend linearly in r near the middle of the
system.
Figure 3a depicts the phase diagram calculated from the

maxima of −∂VG, shown in Fig. 3f, computed from the
conductance in Fig. 3e. We note that, although our results point
to the existence of three distinct phases, we observe a small drift
of the critical value of Vc1 and Vc2 with system size. At the present
stage, we thus cannot completely rule out that in the infinite

system limit the Vc1→ 0, i.e., ballistic transport only arises at V= 0,
or even a more dramatic scenario where both Vc1, Vc2→ 0 and
only the diffusive phase is stable for finite V. Although unlikely,
disproving these scenarios will require further studies. Either way,
what is important in the present context is that χVVA is able to
detect finite-size signatures of phase transitions for comparatively
small system sizes.

DISCUSSION
We proposed the affinity susceptibility, and other measures of
distance between the single particle correlations matrix, as
multipurpose detectors for phase transitions where the order
parameter is elusive. This situation occurs in certain systems in
equilibrium but is prevalent in open systems far from equilibrium.
In contrast to the well-known fidelity susceptibility, the affinity

has the advantage of being available at a lower computational
cost for commonly employed numerical methods, such as Monte-
Carlo and MPS techniques.
We demonstrated the usefulness and predictive power of the

affinity susceptibility in two models of fermionic quantum matter
out of equilibrium, sketched in Fig. 1a and b. The well-known
boundary-driven fermionic chain of Fig. 1a was used as a
benchmark for the proposed method while the second model
allowed us to test its predictive power.
For the first model, we recovered the known phase diagram and

showed that the affinity susceptibility is enhanced at the phase
transition already for relatively small sizes (see Fig. 2d and e). For
the boundary-driven fermionic ladder, we used the affinity to

Fig. 3 Results for the fermionic ladder. a Tentative finite-sized phase diagram, showing a ballistic (Ball), diffusive (Diff ), and super-diffusive (S.
Diff ) regimes. Phase boundaries lines are based on the largest converged system size. The symbols give the location of the peaks in f for
different system sizes showcasing the drift of Vc1 and Vc2. b Comparison of the real space occupations between the ballistic phase at V= 0.05
(continuous), the diffusive at V= 3.0 (dashed) and the super-diffusive at V= 0.7 (dotted); all for η= 0.05. For the super-diffusive case (dotted)
we showed 1− nr to avoid overlapping the curves. c Comparison of the L dependence of the current for the different regimes, with η= 0.05.
The straight lines serve as guides to the eye for the power-law behavior of the diffusive and super-diffusive phases. d χVVA =L vs V for different
system sizes at η= 0.1 and with δV= 0.2, detecting a transition from a ballistic to a diffusive phase, while crossing an intermediate super-
diffusive regime. The color code for figures d–f is given in f. e and f showcase G and− ∂VG (finite differences) vs V for different L and η= 0.1,
with the result in f smoothed with a low-pass filter to remove high-frequency noise.
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uncover a non-trivial phase diagram. The two peak structure of the
affinity susceptibility suggests the existence of two phase
transitions upon increasing the interaction strength, see Fig. 3d.
This is an unexpected and surprising result as all existing results
for spin ladders only feature diffusive behavior56–58.
Motivated by these results, we preformed a thorough study of

the finite size scaling of the current and the spacial density profile.
This corroborated the predictions of the affinity, for all numerically
accessible system sizes. Our data point to the existence of two
phase transitions in the thermodynamic limit, where upon
increasing the interaction the systems pass from ballistic to
super-diffusive and subsequently to diffusive behavior.
Another remarkable feature of the affinity susceptibility is that

in all the cases we studied it signals phase transitions already for
comparatively small system sizes. This suggest that corrections to
scaling of the affinity susceptibility are smaller than those for other
quantities. Yet, perhaps because it also encodes long-range
correlations, a higher accuracy is required in the convergence of
the MPO as compared to local operators like current and density.
For this reason, only relatively smaller sizes were considered in the
case of the ladder.
These findings underline the potential of affinity susceptibility

as an indicator for phase changes in open systems.
It will be interesting to exploit the affinity to study other

instances where single-particle correlators are the only easily
available quantities. This applies to Quantum Monte Carlo studies
out of equilibrium or at finite temperatures and in more than one
dimension. Our method might also prove useful for studying time-
dependent critical phenomena away from equilibrium where
effective techniques are badly needed.

METHODS
Explicit Hamiltonians for both models
To avoid large cumbersome expressions, we presented in Eq. (5) a
compressed form of the Hamiltonian and provided sketches
illustrating the details of the interactions in Fig. 1a and b. For the
sake of completeness, the explicit expressions for the Hamiltonian
for the fermion chain model is given by

H ¼ �t
PL�1

r¼1
cyr crþ1 þ cyrþ1 cr
h i

þ V
PL�1

r¼1
cyr cr � 1

2

� �
cyrþ1 crþ1 � 1

2

� �
;

(7)

while for the ladder

H ¼�t
PL�1

r¼1

P
τ¼1;2

cyr;τ crþ1;τ þ cyrþ1;τ cr;τ
h i

�t
PL
r¼1

cyr;1 cr;2 þ cyr;2 cr;1
h i

þ V
PL�1

r¼1

P
τ¼1;2

cyr;τ cr;τ � 1
2

� �
cyrþ1;τ crþ1;τ � 1

2

� �

þ V
PL
r¼1

cyr;1 cr;1 � 1
2

� �
cyr;2 cr;2 � 1

2

� �
;

(8)

where τ= 1, 2 labels the legs of the ladder.

Properties of the single-particle affinity
In this section, we present details regarding how the single-
particle affinity is numerically evaluated and discuss additional
properties. In particular, we demonstrate that the affinity coincides
with the mixed-state fidelity for the case of quadratic systems. This
allows us to show that it satisfies the required properties of a
distance between covariance matrices. Finally, we also show that

the results in the main text are expected to hold for other notions
of distance between covariance matrices.

– Details about the numerical evaluation
The affinity susceptibility is defined in terms of the expansion of
the affinity, shown in Eq. (2). Defining AðδÞ ¼ A½ΣðVÞ; ΣðV þ δÞ�,
we can write23,24

χVVA ðδÞ ¼ � lim
δ!0

AðδÞ þ Að�δÞ � 2Að0Þ
δ2

: (9)

We evaluate this quantity numerically by fixing the value of the
perturbation δ to be small and consider states at points V, V+ δ,
and V− δ. Note that, since Σ is obtained at finite numerical
precision, the value of δ has to be taken sufficiently large to
ensure that the difference between the two covariance matrices is
much larger than that precision.

– Relation with fidelity for free fermions
For quadratic systems, the density operator is given by a Gaussian

ρ ¼ 1
Z
e�

1
2C

yΩC; (10)

where C ¼ c1; � � � ; cL; cy1; � � � ; cyL
� �T

and Ω is a Hermitian matrix
with the particle-hole symmetric structure

Ω ¼ h Δ

Δy �hT

� �
: (11)

Each of its blocks is a L × L matrix, with h= h† and ΔT=− Δ. For
thermal states Ω can be seen as the Hamiltonian divided by
temperature. Z is the partition function, which for quadratic
models can be written

Z ¼ Tr e�
1
2C

yΩC
h i

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det 1þ e�Ω½ �

q
: (12)

The covariance matrix also acquires a simple form:

Σ ¼ 1
Z
Tr e�

1
2C

yΩC C Cy
h i

¼ 1þ e�Ω
� ��1

: (13)

From the definition of the fidelity

Fðρ1; ρ2Þ ¼ Tr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1

p
ρ2

ffiffiffiffiffi
ρ1

pq� �2

; (14)

and using the identity

e�
1
2C

yΩ1C e�
1
2C

yΩ2C ¼ e�
1
2C

y ~ΩC; (15)

where ~Ω is defined as e�~Ω ¼ e�Ω1 e�Ω2 , we can write

Fðρ1; ρ2Þ ¼ 1
Z1 Z2

Tr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�1

2C
yΩ1Ce�1

2C
yΩ2C

p� �2
¼ 1

Z1 Z2
det 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�Ω1 e�Ω2

ph i
¼ det 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�1Σ�1ð Þ 2�1Σ�1ð Þ

p� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det 1�1Σ½ � det 2�1Σ½ �

p

(16)

where Σi is the covariance matrix corresponding to ρi.
Note that in Eq. (16) we assumed that we can invert the

covariance matrices. Nevertheless, the expression still has a well-
defined value in the limit where Σi is not invertible.

– Notion of distance for the single-particle affinity
A metric is a function D: X × X→ [0, ∞ [that provides a distance
between two members of some set X. It has to obey the following
properties for all x, y, z ∈ X62:
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● D(x, y)= 0⇔ x= y identity of indiscernibles
● D(x, y)= D(y, x) symmetry
● D(x, y) ≤ D(x, z)+ D(z, y) triangle inequality.

The fidelity does not actually constitute a metric between
density operators, but it can be related to other quantities that do:

the Bures distance DBðρ1; ρ2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fðρ1; ρ2Þ

pq
28–30 and the

Bures angle Dα ¼ arccos
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fðρ1; ρ2Þ

p
31. In the previous section we

showed how the single-particle affinity corresponds to the fidelity
for quadratic systems. By continuation, it follows that it can be
related to the notion of distance between states.

– Other notions of distance
So far we focused on the single-particle affinity and its
susceptibility to detect out-of-equilibrium phase transitions. To
emphasize that the quantity that contains the relevant informa-
tion is the covariance matrix, we discuss here a similar analysis
using different notions of distance and verify that the results agree
qualitatively.
Consider the Bhattacharyya distance63 between classical prob-

ability distributions DBhattðp; qÞ ¼ � log
R ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pðxÞ qðxÞp
dx. When

evaluated on Gaussian distributions with zero mean, the
Bhattacharyya distance writes

DBhattðp; qÞ ¼ 1
2
log

det CqþCp

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detCq det Cp

p
 !

; (17)

in terms of the covariance matrices Cp and Cq. This expression
induces a distance between real covariant matrices. Its general-
ization to Hermitian matrices yields

DBhattðΣ1; Σ2Þ ¼ 1
2
log

det Σ1þΣ2
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detΣ1 det Σ2
p

 !
: (18)

In the same way, from the Wasserstein distance64, we obtain

DWassðΣ1; Σ2Þ ¼ tr Σ1 þ Σ2 � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Σ2

p
Σ1

ffiffiffiffiffi
Σ2

pq
 �
: (19)

Finally, we also consider the Trace distance65

DtraceðΣ1; Σ2Þ ¼ 1
2
tr jΣ1 � Σ2j; (20)

where jAj ¼
ffiffiffiffiffiffiffiffi
Ay A

p
.

In Supplementary Note 1, we illustrate these different distances
in the two examples considered before.

Open systems with MPS
The vectorized form of generic density matrix ρσ;σ0 , with
σ= σ1σ2… σL is given by

ρj ii ¼
X
σ;σ0

ρσ;σ0 σ;σ0j ii; (21)

with σ;σ0j ii ¼ σj i σ0h jT . It admits the MPO decomposition

ρj ii ¼
X
s

Ms1 ¼Msi ¼MsL sj i: (22)

where si ¼ ðσi ; σ
0
iÞ, and Mσi ;σ

0
i are the MPO decomposition matrices

with dimension up to the bond dimension D. This yields a MPS
with a local dimension encompassing the original Hilbert space
and that of the copy. Using the vector notation, the integrated
Lindblad dynamics of Eq. (3) is

ρðtÞj ii ¼ eL̂t ρ0j ii: (23)

In this form the existing time-evolution algorithms for MPS and
unitary dynamics55,66 can readily be applied here without
significant modifications33,34.

For this work we used the t-DMRG algorithm for time-evolution
with a Trotter decomposition of 4th order as described in ref. 67

and with an associated error per iteration of O(Δt4), where Δt is the
time step.
We used the ITensor library68 as the basis of our implementa-

tion. In the initial stages of the evolution a larger time step was
chosen, typically in the range Δt ∈ [0.1, 0.5], to speed up
convergence. In the final stages, when necessary, we switched
to a smaller time step to better approximate the steady-state, but
generally not smaller than Δt= 0.01.
To guarantee the correctness of the results, the following recipe

was used69. For a set of parameters L, V, η, and D,

● we monitored J in the middle bond during time-evolution
until it saturated. The condition for convergence was σt/
Jt < 0.01, where Jt and σt are respectively the mean value and
the standard deviation of the last 50 values of J obtained
during time-evolution for the middle bond. This ensured that
fluctuations only affected digits at least two decimal places
after the most significant one;

● the obtained steady-states are supposed to possess a constant
current across the length of the system, which was tracked by
checking if σx/Jx < 0.01, where Jx and σx are the mean value
and standard deviation for the current at the different bonds.
If this condition was not fulfilled, the state was evolved further
in time until it was;

● to determine if the MPO description approximates sufficiently
well a given steady-state, we also analyzed the convergence
with bond dimension. The criterion for convergence of the
current with bond dimension, which was applied for proto-
typical cases, was σD/JD < 0.01, where JD and σD are
respectively the mean value and standard deviation of a set
composed of Jx, for the largest bond dimensions used.
Typically, the bond dimension of the results shown in the
main text was D= 100, but it went up to D= 150 for the larger
system sizes.
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