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One-dimensional quantum computing with a ‘segmented
chain’ is feasible with today’s gate fidelities
Ying Li 1 and Simon C. Benjamin 1

Building a quantum computer with a one-dimensional (1D) architecture, instead of the typical two-dimensional (2D) layout, could
be significantly less difficult experimentally. However such a restricted topology necessitates a large overhead for shuffling qubits
and consequently the fault tolerance threshold is far lower than in 2D architectures. Here we identify a middle ground: a 1D
segmented chain which is a linear array of segments, each of which is a well-connected zone with all-to-all connectivity. The
architecture is relevant to both ion trap and solid-state systems. We establish that fault tolerance can be achieved either by a
surface code alone, or via an additional concatenated four-qubit gauge code. We find that the fault tolerance threshold is 0.12%, a
feasible error rate with today’s technology, using 15-qubit segments, while larger segments are superior. For 35 or more qubits
per segment one can achieve computation on a meaningful scale with today’s state-of-the-art fidelities without the use of the
upper concatenation layer, thus minimising the overall device size.
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INTRODUCTION
Quantum computation can solve certain problems that are
intractable for classical computation, e.g., the quantum Shor’s
algorithm can solve the integer factorization problem in
polynomial time while the best known classical algorithm runs
in exponential time.1 To implement such quantum algorithms in a
meaningful scale, we need a quantum computer that contains
millions of qubits2,3 with the noise suppressed to the sub-
threshold regime.4–8 These qubits must be coupled by control-
lable interactions to form a network. Generally as we consider
higher levels of connectivity between qubits, the quantum
computer is found to tolerate more errors, i.e. the noise threshold
is higher. Schemes where qubits lie in a one-dimensional (1D)
array with nearest-neighbouring (NN) interactions have an
estimated error-rate threshold ranging from 10−7 to 10−5 per
gate,4,5 and a recent study6 indicates this may reach 10−4.
However when qubits form a two-dimensional (2D) array with NN
interactions, the threshold is about 1% per gate.7,8 In this paper,
we study fault-tolerant quantum computing in a 1D array of qubits
which interact locally but with a range beyond NN distance.
Specifically we consider a segmented chain, where each segment
is a small region within which all qubits can couple directly; we
find the error threshold can exceed 0.1% per gate with quite
modest segment sizes, therefore fault tolerance in a 1D qubit array
is feasible in the sense that the required error rate is realistic.
An advantage of using a 1D array of qubits as a quantum

computer is that the system could be embedded entirely in a 2D
surface: all control systems could also lie in that surface, whereas
for a 2D array the qubits themselves and their links would obstruct
in-plane access and necessitate access from the z-direction (see
Fig. 1a). Gate error rates well below 1% have been demonstrated
in 1D qubit arrays using ion traps9–11 and superconducting
qubits.12 If these same error rates could be achieved in a 2D array,
notwithstanding the challenge of routing control systems, then

one would have achieved a sub-threshold fault-tolerant quantum
computer.8 This is therefore the focus of much theoretical and
experimental work. For example one proposed computer would
be formed from a grid of many abutting small ion traps, with
communications achieved by ion transport across gaps.13 For
superconducting qubits, a 2D qubit array can be fabricated on a
surface, and solutions for vertical access are being investigated
(Fig. 1a).14 Alternatively, systems with the potential for optical
linkage could realise a true network paradigm, e.g. ion traps may
be networked by collecting and routing emitted photons (Fig.
1b).15–17 However, realising any of these 2D (or higher)
connectivities on a practical scale remains a tremendous
challenge. Here, we will show that a 1D qubit array can also
tolerate a high level of noise, approaching the 2D thresholds,
while potentially being fraught with fewer engineering challenges
(Fig. 1c). Although 2D qubit arrays will still have advantages, e.g., a
lower cost of communications within the qubit array, conversely
1D qubit arrays may be easier to optimise versus noise because of
their structural simplicity.
Medium-range interactions in a 1D array, as required by our

architecture, do exist in many quantum systems. In ion traps, ions
in the same trap are coupled to common phonon modes.
Mediated by such modes, an entangling two-qubit gate can be
directly performed on any pair of qubits, i.e. qubits in the same
trap are all-to-all connected (Fig. 2a).18,19 A long linear trap with
isolated sub-regions, each equivalent to a small trap, therefore
constitutes one realisation of a segmented chain. Two adjacent
regions would be coupled by shuttling an ion between them.20–22

By a different physical mechanism, our requirement may also be
achieved with superconducting qubits: when coupled to the same
resonator they can also be all-to-all connected,23–25 and two NN
resonators can be coupled using a qubit interacting with both
resonators24 (Fig. 2a). In both platforms, the quantum computer is
a chain of sub-systems, i.e., segments within which qubits are all-
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to-all connected. Two NN segments are coupled by a shared qubit,
which is connected to all qubits in both segments. We find that, if
there are enough qubits in each segment, a high level of noise is
tolerable. We presume that the number of qubits in each segment,
i.e. the interaction range, is fixed and does not scale with the
overall size of the quantum computer.

RESULTS
Our protocol for quantum error correction is based on the surface
code,26 with an optional additional level of encoding if the surface
code alone proves insufficient. Using the interaction structure in
the segmented chain qubit array, the surface code can be
efficiently implemented, but its code distance is limited by the
number of qubits in each segment.
Note that because qubits in the same segment may need to be

operated sequentially, a surface-code error detection cycle in the
segmented chain qubit array may be slower (in terms of the circuit
depth) than a 2D qubit array by a factor determined by the
segment size.
Logical qubits encoded in the surface code form a 1D array with

NN interactions, i.e., each surface-code qubit can only directly talk
to two NN surface-code qubits. Error rates for logical gates on
surface-code qubits are of course determined by error rates of
physical qubits and the limited code distance. If error rates of
surface-code qubits are low enough, a quantum algorithm can be
directly implemented using surface-code qubits; otherwise, we
need to combine the surface code with another code above it to
further correct errors. We choose the concatenated 1D four-qubit
gauge code (see Methods) as the higher-level code.5,27,28

The noise threshold of our protocol depends on the segment
size. Our numerical results suggest that given a physical error rate
~0.1% per gate, which has been demonstrated in ion traps,9–11

and 35 qubits in each segment, on average 1015 CNOT gates can
be performed on surface-code qubits before a logical error occurs,
in which case the concatenation with the gauge code is not
required for implementing many quantum algorithms. When the
additional concatenation is indeed used then one can use
segments of any size greater than 4 to suppress logical errors
arbitrarily, provided that the physical error rate is below a certain
threshold. We determine this threshold curve, finding for example
the threshold error rate is 0.12% when the segment size is 15.
We will begin by discussing the surface code, and then the

optional concatenation with the gauge code. We then discuss the
performance of the whole error-correction protocol.

Surface code
A surface-code logical qubit with the code distance d is encoded
in d2+ (d− 1)2 physical qubits, as shown in Fig. 2c, in which the
code distance is d= 3. In a 2D array of physical qubits,
implementing the surface code only requires interactions between
neighbouring qubits.7,8

In a 1D array of physical qubits with the segmented chain
structure, we allocate one segment to each column of physical
qubits in the square array (see Fig. 2c): each qubit in the column of
surface-code lattice maps to a qubit in the corresponding
segment; intra-column gates are performed using interactions
within the segment; and gates between NN columns are realised
via shuttle qubits.
The code distance of the surface code depends on the size of

segments. We define the size of segments s as the number of data
qubits plus two shuttle qubits. For ion traps, this is the maximum
number of ions in one trap; for qubit-resonator systems, this is the
total number of qubits coupled to one resonator (Fig. 2a, b). In Fig.
2c, the size of segments is s= 5. The number of qubits in a column
is either d or d− 1 (long or short column). Limited by the segment

(a) 2D-qubit-array quantum computer

(b) Network quantum computer

(c) Segmented-chain quantum computer

Vertical access

Qubit

Module

Optical channels

Segmented chain

Classical control
& processing

Lateral access

Fig. 1 Quantum architectures. a A 2D array of coupled qubits fills the plane, necessitating the challenging task of bringing in control lines
from above. b Alternatively a network of modules can be linked by optical channels, but this requires controlled interfacing of static and flying
qubits (photons). c A potentially more simple architecture is the 1D qubit array with the segmented chain structure, which allows in-plane
lateral access for control lines. Here we depict a snaking path, to illustrate that a 1D array can efficiently use a 2D surface
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size, the code distance d ≤ s− 2. In order to utilise the full
computational power provided by the machine, we always choose
d= s− 2.
In each short column, one data qubit in the corresponding

segment is not used in the surface-code encoding. These unused
qubits are useful for suppressing logical memory errors and gating
surface-code qubits, which will be discussed in the Methods
section.
An alternative to the standard surface code (or standard planar

lattice) is the rotated lattice,29–31 in which the surface code lattice
is rotated for 45°. The advantage of the rotated lattice is that fewer
qubits are demanded to achieve the same code distance. Our
protocol could be adapted to the rotated lattice.
In the following, we will show how to implement the surface

code in the segmented chain qubit array.

Stabiliser measurements. The surface code is a stabiliser code
defined on the lattice in Fig. 3a, and errors are detected by
repeatedly measuring stabilisers (see Methods for an introduction
of the surface code).26 The protocol for stabiliser measurements in
the segmented chain qubit array is shown in Fig. 3b–d. Each

column of physical qubits corresponds to a segment, and each
segment has two shuttle qubits (Fig. 2c). We call columns with d
qubits long columns and columns with d− 1 qubits short
columns. We use shuttle qubits as ancillaries to measure stabiliser
operators as shown in circuits in Fig. 3c, d. Compared with the
standard two-dimensional realisiation of the surface code, in
which one ancillary qubit serves each stabiliser, and stabilisers are
measured in parallel, here shuttle qubits are recycled, and
stabilisers are measured row by row. In Fig. 3b, we take the top
row of X stabilisers (vertices) in Fig. 3a as an example. Firstly,
shuttle qubits are initialised according to the circuit in Fig. 3c. In
step-i, two shuttle qubits of each long-column segment are
entangled using interactions within the segment, corresponding
to the step-i CNOT gate in Fig. 3c. In step-ii, shuttle qubits on the
right side of long columns stay in long columns, shuttle qubits on
the left side of long columns are moved leftward to short columns,
and then each shuttle qubit interacts with a data qubit in the
corresponding column to perform step-ii CNOT gates in Fig. 3c. In
step-iii, all shuttle qubits are moved rightward and interact with
data qubits to perform step-iii CNOT gates in Fig. 3c. Finally,
shuttle qubits are measured to read stabiliser values according to
the circuit in Fig. 3c. We would like to remark that, in ion traps,
shuttle qubits are physically moved between NN traps; but in
qubit-resonator systems, moving shuttle qubits only means using
different resonators. In five steps (including shuttle-qubit initi-
alisation and measurement and three rounds of interactions), one
row of X stabilisers are measured. By measuring X stabilisers row
by row, we need 5(d− 1) steps to complete the X-stabiliser
measurements. Z-stabiliser measurements are similar (see Fig. 3d).
To measure Z stabilisers, the roles of long columns and short

Segmented-chain qubit array

Surface-code qubit array surface-code qubit

data qubitsshuttle qubit

segment

(a) Ion Traps

shuttling

(b) Qubits & Resonators

resonatortrap trap resonator

(c) Surface code in segmented chain

Fig. 2 a A chain of ion traps. In each trap, qubits (ions, represented
by circles and squares) are coupled to the same phonon modes, and
two-qubit entangling gates (e.g., CNOT gates, represented by colour
curves) can be performed on any pair of qubits. Traps are coupled
by moving qubits (squares) between nearest neighbouring traps. b
A chain of resonators. Similar to ion traps, in each resonator, qubits
(e.g., superconducting qubits) are coupled to the same photon
mode, and two-qubit entangling gates can be performed on any
pair of qubits. Two nearest neighbouring resonators are coupled by
sharing a qubit. c The surface code in a segmented chain qubit
array. The upper panel illustrates the interaction network in the
segmented chain qubit array. Each segment contains several data
qubits (circles) and two shuttle qubits (squares). Qubits within the
same segment are all-to-all connected, i.e., two-qubit entangling
gates (e.g., CNOT gates) can be directly performed on any pair of
qubits. Two nearest neighbouring segments are coupled by sharing
one shuttle qubit. The lower panel illustrates the array of surface-
code qubits. Qubits unused in the encoding (e.g., shuttle qubits) are
not shown in the lower panel. A surface-code logical qubit is
encoded in several segments, and each segment provides qubits in
one column of the surface code. CNOT gates can be performed on
neighbouring surface-code qubits. These logical qubits form a one-
dimensional quantum computer with nearest neighbouring
interactions

(a)

(d)(c)

(b)

Fig. 3 Surface-code stabiliser measurements in a segmented chain
qubit array. a The lattice of the surface code. b The layout of two-
qubit gates for measuring the first-row of X stabilisers. Circles are
data qubits, and empty circles are unused data qubits in short
columns. Squares are shuttle qubits, which are moved between
nearest neighbouring columns as indicated by gray arrows. Black
curves are CNOT gates. c Circuit of X-stabiliser measurements. d
Circuit of Z-stabiliser measurements. Qubits 1, 2, 3 and 4 are data
qubits, and other two qubits are shuttle qubits, which are initialised
and measured in the circuit. The upper shuttle qubit is shared by
segments of qubit-1 and qubit-2, and the lower shuttle qubit is
shared by segments of qubit-3 and qubit-4. Qubit-2 and qubit-3 are
in the same segment (column), which is a long column in c and a
short column in d. The first CNOT gate prepares a Bell state on two
shuttle qubits, which can be viewed as one qubit encoded in two
qubits and prepared in the state either 0j i or þj i depending on the
code word. The encoded qubit plays exactly the same role as the
only one ancillary qubit in usual statbiliser measurment cirucits.26
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columns are exchanged, i.e., two shuttle qubits of each short-
column segment are entangled at the beginning, and then shuttle
qubits are moved and interact with data qubits in the similar way.
By measuring Z stabilisers row by row, we need 5d steps to
complete Z-stabiliser measurements. Therefore, a full round of
stabiliser measurements needs 5(2d− 1) steps.
Circuits for measuring three-qubit stabilisers can be obtained

from circuits in Fig. 3c, d by removing a data qubit and
corresponding gates.
We can conclude that stabiliser measurements only require the

initialisation and measurement operations on shuttle qubits and
interactions involving shuttle qubits. Single-qubit gates are not
explicitly shown in the circuits, which may be needed for adjusting
the initialisation/measurement basis. Although we focus on
platforms with all-to-all interactions in a segment, direct interac-
tions between data qubits are not necessary: we can transfer the
state of a data qubit to a shuttle qubit to indirectly implement a
two-qubit gate on the data qubit and another data qubit. Similarly,
direct initialisation, measurement and single-qubit gate on data
qubits are also not necessary and can be indirectly implemented
by exchanging states between data qubits and shuttle qubits.
Realising data-qubit operations indirectly causes more errors, but
because they are not used in stabiliser measurements, these extra
errors will not change the performance of the quantum error
correction significantly. In this paper, we assume that data qubits
can be controlled directly, but the conclusion will be similar for
systems without direct control on data qubits. As a remark, we
have assumed that only one CNOT gate can be performed in a
segment at a time.

Post-correction error rate. After the error correction, most of the
errors can be corrected. However, there is still a small chance that
the protected logical information is affected by errors when the
error correction fails. The rate of logical errors depends on the rate
of errors in each operation on the physical-qubit level and the
code distance. For the surface-code, usually when the physical-
qubit error rate is lower than a threshold value, the logical-qubit
error rate decreases with the code distance. We numerically
studied the performance of the surface code using the Monte
Carlo method (see Methods section). The error-rate threshold is
determined; the logical-qubit error rate in the shallow sub-
threshold regime (the physical error rate is relatively high and the
code distance is small) is calculated directly, and the logical-qubit
error rate in the deep sub-threshold regime is estimated using
extrapolation.
We model the noise in the quantum computer as depolarising

errors, and we assume that all these error rates are the same
except the single-qubit error rate, which is assumed to be tenth of
other error rates, i.e., εI= εM= 10ε1= ε2. Here, εI, εM, ε1, and ε2 are
error rates of initialisations, measurements, single-qubit gates and
two-qubit gates, respectively. See Methods for more details of the
error model. Usually gate fidelities in ion trap systems depend on
the temperature of ions. Shuttling an ion between two traps can
excite the motional state of the ion, therefore cooling operations
are required to mitigate the heat caused by shuttle operations.
Fortunately the temperature of ions is stable with the help of such
cooling operations,9–11 and therefore errors associated with
shuttle operations can be neglected. In superconducting qubit
systems, gate fidelities are usually different when qubits are
coupled to different resonators. This difference is hardware
specific and is neglected in our model.
The noise in the identity operation (decoherence, memory

errors) is modelled in the same fashion as the noise in single-qubit
gates (i.e., the noise superoperator is the same as N 1 in Methods).
We use ε0 (replacing ε1 in N 1) to denote the rate of memory
errors. The memory-error rate depends on the duration of the
identity operation. We assume durations of initialisations, mea-
surements and two-qubit gates are the same, and the duration of

single-qubit gates is negligible compared with other operations.
Then, we specify that ε0 denotes the error rate during the time of a
two-qubit gate. Implementing the surface code in the segmented
chain qubit array, the time to perform one round of stabiliser
measurements increases with the code distance. The number of
steps required by a full round of stabiliser measurements grows as
5(2d− 1), whereas in two-dimensional qubits arrays these steps
are run in parallel (i.e., the number of steps is independent of d). If
we assume ε0 is independent of the code distance, an error-rate
threshold for the surface code does not exist. Therefore, we
assume that the rate of memory errors during one round of
stabiliser measurement is equivalent to the error rate of two-qubit
gates, i.e., ε0 depends on the code distance and 5(2d− 1)ε0= ε2.
This relation sets a requirement on the memory error rate, i.e., a
longer coherence time is required when the segment size is larger.
We would like to remark that, in a segmented chain quantum
computer, the scalability is achieved by using more segments in
the chain instead of increasing the size of each segment.
Therefore, the code distance d and the required memory error
rate are always finite and do not scale with the computer size. We
will show that the required memory error rate is realistic for
today’s technologies, e.g., in ion traps.9,10,32

The rate of errors on a surface-code qubit per round of stabiliser
measurements pL is plotted in Fig. 4a. The threshold of the CNOT
gate error rate is at εth2 ’ 0:7%. If the physical error rate is lower
than the threshold, the logical error rate decreases with the code
distance. The logical error rate is fitted using the formula

pL ¼ exp α logε2 þ βð Þðd þ δÞ þ γ½ �; (1)

where parameters α, β, γ, and δ are obtained from the fitting (see
Appendix). As shown in Fig. 4a, this formula provides a good fit to
the logical error rate in the shallow sub-threshold regime. In the
following, we will use the same formula to estimate the logical
error rate in the deep sub-threshold regime. An empirical formula2

used in the literature is

pL ¼ pth ε2=ε
th
2

� �ðdþ1Þ=2
; (2)

where we take pth= 0.02. This empirical formula coincides with
Eq. (1) but parameters are different, i.e., α= 0.5, β=−α log εth2 =
2.4809, γ= log pth=−3.9120 and δ= 0.5. The logical error rate
according to the empirical formula is also plotted in Fig. 4a. We
can find that the logical error rate estimated using the empirical
formula is obviously higher than the value directly calculated
using the Monte Carlo method, i.e,Eq. (2) provides a conservative
estimation of the logical error rate.

Surface-code logical gates. Fault-tolerant operations that can be
directly performed on surface-code qubits include initialisations
and measurements in the 0/1 basis and the +/− basis, Pauli gates,
Hadamard gates and CNOT gates. A fault-tolerant initialisation
(measurement) is realised by initialising (measuring) all data
qubits in the corresponding basis, and a fault-tolerant Pauli gate is
realised by performing a sequence of Pauli gates. In Appendix, we
give protocols of fault-tolerant Hadamard gates and CNOT gates
in the 1D qubit array with the segmented chain structure.
Provided these fault-tolerant operations, the universality of

quantum computing is completed by introducing magic states.33

Magic states can be encoded using stabiliser measurements and
distilled using fault-tolerant operations. High-fidelity (on the level
of fault-tolerant operations) Clifford gates S and non-Clifford gates
T can be realised using distilled magic states.34

Our protocol for fault-tolerant CNOT gates only uses single-
qubit operations and stabiliser measurements on a surface-code
lattice with the width of one logical qubit [see the surface-code
qubit array in Fig. 2c], therefore it can be implemented in the
segmented chain qubit array. CNOT gates are transverse gates of
the surface code,26 however, transverse CNOT gates require
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interactions over the range of at least one logical qubit (i.e., a
qubit needs to talk to a qubit that is ~2d2 qubits away in the 1D
qubit array). Other protocols of fault-tolerant CNOT gates include
braiding holes on a punched surface7 and lattice surgery,30 which
only use neighbouring interactions but need the surface-code
lattice to be two-dimensional with the minimum length of two
logical qubits in both directions.
The overall flow of our protocol for fault-tolerant CNOT gates is

shown in Fig. 5, which is based on the lattice surgery.30 Details of
the protocol are given in the Appendix. Xc and Zc (Xt and Zt)
denote Pauli operators of the Control (Target) surface-code qubit.
By using ancillary surface-code qubits A1, A2, and A3, these Pauli
operators are deformed in each step, and eventually we realise a
transformation from Zc, Zt, Xc and Xt to Zc, ZcZt, XcXt and Xt,
respectively, which is a CNOT gate.
The three-dimensional illustration of the protocol is shown in

the right column of Fig. 5. Each block has the dimension ~ d × d ×
d and represents ~d rounds of stabiliser measurements on a
surface-code qubit. Each fault-tolerant CNOT gate has in total 14
blocks. There are 16 blocks in the figure, but two of them are due
to two input surface-code qubits. One can find that the distance
between any pair of disconnected red (green) strips is ~d. Because
red and green strips represent rough and smooth boundaries
respectively, the distance between strips corresponds to the code
distance, i.e., the minimum number of single-qubit errors that can
change the logical state but cannot be detected by stabilisers.
Because the strip distance is ~d, our protocol is fault-tolerant.

One-dimensional four-qubit gauge code
In the segmented chain qubit array, the code distance of the
surface code is limited by the size of segments. If the logical error
rate provided by the surface code is not low enough for
implementing a quantum algorithm, we need another code on
top of the surface code to further reduce the logical error rate.
The array of surface-code qubits is 1D and only has NN

interactions (Fig. 2c). As shown in Fig. 5, to perform the CNOT gate
on a pair of surface-code qubits, we need three surface-code

qubits between them as ancillaries. In the surface-code qubit
array, we can choose one surface-code qubit to carry the
information in every four of them, and other three surface-code
qubits are used as ancillary qubits for performing CNOT gates
between information qubits. In this way, we need four surface-
code qubits to actually encode one bit of information. We can
more efficiently use surface-code qubits by removing some
ancillary qubits. The state of a surface-code qubit can be
transferred to the NN surface-code qubit (see Appendix). There-
fore, in the extreme case that we have only three ancillary surface-
code qubits at all, a CNOT gate can be performed by moving these
three ancillary qubits to the right place. However, in this case,
CNOT gates cannot be performed in parallel. In the following, we
assume that only one in four surface-code qubits is the
information qubit, so that CNOT gates can be performed in
parallel between NN information surface-code qubits.
The quantum error correction in a 1D qubit array with NN

interactions has been studied in the literature. The four-qubit
gauge code is a successful code for 1D quantum error correction,
whose threshold is estimated to be about 10−5.5 In this paper, we
will focus on this four-qubit gauge code.
To study the performance of the four-qubit gauge code

implemented using surface-code qubits, we need to know the
error rate of surface-code logical operations. Operations required
by the four-qubit gauge code includes initialisations and
measurements in the 0/1 basis and the +/− basis, CNOT gates
and SWAP gates between NN qubits. We assume that surface-
code stabilisers are measured for d rounds after a surface-code
qubit is initialised or before measured. Therefore, we estimate the
error rate of initialisations and measurements on surface-code
qubits as pI/M= dpL. We assume that surface-code stabilisers are
also measured for h= d rounds after each step in the surface-code
CNOT gate (Fig. 5). Therefore, we estimate the logical error rate of
surface-code CNOT gates as pCNOT= 14dpL, where 14 is number of
blocks in the surface-code CNOT gate, and each block corresponds
to d rounds of stabiliser measurements on a surface-code qubit. A
SWAP gate is realised by three CNOT gates, and its error rate is
pSWAP= 3pCNOT. The rate of logical memory errors depends on the
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Fig. 4 a The rate of errors on a surface-code logical qubit per round of stabiliser measurements pL as a function of the physical-qubit CNOT-
gate error rate ε2 and the code distance d. When the physical error rate is lower than the threshold marked by the vertical gray line, the logical
error rate decreases with the code distance. Circles are data calculated numerically using the Monte Carlo method. Dashed lines are obtained
by fitting circles (in the sub-threshold regime) using Eq. (1). Dotted lines are calculated using Eq. (2). Error bars show one standard deviation,
and error bars smaller than the size of circles have been removed from the figure. b The logical CNOT gate error rate of the four-qubit gauge
code PCNOT as a function of the logical CNOT gate error rate of the surface code pCNOT. Gauge-code logical qubits are encoded in surface-code
logical qubits, and the gauge code is concatenated. The level of the gauge-code concatenation is marked in the figure. The surface-code
CNOT gate error rate is pCNOT= 14dpL. Error bars show one standard deviation, and error bars with invisible gaps have been removed from the
figure
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duration of the logical identity operation. For the duration of
initialisations and measurements, the rate of memory errors is p0
= dpL; for CNOT gates, it is 4p0; for SWAP gates, it is 12p0. We
remark that these surface-code logical error rates are only for
phase-flip errors, and it is similar for bit-flip errors.
The method of estimating the error rate of logical operations

used here, which is calculating the space-time volume of stabiliser
measurements,2 is not strictly accurate. However, a direct
calculation of the logical error rate using the Monte Carlo method,
e.g., for the CNOT gate, requires a simulation of four logical qubits
for ~ 5d rounds of stabiliser measurement, which would be much
harder than the numerical calculation that we have done in this
paper (which used about 160,000 CPU hours). We have assumed
that errors in logical CNOT gates are depolarised for simplification,
which can also cause inaccuracy. All these assumptions in our
numerical simulations will only change our result of the segment
size slightly, because the logical error rate changes rapidly with
the code distance. According to Eq. (2), by increasing the segment
size by two qubits, the logical error rate can be reduced by a factor
of 7 (70) for the physical error rate 0.1% (0.01%).
Based on the our estimation of surface-code logical error rates,

the error rate of gauge-code logical qubits is calculated using the
Monte Carlo method, and the result is plotted in Fig. 4b. The code
distance of the concatenated four-qubit gauge code is 2n, where n
is the level of concatenation. For the first-level concatenation, the

code can only detect errors, because the code distance is 2. From
the second-level concatenation, the code starts to have the ability
of correcting errors. In Fig. 4b, for concatenation levels n= 2, 3, 4,
a crossing point at pCNOT= 4 × 10−6 is observed, which indicates a
threshold. Such a crossing point is evidence of a phase change: if
the surface-code logical error rate is lower (higher) than the
threshold, the gauge-code logical error rate will be reduced
(increased) by increasing the level of concatenation. Conse-
quently, when surface-code logical error rate is any finite distance
into the sub-threshold regime, with sufficient levels of concatena-
tion the gauge-code logical error rate can be suppressed to an
arbitrarily low level (and thus lower than the error rate before the
gauge code is used).
This threshold of the 1D quantum error correction is lower than

the threshold 10−5 reported in the ref.5 because a different model
of the noise is used. A recent paper proposed a protocol for the 1D
quantum error correction using concatenated two-qubit repetition
code,6 in which an error-rate crossing at ~10−4 is observed
between and error-correction concatenation level and error-
detection concatenation levels. This crossing may indicate a
threshold higher than the four-qubit gauge code. In our protocol,
the code on top of the surface code can be any code that only
uses NN interactions in a 1D qubit array.
The error rate PCNOT of CNOT gates on gauge-code logical

qubits increases with the surface-code error rate pCNOT. This
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Fig. 5 Protocol for CNOT gates in a one-dimensional array of surface-code logical qubits. In the left column, squares denote surface-code
qubits, red wavy lines denote rough boundaries, and green bold lines denote smooth boundaries. Any path connecting two rough (smooth)
boundaries represents a Z (X) operator of the surface-code qubit. The controlled-NOT gate on two surface-code qubit can be realised
following the procedure from a–e. In steps (a–c), the target qubit is deformed. In step (d) Control and Target qubits are merged, then they are
splitted in step (e), as in usual lattice surgery.30 The right column illustrates the evolution of rough and smooth boundaries with time. In order
to separate rough (smooth) boundaries with sufficient distance (so that the logical information is protected), three ancillary surface-code
qubits A1, A2, and A3 are required. See Appendix for details
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dependence can be described using the formula

PCNOT ¼ exp κn logpCNOT þ ηnð Þ; (3)

where parameters κn and ηn depend on the concatenation level n.
By fitting data in Fig. 4b, we obtain parameters κn and ηn (see
Appendix). For first two levels of concatenations, κ1, κ2 ~ 1, which
implies that the error correction does not work (PCNOT / pκnCNOT).
The first-level concatenation does not work because it can only
detect errors. The second-level concatenation does not work
because of two-qubit errors that cannot be corrected by the code
with distance 4. Therefore, the third level is the minimum level of
encoding in order to take the advantage of the four-qubit gauge
code to reduce errors.

Fault-tolerant quantum computing
In the segmented chain qubit array, the overall protocol for fault-
tolerant quantum computing depends on the logical error rate
required by the computing task, the rate of physical errors and the
size of segments. If the surface code cannot suppress the logical
error rate to the level required by the task, we need to use the
concatenated four-qubit gauge code to further reduce the logical
error rate. In order to use the concatenated code, the surface code
has to firstly suppress the logical error rate to be lower than pCNOT
= 4 × 10−6, which leads to a threshold of the physical error rate. In
Fig. 6a, this threshold of the physical error rate is plotted as a
function of the segment size. If the physical error rate is ε2=
0.12%, we need segments with more than 15 qubits to build a
fault-tolerant quantum computer. If the physical error rate can be
reduced to ε2= 0.012%, the minimum size of segments can be
reduced to 7.
When each segment is large enough, the surface code itself is

enough for many quantum-computing tasks. See Fig. 6a. Given
the physical error rate ε2= 0.11% and segments with about 35
qubits in each one of them, the surface-code CNOT gate error rate
is pCNOT≃ 10−15, which is enough for implementing the Shor’s
algorithm with a thousand qubits.2,3 Similarly, if the physical error

rate can be reduced to ε2= 0.014%, the segment size only needs
to be 17 to achieve the same logical error rate.
The performance of the overall protocol is plotted in Fig. 6b.

The level-0 encoding means that only the surface code is used to
correct errors. The performance of the surface-code-only error
correction, the third-level and fourth-level concatenated gauge
codes are compared. Given the gate error rate ε2= 0.1% and using
the fourth level concatenation, 1015 logical CNOT gates can be
achieved with 21 qubits in each segment. The concatenation is
expensive. Using the four-qubit gauge code, to encode a higher-
level qubit, we need six lower-level qubits. If we use only one in
every four surface-code qubits as the information qubit, each
logical qubit with the level-n concatenation requires 4 × 6n

surface-code qubits, i.e. the third-level (fourth-level) encoding
needs 864 (5184) surface-code qubits per gauge-code logical
qubit. We remark that each surface-code qubit needs 2d−
1 segments, each segment contains s− 1= d+ 1 physical qubits
on the average, and d is the distance of the surface code.
Therefore, the overall number of physical qubits per logical qubit
is 4 × 6n × (s− 1)(2s− 5). As shown in Fig. 6b, using the
concatenated code can reduce the required segment size but
the effect is modest especially when the physical error rate is as
low as ε2= 0.01%.
Because of the restricted topology of qubit couplings, the

computing resource cost in the segmented-chain architecture is
higher than the costs in a 2D qubit-array or network architecture.
Stabiliser-measurement circuits for the segmented-chain architec-
ture require more gates than the 2D architecture, which usually
means that there are more errors caused by stabiliser measure-
ments and a larger code distance is needed in order to correct the
errors. However in our numerical results, we find that this effect is
minor. The surface-code threshold for the segmented-chain
architecture is comparable to the 2D architecture,2 and according
to Eq. (2) the threshold determines how rapidly the logical error
rate decreases with the code distance.
In the segmented-chain architecture, we need to use the

concatenated code on top of the surface code when the surface

101 10210−5

10−4

10−3

10−2

Segment size

Ph
ys

ic
al

 e
rr

or
 ra

te
 ε 2

Surf
ace

 co
de

Con
ca

ten
ate

d c
od

e pCNOT = 1×10-15

pCNOT = 4×10-6

(5, 0.0014%)

(7
, 0

.01
2%

)
(15, 0.12%)

(11, 0.0012%)

(17, 0.014%)

(35, 0.11%)

0 10 20 30
100

105

1010

1015

Segment size

N
um

be
r o

f l
og

ic
al

 C
N

O
T 

ga
te

s

ε2 = 0.1%

ε2 = 0.01%

Level-0

Le
ve

l-0

Le
ve

l-3

Le
ve

l-4

Le
ve

l-3

Le
ve

l-4

(a) (b)

Fig. 6 a The physical error rate ε2 and the segment size s required to achieve the surface-code logical error rate pCNOT. The red curve
corresponds to pCNOT= 4 × 10−6, and the blue curve corresponds to pCNOT= 10−15. These two curves are calculated using Eq. (1) with
parameters given in Table 1 in the Appendix. Results obtained using Eq. (2) are also plotted in the figure as dashed curves. Errors are firstly
corrected using the surface code. When the physical error rate is not low enough or segments are not large enough (e.g., to achieve pCNOT=
10−15), we need the concatenated code on top of the surface code to further correct errors. pCNOT= 4 × 10−6 is the threshold of the regime
that the concatenated code works, therefore the red curve is the threshold of the overall protocol. b The average number of logical CNOT
gates that can be performed in a quantum algorithm before getting one logical error. For the level-0 encoding, only the surface code is used
to correct errors, and the number of gates is 1/pCNOT. For the level-3 and level-4 encoding, the number of gates is 1/PCNOT. pCNOT is calculated
using Eq. (1), and PCNOT is calculated using Eq. (3). Parameters in these two equations are given in Tables 1 and 2 in the Appendix

One-dimensional quantum computing with a ‘segmented chain’
Y Li and SC Benjamin

7

Published in partnership with The University of New South Wales npj Quantum Information (2018)  25 



code is not enough. In this case, because the concatenated code
in the 1D qubit array is less efficient than the surface code, in the
segmented-chain architecture we need significantly more qubits
for successful error correction than in other architectures.
Finally, we should also recognise that since the ultimate logical

qubits form a 1D nearest-neighbour array, on the algorithmic level
the connectivity is lower than other (e.g., 2D or network)
architectures. This may result in significant overheads depending
on the algorithm.35 However all the resource costs mentioned
above may in practice be offset if lower physical error rates are
possible in a 1D system (versus 2D or network) because of the
more modest system complexity.
It is worth noting that in the near-term future quantum

computers will exist that do not have enough qubits for
implementing the full-scale quantum error correction, but which
are complex enough so that they cannot be simulated using any
classical computers (passing the so-called quantum supremacy
limit). Without the quantum error correction, these early-stage
quantum computers are not fault-tolerant, therefore only algo-
rithms with shallow circuits can be implemented.36–43 In the
context of such uncorrected, shallow-circuit machines, the all-to-
all connectivity within each segment of the architecture we
describe here could be exploited on the algorithmic level. Thus
the performance of the segmented-chain architecture may be
comparable to other architectures in this case.

DISCUSSION
We have discussed fault-tolerant quantum computing in 1D
quantum computers with the segmented chain structure. Given
the state-of-the-art error rate 0.1%, the size of each segment must
be at least 15 qubits for fault-tolerance to be of benefit using the
surface code concatenated with the 1D gauge code, and 35 qubits
for large scale algorithms such as Shor’s algorithm to be
implemented only using the surface code. Each segment is a
small quantum processor with all-to-all connections among
qubits. Segments with 4 or 5 qubits have been demonstrated
with ion traps18,19 and superconducting qubits,24 and the qubit
number in each segment in these platforms can be extended to
tens or even more qubits.18,44–47 The disadvantage of the
segmented chain structure is the computing speed. Because the
all-to-all connectivity within each segment is due to the coupling
to the same phonon or photon modes, interactions between
qubits in the same segment could not be switched on
simultaneously. As a result, segmented chain 1D quantum
computers need more operation cycles than 2D quantum
computers by a factor determined by the segment size. Therefore,
a longer coherence time is required. In ion traps, the coherence
time of qubits is about 50 s,9,10 which is 500,000 times longer than
~ 100 μs the time cost of a two-qubit gate,9,10,24 i.e. the memory
error rate ε0 ~ 2 × 10−6, which allows a segment size as large as
about 50 ~ ε2/(10ε0) qubits for the gate error rate ε2= 0.1%. This
coherence time of ion qubits can be increased by a factor of 12 by
using dynamical decoupling.32 Such a ratio of coherence time to
gate time is still a challenge for superconducting qubits.48 Some
recent works have been focusing on increasing the coherence
time of superconducting qubits49 or coupling them to quantum
memories, e.g. nitrogen-vacancy centres in diamond.50 We remark
that the computing speed also depends on the time cost of each
operation cycle. As an alternative approach of building a quantum
computer, the segmented chain structure avoids the need to
expand the qubit array to higher dimensions, which reduces the
complexity of the quantum computer and allows us to design the
quantum computer based on the well-developed 1D quantum
technologies and on-chip integrated circuit manufacturing
technologies.

METHODS
Surface code
The surface code is a stabiliser code.1 Conventionally, the stabiliser group
of the surface code is illustrated using the lattice in Fig. 3a: each edge e
represents a physical qubit, each vertex v represents an X stabiliser
operator, and each plaquette p represents a Z stabiliser operator.26 Using v
to denote the set of edges connected to the vertex and p to denote the set
of edges on the perimeter of the plaquette, stabiliser operators are Sv ¼Q
e2v

Xe and Sp ¼
Q
e2p

Ze. Here, Xe and Ze are Pauli operators of the

corresponding qubit. These operators generate an Abelian group
Sv ; Sp

� �� �
that defines the logical subspace, i.e. the logical information

is encoded in the trivial representation subspace of the group.
Errors are detected by repeatedly measuring {Sv, Sp} to read out their

eigenvalues using circuits in Fig. 3c, d. Eigenvalues of the same operator in
two sequential measurements are compared. We notice the presence of
errors if any change of eigenvalues is observed. The event that the
eigenvalue of a stabiliser generator is changed called an error syndrome.
By analysing error syndromes, we can work out the correction operation
and undo errors. The algorithm working out the correction operation is
called decoder. In our numerical simulation, we use the decoder proposed
in ref.8 which is based on the minimum-weight perfect matching
algorithm51 and optimised for errors with correlations. Here, we outline
the decoder. Two three-dimensional lattices are introduced to represent
potential bit-flip and phase-flip errors, respectively. Two dimensions
correspond to the surface-code lattice, and one dimension represents
time. Each vertex represents a comparison of eigenvalues, therefore error
syndromes form a subset of vertices. Given measurement circuits in Fig. 3c,
d, any Pauli error in the model (see next section) can cause at most two
error syndromes. Then an edge connecting two corresponding vertices (or
connecting one vertex and the boundary) represents the Pauli error. Each
edge has a weight determined by the rate of corresponding Pauli error,
and the weight is lower if the error rate is higher. The correction operation
is to undo Pauli errors on paths that pair error syndromes on the lattice
with the minimum total weight, and minium-weight paths are found using
the algorithm in the ref.51.
Two different sets of errors may result in the same error syndromes.

Therefore, given error syndromes, the correction operation may be
different from the actual errors to be corrected, resulting in some
remaining errors on the state. These errors after the error correction cannot
be detected by further stabiliser measurements, but frequently they are
not harmful to the logical state. However, if the logical state is changed by
a set of post-correction errors, the error correction has failed.

Error model
We model the noise in the quantum computer as depolarising errors.
Operations used in stabiliser measurements (Fig. 3c, d) include initialisa-
tions, measurements, Hadamard gates and CNOT gates (Hadamard gates
are used for adjusting the initialisation/measurement basis). When a qubit
is supposed to be initialised in the state 0j i, the qubit may be initialised in
the incorrect state ( 1j i) with the probability εI. When a qubit is measured in
the 0/1 basis, the measurement outcome is incorrect with the probability
εM. Initialisations and measurements in the +/− basis are realised using
initialisations and measurements in the 0/1 basis and Hadamard gates. A
quantum gate with noise can be expressed as a superoperator N ½U�,
where ½U�ρ ¼ UρUy represents the unitary gate, and N is a superoperator
represents the noise. For single-qubit gates, the noise superoperator is

N 1 ¼ 1� 4
3
ε1

� 	
½1� þ ε1

3

X3
a¼0

σðaÞ
h i

: (4)

For two-qubit gates, the noise superoperator is

N 2 ¼ 1� 16
15

ε2

� 	
½1� þ ε2

15

X3
a¼0

X3
b¼0

σ
ðaÞ
1 σ

ðbÞ
2

h i
: (5)

Here, ε1 and ε2 are rates of errors per gate, σ
ðaÞ
i is a Pauli operator of qubit-i,

and a= 0, 1, 2, 3 respectively correspond to 1, X, Y and Z. We assume that
all these error rates are the same except the single-qubit error rate, which
is assumed to be tenth of other error rates, i.e., εI= εM= 10ε1= ε2.
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Simulation of surface-code error correction
In the model under consideration, errors are stochastic, i.e., a Pauli error
either does not occur, or occurs with a specific probability. Therefore, we
can simulate the errors using the Monte Carlo method: Pauli errors are
randomly generated numerically according to their probabilities. For each
run, the error correction is implemented, and we check whether the error
correction is successful or not. By repeating the simulation for many runs,
we can calculate the probability of failed error correction events, i.e., the
logical error rate, which is plotted in Fig. 4a.
We would like to remark that the logical error rate in Fig. 4a is the rate of

phase errors. Each X-stabiliser measurement for detecting phase errors
needs two more Hadamard gates (for measuring shuttle qubits in the +/−
basis) than a Z-stabiliser measurements (Fig. 3c, d). Therefore, the chance
that an X-stabiliser measurement reports a false outcome is higher than a
Z-stabiliser measurement, and the rate of logical phase errors is slightly
higher than the rate of logical bit errors. In our numerical simulations, we
have considered the surface code in the orientation shown in Fig. 3a, in
which qubits in a column are in the same segment. As the dimension of
the surface code in the vertical (column) direction is restricted, we can use
more segments to increase the dimension in the horizontal direction. In
this way, we can reduce the rate of logical bit errors exponentially as a
function of the horizontal dimension (number of segments) at the price of
increasing the rate of logical phase errors linearly. Therefore, it is essential
to study logical phase error rather than logical bit errors.
Unused qubits in short-column segments can be used to reduce logical

phase errors. Because of the all-to-all connectivity within each segment,
exploiting these unused qubits we can change the surface code to a
hybrid-boundary-condition code, in which the boundary condition along
the horizontal direction is open (like the surface code) but the boundary
condition along the vertical direction is closed (like the toric code). Because
the toric code has a lower logical error rate due to the boundary condition,
we can suppress logical phase errors in this way.52

Four-qubit code
The four-qubit gauge code, which also referred as [4,1,2] subsystem code
or 2 × 2 Bacon-Shor code,27,28 encodes one logical qubit in four qubits. The
stabiliser group is generated by X1X2X3X4 and Z1Z2Z3Z4. Given the stabiliser,
up to two qubits can be encoded, and their logical Pauli operators are
respectively {X1X2, Z1Z3} for qubit-1 and {X1X3, Z1Z2} for qubit-2. We can
choose one of two qubits (qubit-1) as the logical qubit storing information,
and the other qubit (qubit-2) as the gauge qubit. The gauge qubit is used
to assist measuring stabiliser generators.

Data availability
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authors upon reasonable request.
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