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We present an effective mechanical equilibrium solution algorithm suitable for finite strain

consideration within the phase-field method. The proposed algorithm utilizes a Fourier space solution
inits core. The performance of the proposed algorithm is demonstrated using the St. Venant-Kirchhoff
hyperelastic model, but the algorithm is also applicable to other hyperelastic models. The use of the
fast Fourier transformation routines and fast convergence within several iterations for most common
simulation scenarios makes the proposed algorithm suitable for phase-field simulations of rapidly

evolving microstructures. Additionally, the proposed algorithm allows using different strain measures

depending on the requirements of the underlying problem. The algorithm is implemented in the
OpenPhase phase-field simulation library. A set of example simulations ranging from simple
geometries to complex microstructures is presented. The effect of different externally applied
mechanical boundary conditions and internal forces is also demonstrated. The proposed algorithm
can be considered a straightforward update to already existing small strain solvers based on Fourier

space solutions.

In recent years, phase field approach has become a method of choice for the
simulations of microstructure evolution in a variety of systems"’. Histori-
cally, it emerged as a tool to simulate different solidification scenarios in
metallic systems’. At the same time, a phase field formulation based on
Khachaturyan’s microelasticity theory has been applied to modeling of the
martensitic phase transformation driven by the symmetry change between
the austenite (parent phase) and the martensite (product phase)*’. At pre-
sent, the range of applications of the phase-field method covers a wide
spectrum of phase and structural transformations in solid, fluid, and mixed
systems. Such a wide spectrum of applications requires combining the
phase-field method with other methods describing various physical phe-
nomena, e.g., chemical diffusion and thermodynamics®’, fluid flow*"’,
elasticity' ™", plasticity'*'°, magnetism'” etc.

To date, most of the combined approaches involve one or another
degree of simplification achieved via the problem linearization, e.g., by
using the quasi-equilibrium approach based on linearized phase
diagrams'® to describe the thermodynamic properties instead of
considering the corresponding Gibbs energies directly, using the
Lattice-Boltzmann method" to solve the fluid dynamics problem
instead of solving the Navier-Stokes equation directly, using linear
elasticity to solve the mechanical problem® ' instead of the finite
strain theory within a suitable hyperelasticity model, etc. While lin-
earizations are well justified for a variety of problems characterized by

only small deviations from thermodynamic and mechanical equili-
bria, there are problems that evolve at conditions far from such
equilibria. The need to address such problems led to the creation of
more general modeling techniques to treat rigorous thermodynamics
in highly off-equilibrium systems***’. At the same time, the combi-
nation of the phase-field approach with rigorous mechanics suitable to
model large deformations occurring during the phase transformations
led to the development of a more sophisticated approach***. The
complexity and the corresponding computational costs of such an
approach is well justified when modeling, for example, the dynamic
recrystallization induced by severe plastic deformation®. On the other
hand, when modeling the systems subjected to moderate deforma-
tions, which are too big to be correctly represented by the linear
elasticity but are small enough to be solved using an appropriate
hyperelasticity model within the finite strain theory, a more efficient
approach can be used. Traditionally, the mechanical deformation is
addressed by the linear elasticity when the strains are of the order of a
few percent. Higher strains can also be considered by the linear elastic
model if no significant rotations are involved. Considering larger
deformations accompanied by significant rotations requires using
finite strains and a corresponding hyperelastic model. In such a case,
the mechanical equilibrium problem is typically solved using the finite
element method, which is very convenient for modeling the
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mechanical behavior of static microstructures where relatively sparse
element density with sharp interface representation is sufficient to
obtain accurate mechanical equilibrium solution. On the other hand,
in the case of evolving microstructures with diffuse interface repre-
sentation, e.g., during phase-field simulations, the finite elements
method loses its advantages because updating the elements mesh
following the microstructure evolution is costly and requires careful
mesh generation to avoid spurious anisotropy and other artifacts.
Also, when attempting to use the finite elements method on a dense
regular mesh, similar to the finite difference grid in most phase-field
simulations, finite elements methods have no advantage compared to
finite difference methods. In fact, linear finite elements with a single
integration point are similar in numerical complexity to the nearest
neighbor finite differences scheme for small strains, but while in the
finite difference scheme, the solution is readily available in every grid
point, the finite elements solution has to be interpolated from the node
points to the integration point in the middle of the finite elements to
couple it to other fields in a typical phase-field simulation. All these
considerations are associated with the high computational costs, fre-
quently limiting the simulations using the finite elements methods to
two-dimensional systems” ™. In contrast, the spectral methods based
on the fast Fourier transformations algorithm offer a simpler and
more efficient alternative to solving the mechanical equilibrium
problem using the finite elements or finite differences models in
phase-field simulations and are successfully used in the phase-field
community for solving small strain problems for more than 20 years
since it has been introduced in ref. 31 and later extended in ref. 32.
Recently, a fully featured finite strain consideration in phase-field
simulations has been presented in ref. 33. This formulation uses
multiplicative decomposition of the deformation gradient tensor but
additive decomposition of strain. The latter poses a limitation on the
modeling of transformation-induced rotations, briefly discussed
in ref. 12.

In this paper, we present a highly efficient Fourier space iterative
mechanical equilibrium solution algorithm suitable for phase-field
simulations, which require frequent mechanical equilibrium solution
updates due to the rapid evolution of the microstructure. The devel-
opment of the proposed algorithm has been greatly inspired by the
small strain iterative mechanical equilibrium solution algorithm for
heterogeneous systems proposed in ref. 32 and the need to address the
phase transformation scenarios accompanied by not only large
deformations but also significant transformation-induced lattice
rotations. The proposed algorithm can be considered a straightfor-
ward update to already existing small strain solvers based on a fast
Fourier transformation algorithm.

Results

St. Venant-Kirchhoff hyperelastic model

One of the simplest hyperelasticity models is the St. Venant-Kirchhoff
model™. The basic description of the model for anisotropic materials can be
expressed as follows:

WEIZ%E:C:E, (1)
av/el
= = 4 2
S “E C:E, (2
E=1(FTF—I) ®)
2 bl

where y is the elastic strain energy density, C is the elasticity tensor, S is the
second Piola-Kirchhoff stress tensor, E is the Green-Lagrange strain tensor,
I is the unit tensor and F is the deformation gradient tensor. The

components of the deformation gradient tensor F are given by

ox;
F. = —t s
y ) Xj (4)
where x; are the spatial coordinates and X; are the material coordinates
(i,j=1,2, 3). For further analysis it is convenient to introduce a displace-

ment vector
uX) =xX)—-X (5)

and rewrite the deformation gradient tensor in the following form

F=1+f, (6)
with f given by
ou, du, du,
ox dy oz
ou, du, OJu
f=Vau=|% % @)
du, du, OJu,
% 9 %

where u(i = x, y, z) are the components of the displacement vector u.
In the absence of external forces, the general form of the mechanical
equilibrium condition reads

V.P=0, (8)

where P =F S is the first Piola-Kirchhoff stress tensor.

The equations above assume purely elastic deformation. In real
situations, other deformation mechanisms can be active, e.g., plastic and
transformation induced. In such a case, the total deformation gradient
tensor can be decomposed as follows:

F= FelelFtra (9)
where Fg is the elastic deformation gradient tensor, F is the plastic
deformation gradient tensor and F, is the transformation-induced
deformation gradient tensor.

For further analysis, it is convenient to introduce the stress-free
deformation gradient tensor

st = FplFtr7 (10)

and define the elastic deformation gradient tensor as follows

F, = FF;'. 1)
Using Egs. (3) and (11) the elastic strain tensor gets the form
Lo 7
By = (FiFy — 1), (12)

and the elastic second Piola-Kirchhoff stress tensor in the intermediate
configuration, obtained after the transformation induced and/or plastic
deformation, has the form

oy
¢ aEel B

S C:Ey. (13)

Then, the second Piola-Kirchhoff stress tensor in the reference con-
figuration suitable for the mechanical equilibrium calculation in Eq. (8) can
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be obtained via the pull back operation

Ap = axcuay + ayC66ax + axCMaz
§= ]Sst_flselFS_fT7 (14) + azéssax + axémax + a26258)/ (26)
+ ayé%az + ayCZGBy + 82645827
where J; = det(Fy)and 0" = (0" A A A
Substituting Eq. (14) into Eq. (8) the updated mechanical equilibrium Ay = 0,040, +0,C50, +9,C30,
equatlon reads + azCSSBx + axclsax + ayC36az (27)
V. (]sfFFs}lselFs}T) = 07 (15) + 826458)/ + ayé%ay + azé3saz7
A21 = ayCIZax + axC66ay + azCMax
Small strain, anisotropic homogeneous medium + 9,560, + 9,Cy69, +0,Cr50, (28)
Conmdepng iny the small deformations, the elastic Green-Lagrange strain + 9,Cy 3, +0, Coe 3, +0, Cys0.,
tensor given in Eq. (3) can be reduced to
1 1 Ay = 0,Cy0, 4 9,Cy0, + 0,0
Eg~e, == (E} + Fy — 21) == (£} + £,,), (16) 2 yAT T XAy T e
2 2 + axc46az + axC668x + a2(2248)/ (29)
where ¢ is the small strain tensor. In Eq. (16) only the first order terms in F + ay Cy0. + aJ’ CZZa}’ +0.Cu0;,
are considered. The equilibrium condition is thus reduced to R . .
Ay = ayCZSax + axc4say +0,C360,
v (C : sel) - 07 (17) + azc458x + axCS6ax + ayCBaz (30)
1 + 9,00, 4 9,Cp0, +9,C5,0,,
V-(EC:(f;EHd)):o. (18) A
Ay = 9,Cyy0, +9,Cs0, +0,Cy50
Substituting Eq. (7) in Eq. (18), we get 3 yTMTE TRy e
+ axCSSaz + axclsax + azc%ay (31)
1 . . .
V- (5 C: ((qu)T + VXu)) =0. (19) + 9,C459, +9,Cy0, +9,C559,,
If other deformation mechanisms are active, e.g., plastic, transformation Ap = aXCZSa}' + B},C%ax +9,Cs69x
induced, or externally applied, the total strain tensor can be decomposed as +  9,C450, +9,C560, +9,Cy5 ay (32)
follows: . A .
+ 9,Cy0, +9,Cy0, +9,C340,,
e=¢q+ e+, (20) . A A
N d he e | d ; Ay = ayC4Sax + axC4Say +9,C550,
where &g, & and ¢, are the el astic, plastic and transformation strains, S S o
correspondingly. For the following analysis it is convenient to introduce the + % ?35 9: + 0y ACSS 9 + 0 F34 % (33)
linear stress-free strain + 9,Cy0, 4+ 9,Cyyd, +9,C530,,
& = &p t &y (21)  whered, = %, 9, = % and 9, = %.
In the case of a homogeneous elastic medium with
and corresponding inelastic stress
C = C = const, (34)
g = C gy, (22)
the solution of Eq. (24) can be easily found in Fourier space. The forward
Thus, the Eq. (19) gets the form Fourier transformation is formally defined by
1 -
v (EC (Vw4 qu)) =V-og, (23) flq = / f(r) exp(—2mirq)dr, (35)
The Eq. (23) can be rewritten in the matrix form as follows: and the backward Fourier transformation is defined by
A:u=V.oy, (24) - )
10 = [ F@ expCaniqpdg (o)
where A is the acoustic differential operator whose components are given by
R R R where r is the spatial coordinate vector.
Ay = 9,Ci60, +9,Ci60, +9,Cy50, Performing the Fourier transformation of Eq. (24) we get
+ axélfiaz + axéllax + azCSGBy (25) ~
R R . Ail = 27iqd, 37
+ 9,Csq0. +9,Csd, + 0.Cs50.. 4% ©7
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where A and G are the acoustic tensor and the Fourier component of the
right-hand side stress tensor, correspondingly, i = J=1, q is the wave
vector, and u is the Fourier component of the displacement vector u. The
components of the acoustic tensor A are given by

Ay —4r’ (2616%% +2Cy5q,9, + Ci1q;
+2€56quz + Cﬁﬁq)zz + CssQ%)
Ap=4, = -4 (CIquqy + Cssqqu +Cuud,4,
+Cs64,4; + Ci + Czs‘lﬂz

+C4squz + 626%2/ + C45‘1§)

N
s
w
Il
N
w
=
Il

—4n’ (Clﬂqu + Cssqqu +Ci39,9,
+Cs5q,4. + Cisq; + Cssquz
+C45quz + 646‘1)2» + C35q§)

g
(¥
[

—47° (Zé%qqu +2Cy649,4, + Ces 4
+2C04q,4, + Con? + CM?)
—4n? (Czsqqu + Cusd,9, + C364.4,
+Cis4,4. + Csey + C34,4.
+C44q},qz + 62461)2, + C34‘1§)
—47? (2(345qqu +2Cs59,9, + Cssq;
+2C344,9, + Cuuqy + C33‘1§)

Utilizing the fact that Eq. (37) contains only local operations, the
mechanical equilibrium solution in Fourier space reads

a=A (38)

Next, the Fourier components of the reduced deformation gradient
tensor f can be easily computed using the Fourier transform of Eq. (7)

' (2miqay).

2miqu,  2miq,u, 2miq i,
f= 271iqxﬁ}, 2m'qyﬁy 2m'qzi¢y (39)
2miq i, 2miq,u, 2miq,i,

where 1; (i = x, y, z) are the components of the displacement vector u in
Fourier space.

The components of the reduced deformation gradient tensor f can be
obtained by performing the backward Fourier transformation of f. Then,
using Eq. (16), the components of the small strain tensor representing the
mechanical equilibrium solution can be found.

Small strain, anisotropic inhomogeneous medium
The iterative mechanical equilibrium problem solution given below is based
on the solution of the inhomogeneous elasticity problem by Hu and Chen™.
Using the homogeneous problem solution given in Eq. (38) as the basis, an
iterative solution of the inhomogeneous problem can be constructed in the
following form:
- <1 . n—1
" =A : (27miq(c} — drc))), (40)
where 7 is the iteration counter, &' are the Fourier components of the
difference between the homogeneous and inhomogeneous stresses in n — 1

iteration given by

A =(C—-C): el (41)
and the homogeneous stiffness tensor is defined by
c=1 / C(r)or (42)
Vv

The last term in Eq. (40) vanishes in the case of homogeneous elasticity,
leading to a single iteration solution given in Eq. (38).

As explained in ref. 32, zero’s iteration starts with an ordinary
homogeneous problem solution. Then, the following iterations refine
the solution until the convergence is reached. Here, an appropriate
strain tolerance can be used as an iteration exit condition. Next, in a
typical phase-field simulation with evolving microstructure, the
solution from the previous time increment can be used as a starting
condition for the next time step iterative solution, which significantly
reduces the number of solver iterations for the following time step.

Finite strain, anisotropic inhomogeneous medium

As discussed in Section “Introduction”, a more consistent approach to
solving the mechanical equilibrium problem Eq. (15) is using the
multiplicative decomposition of the deformation gradient tensor
presented in Egs. (9) and (11) within the St. Venant-Kirchhoff
hyperelastic model. Due to the non-linear nature of Eq. (15) in terms
of F, its direct numerical solution is computationally very intensive.
To simplify the solution, we will split the mechanical equilibrium
Eq. (15) such that all the non-linear terms will be moved to the right-
hand side of the equation, similar to the case of the inhomogeneous
elasticity solution presented in the previous section. We start by
introducing the following formal decomposition of the inverse stress-
free deformation gradient tensor.

Fi' =1—fg, (43)
where f = f; = f;' is a formal decomposition parameter used to simplify
the decomposition of Eq. (15) into linear and non-linear parts.

Considering the fact that Fq = I + f, and introducing formal decom-
position of the Jacobian Jir= 1+ j the mechanical equilibrium condition,
Eq. (15), can be rewritten as follows

& [(1 +jsf) (I + fel) (C : Eel) (I - fs_fT)] =0. (44)
Extracting the C : E, term from equation above allows to introduce the
new stress tensor

—(C:Ey)]"", @)

oxe' = [(14]¢) (T4 £a) (C : Bg) (1-£57)

Next, using the Eq. (43) the elastic strain can be decomposed as follows

(FaFq — 1)

(F SfTFTFFSf -1)
(- £)F'FA — f) —
(F'F — 1) + AE,

E + AE,,

E

el

1) (46)

1
2
1
2
1
2
1
2

where AE, contains all the cross terms allowing to introduce the corre-
sponding stress tensor
Enfl)

ohg! X =C:(E] (47)
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Splitting the total strain into the linear, ¢, and non-linear, AE, parts

E=¢+ AE, (48)
with the corresponding stress tensor
ol =C: (B = h, (49)
the iterative mechanical equilibrium solution takes the form
@ = A7 (2mig(-a3 — o' -kl - oY) 60)

Rearranging the terms and opening the brackets in the right-hand side
of Eq. (50), a significantly simplified expression is obtained

P =A" (2miqops) » (51)
where 0y are the Fourier components of the right-hand side term
ops = C 1" — [y PR (C B )RS (52)

Note, that stiffness parameters, C and the stress-free deformations, F¢
do not change during the solver iterations.
The solution algorithm in Eqgs. (51) and (52) is similar to the algorithm
presented in ref. 35.
The presented scheme works as follows:
1. start by solving the homogeneous elastic problem in iteration n =0,
assuming zero initial solution on the right-hand side
2. next, feed the solution of the iteration n = 0 into the right-hand side and
obtain an updated solution in iteration n =1
3. continue iterating until one of the following conditions is satisfied:

max|F" — F"7!| <¢, (53)

n n—1
max|Sy — Sy | <eg, (54)
where e and eg are the desired deformation gradient and stress evaluation
accuracy, correspondingly.

In the iterative procedure listed above, the deformation gradient
tensor components can be calculated in two different ways. First, they can
be calculated in reciprocal space from the Fourier components of the
displacement vector, followed by the Fourier transforming back to the real
space. Second, in real space, using the finite differences method after the
Fourier components of the displacement vector were Fourier transformed
back to the real space. In our test simulations, the first alternative provided
more accurate results, while using the second method often produced
nonphysical “hourglass” modes due to the known issue of the central
difference gradient stencil.

Depending on the problem’s complexity, the proposed iterative
mechanical equilibrium solution can take from a single to hundreds of
iterations. On the other hand, in a running phase-field simulation with a
slowly evolving microstructure, only a few iterations are needed to update
the solution if the previous time-step solution is used as the starting point for
the next time-step iterations.

The stability of the solver can be significantly improved if the updated
solution, F?, is obtained as follows

st>

Fi=F""4+1(F-F"), (55)
where F" is the actual solution in the #-s iteration and 0 < A<1 is the scaling
factor. The effect of the scaling parameter, A, will be demonstrated in the
simulation examples.

The iterative solution given in Egs. (51) and (52) is very general and
allows using different strain measures and mechanical models. Note though,
that using strains which are non-linear in terms of the Cauchy strain F'F, e.g.
logarithmic Hencky strain, requires finding Cauchy strain eigenvalues and
eigenvectors in every grid point for evaluating the strain values. Thus, it takes
significantly longer computational time than using the Green-Lagrange
strain. Nonetheless, the proposed iterative solution can easily handle dif-
ferent strain measures and has been tested with several strain models (see
Section “Introduction” for details).

External boundary conditions

Periodic boundary conditions imposed by the Fourier transformation used
to solve the mechanical equilibrium problem apply severe limitations on the
system geometry and mechanical boundary condition. Here, we present an
effective way to overcome some of the limitations.

Analyzing the mechanical equilibrium condition in Eq. (8) and its
Fourier space solution, it is clear that the homogeneous part of the defor-
mation gradient can not be obtained directly from the solution because it
would violate the periodic boundary conditions imposed on the displace-
ment vectors. Such conditions result in residual stresses if the mechanical
equilibrium requires homogeneous volumetric or shear deformation. One
way to overcome the limitations imposed by the periodic boundary con-
ditions is to consider the homogeneous part of the deformation in real space
as an external condition. This is achieved by splitting the deformation
gradient tensor into homogeneous and inhomogeneous parts as follows:

F=I+f+f, (56)
where f and f are the homogeneous and inhomogeneous parts of the dis-
placement gradient tensor, correspondingly.

The Fourier solution delivers the inhomogeneous displacement gra-
dient tensor f while the homogeneous displacement gradient tensor com-
ponent can be found using the following equation

C:e=-8§, (57)
where & and S are the average residual strain and average second
Piola-Kirchhoff stress, correspondingly. The average stress is obtained by
averaging the stress tensor over the entire simulation domain

S= %/ Sq(x)or. (58)
Solving the Eq. (57) with regards to € yields
e=-C':5, (59)

which allows finding the components of the symmetrized homogeneous
displacement gradient tensor

7" =% (60)

From Eq. (60), only symmetric homogeneous deformation can be
obtained following the proposed procedure. The consequences of such
limitation will be discussed at the end of this section. Eq. (60) is approximate
but is sufficient for constructing the iterative scheme to adjust the homo-
geneous deformation and compensate for the residual stress associated with
the homogeneous deformation. Thus, the updated total deformation gra-
dient tensor reads

FP=I+f+f, (61)
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where

(62)

The updated deformation gradient tensor F" is then fed back into the
right-hand side of the next iteration in Eq. (52).

Even if we consider the average stress in Eq. (57), the obtained
homogeneous deformation gradient tensor correction leads to an inho-
mogeneous response of the mechanical system due to inhomogeneous
elasticity. Thus, the solution of the inhomogeneous part of the deformation
gradient should be updated within the iterative procedure. Only in the case
of small strains and homogeneous elasticity the solution of Eq. (60) does not
require iterations, and the correct deformation gradient tensor solution can
be obtained in a single step along with the inhomogeneous part of the
deformation given by the Eq. (39).

The procedure described above has been originally introduced in
ref. 36 and corresponds to free (or unconstrained) homogeneous boundary
conditions leading to zero residual average stress.

Now, to consider the externally applied mechanical boundary condi-
tions, the procedure described above can be modified as follows:

=" -C ¢~ (63)
which considers the externally applied stress 0.y.. Suppose an applied strain
should be used instead of the applied stress. In that case, it is sufficient to use
the corresponding applied displacement gradient tensor in Eq. (61) instead
of the correction term f" . If a component-wise combination of applied stress
and applied strain is used, the system of equations in Eq. (63) should be
reduced by taking out the equations corresponding to the applied strain
components and using the combined residual and applied displacement
gradient tensor in iterative procedure Eq. (61).

In contrast to the applied nodal displacements and forces typically used
in the finite element method, the applied stresses and strains are symmetric
quantities. Thus, the procedure described above cannot consider simple
shear deformation because it requires considering non-symmetric defor-
mation tensor containing rotation. Thus, the proposed algorithm can
consider only pure shear in combination with volumetric change.

Considering internal forces
The forces originating within the mechanical system can be considered by
using the general form of the mechanical equilibrium condition

V. (]sfFFs;lselFs}T) = N7 (64)

where N is the local force density. Then the mechanical equilibrium solution
given in Eq. (51) transforms into

i =A"": (2niqal + N), (65)

where N are the Fourier components of the force densities N.

Considering other strain measures

As discussed in the previous sections, the St. Venant-Kirchhoff hyperelastic
model is constructed using the Green-Lagrange strain, which has a direct
physical interpretation. On the other hand, the St. Venant-Kirchhoff
hyperelastic model has stability issues upon compression. Figure 1 illustrates
the stress-strain relations for different strain measures considered in this
study. One can easily see that upon compression, the Green-Lagrange strain
is limited by —50%, allowing system inversion upon further compression,
which is nonphysical. In contrast, the correct physical behavior of the
deformed system at large deformations is described by Hencky, also called

2
—u—Linear
—e— Green-Lagrange
Bazant (n=2)
14 —v—Hencky

Strain, [-]

-2 4 T T
0.5 1.0 1.5

Deformation, [-]

2.0

Fig. 1 | Different strain measures as functions of the deformation gradient.

logarithmic, natural, or true strain:

1
Efjenciy = E1n(FTF). (66)

Note that the stress obtained using the Hencky strain diverges to — inf
for the deformation gradients approaching zero, preventing infinite com-
pression and inversion. While the Hencky strain is a desirable strain mea-
sure to represent large deformations, its use is associated with the
computations of the logarithm of the Cauchy strain, which makes it
impractical in real simulations. The most frequently used approach to
approximate the Hencky strain behavior is using the rate equations where
the deformation is accumulated in small steps due to the fact that Hencky
strains are linearly additive (see, e.g. refs. 24,25). On the other hand, in
ref. 37, the author proposed other sets of strain measures, some of which
closely approach the Hencky strain behavior without the need to evaluate a
computationally costly In(F'F) function. Figure 1 shows the behavior of the
strain obtained from ref. 37 using the exponent 2:

E F'F — (FTF)_l). (67)

1
Bazant — Z <

Such strain formulation has significant advantages compared to the
Green-Lagrange and Hencky strains because it avoids the instability asso-
ciated with the Green-Lagrange strain and avoids evaluating computa-
tionally intensive functions needed for the Hencky strain. On top of that, the
behavior of the strain given in Eq. (67) is such that its values vary almost
linearly between the factor two compression and factor two stretch, e.g., the
strain is equal to 93.75% for the deformation gradient value 2.0 upon stretch
and —93.75% for the deformation gradient value 0.5 upon compression.
Thus, such strain offers an easy interpretation, numerical evaluation, and
correct physical behavior, similar to the Hencky strain, simultaneously. In
ref. 38, the authors argue that there are no preferred strain measures for the
description of the mechanical systems. Thus, using the strain measure given
in Eq. (67) is a well-justified approach when using the Green-Lagrange
strain leads to simulation instability or the use of Hencky strain becomes
prohibitively expensive computationally.

Using the Hencky strain model, Eq. (66), the right hand side Eq. (52)
gets the form

ohs = G e — TP ES (C) T (C s B RS

el

(68)

where C, = FJF, is the elastic Cauchy strain tensor.
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(

Fig. 2 | Phase-field representation of Eshelby’s inclusion. White line represents the
line of inspection.

Using the Bazant strain model, Eq. (67), the Eq. (52) gets the form

ol = Coen ! =L PR (C BN EST

‘el

Y ) vl (orad R (OF 1 b Y (orad Kille St

el el

(69)

Eshelby’s inclusion problem

To analyze the mechanical equilibrium solution obtained using the pro-
posed algorithm, Eshelby’s inclusion problem is solved for different strain
models considered in this study. The analytical solution of Eshelby’s
inclusion problem for a spherical inclusion is taken from ref. 36. The 3D
simulation domain is shown in Fig. 2, where an elastic inclusion with 1%,
3%, 10%, and 20% eigenstrain is embedded into an elastic matrix. Young’s
modulus of 208 GPa with the Poisson ratio of 0.3 is used in the test simu-
lations, which corresponds to the elasticity moduli values C;; =280 GPa,
C1,=120GPa, and Cyy=80GPa. The system is discretized using
129 x 129 x 129 grid points with an interface width of 5 grid points.
Boundary conditions are periodic and imposed by the spectral elasticity
solver. The normal, 0,, and tangential, o;, stress components are displayed in
the radial direction from the center of the particle. Figure 3a, b shows that the
numerical and analytical solutions are in excellent agreement with each
other outside the diffuse interface region. Inside the diffuse interface region,
the numerical solution varies smoothly for both normal and tangential stress
components, leading to the noticeable deviation of the tangential stress
component from the analytical solution. Such behavior is typical for diffuse
interface models where the material properties vary smoothly across the
interface region while the analytical solution is obtained for the sharp
interface case. In Fig. 3, small, Green-Lagrange, Hencky, and Bazant strains
are displayed for 1% and 3% inclusion eigenstrain, whereas 10% and 20%
eigenstrain cases are presented only for Green-Lagrange, Hencky, and
Bazant strain models. All simulations using the finite strain models result in
an increased number of iterations, with around 4 iterations in the case of 1%
inclusion eigenstrain and around 10 iterations in the case of 10% and 20%
eigenstrain. The small strain solution takes only one iteration.

Deformation of polycrystal

In order to further highlight the capabilities of the proposed algorithm, the
polycrystalline sample with 200 randomly orientated grains shown in Fig. 4
was analyzed under different mechanical boundary conditions. A set of
elastic constants C;; =240 GPa, C;, = 160 GPa, and C,, = 80 GPa with a
Zener ratio of 0.5 is assigned to the individual grains considering their

orientation. The tensile strain is applied along the vertical direction. The
simulated microstructure distortion is displayed in Fig. 5a, and the resulting
spatial von Mises stress distribution is displayed in Fig. 5b. The obtained
stress distribution is sensitive to the orientation of the grains due to the
elasticity anisotropy, with the grains oriented with their soft direction along
the vertical direction showing significantly lower stress. Similar results are
also found under compression, as shown in Fig. 5¢ with the corresponding
von Mises stress distribution in Fig. 5d. The system compression is clearly
visible in the figure, and the stress behavior under compression is com-
parable to the tensile case. Figure 5e illustrates the microstructure subjected
to shear strain, and Fig. 5f shows the corresponding von Mises stress dis-
tribution. The Green-Lagrange, Hencky, and Bazant strain models are
employed for performing these tests, and the simulation statistics are shown
in Fig. 6. Analyzing the solver convergence using different strain models,
applied deformations, and the effect of scaling parameter A (see Eq. (55)) one
can conclude that Bazant strain model has the widest convergence range of
all tested strain models and that smaller A parameter greatly increases the
solver convergence range, though at the expense of the increased number of
iterations, up to the point where the models lose their physical stability due
to, e.g., Green-Lagrange strain model nonphysical inversion upon com-
pression and lack of polyconvexity of the elastic energy when considering
Hencky strain model.

Deformation of metallic foam

Further, the proposed algorithm is tested on the metallic foam simulations
with the extreme difference in the elasticity moduli with C;; =280 GPa,
C,=120GPa and C,=80GPa for the metal membranes and
Cy, =280 KPa, C;, = 120 KPa and C,4 = 80 KPa for the pores, which results
in the bulk modulus of pores of the same order of magnitude as the bulk
modulus of ambient air. Figure 7 shows an initial microstructure of the
metallic foam obtained using the model presented in ref. 39. Then, the
microstructure shown in Fig. 7 has been subjected to tensile, compressive,
and shear strains similar to the polycrystal case above. The resulting
deformation is shown in Fig. 8a, ¢ and e, respectively. Figure 8b, d, f shows
the corresponding von Mises stress distributions in the metallic membranes
obtained from the corresponding Cauchy stress. Since the total deformation
is elastic, the obtained stresses are high, with a magnitude in the range of tens
of GPa in the matrix, whereas they are negligible in the pores. This indicates
the capability of the algorithm to solve mechanical problems with sig-
nificantly varying elasticity moduli, which was also demonstrated in the
original small strain algorithm presented in ref. 32. The Green-Lagrange,
Hencky, and Bazant strain models are employed for performing these tests,
and the simulation statistics are shown in Fig. 9. Analyzing the solver
convergence using different strain modes, different applied deformations
and the effect of scaling parameter A (see Eq. (55)) one can conclude that also
in these test simulations, Bazant strain model has the widest convergence
range of all strain models tested in this study and that smaller A parameter
greatly increases the solver convergence range at the expense of the
increased number of iterations. The convergence parameters for these tests
have been relaxed compared to the polycrystal case shown above. Here, the
stress convergence threshold has been set to 10 MPa and deformation
gradients convergence has not been considered because it is very poor in the
pores and is not representative of the quality of the solution. Note, that the
solver does not break if higher accuracy is requested but enters an oscillatory
mode where solution accuracy oscillates around 1~6 MPa stress deviation,
which is around 0.1~1.0% of the maximum stress value in the system. In our
test simulations, the solution in the bulk of the metal membranes converged
relatively quickly, and it took significantly longer to converge in the diffuse
interface regions between the pores and the metallic matrix.

Effect of force density

The effect of the applied force density is illustrated in Fig. 10, where the
force density has been applied over the circular area and its perimeter in
the center of the simulation domain. For illustration purposes, the force
densities used in the simulation are relatively high, which results in
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Fig. 4 | Initial polycrystal microstructure containing 200 randomly oriented grains.

150

visibly high elastic deformation with the maximum shear strain values
around 100%. Note that only using the Bazant strain model, the simu-
lations of force application shown in Fig. 10 converged while using the
Green-Lagrange or Hencky strain model, the solver converged for lower
force density limited by the solver deformation convergence range
according to Fig. 6. The solver took around 100 iterations to converge to
10~° deformation accuracy in all simulations shown in Fig. 10 using the
scaling factor A = 0.125.

Martensitic transformation in steel

To provide a more thorough illustration of the potential of the proposed
algorithm, a 3D phase-field simulation of martensitic transformation in
carbon steel has been performed to model the large transformation strains of
the order of 20% associated with the transformation from the face-centered
cubic (FCC) lattice of austenite to the body-centered tetragonal (BCT) lattice

npj Computational Materials | (2024)10:52



https://doi.org/10.1038/s41524-024-01235-4

Article

Fig. 5 | Polycrystal deformation results using
Bazant strain model. The polycrystal subjected to
100% tensile strain (a), 50% compressive strain (c)
and 100% shear strain (e). b, d, f are the von Mises
stress distributions obtained from the correspond-
ing Cauchy stresses.
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of martensite. In this simulation, a full set of 24 Kurdjumov-Sachs (K-S)
variants of martensite” with real transformation strains and a full-featured
crystal plasticity model coupled to the proposed finite strain algorithm has
been used. The crystal plasticity model used in these simulations is described
in ref. 16. The material’s properties used in this simulation are similar to
ref. 12. The resulting martensite microstructure containing 24 K-S variants
is shown in Fig. 11a. Figure 11b shows the local lattice rotations obtained
from the local deformation gradients, which were first decomposed into
pure stretch and pure rotation tensors, and then axis-angles were extracted
from the rotation tensors. Only rotation angles are shown in the figure.
Figure 11b emphasizes the high degree of local rotations in line with the K-S
variants transformation requirements*. It is important to emphasize that
the elastic strain in this study has been evaluated following the multiplicative
decomposition given in Egs. (9)-(12) allowing to consider transformation-
induced rotations. In contrast, considering the additive decomposition of
the finite strain tensor, similar to ref. 33, results in the loss of transformation-
induced rotations and oversimplified simulated martensite microstructures,
which have been obtained in ref. 12.

To examine the performance of the proposed mechanical equilibrium
solver during the phase-field simulation of martensite, three simulation box
sizes (32°,64°, and 128° grid cells) have been considered. Figure 12 shows the
analysis of the solver performance for different simulation domain sizes over
the entire simulation from 100% austenite to fully martensitic micro-
structure. The solver demonstrates a consistently low number of iterations
per time step with a weak dependence on the simulation domain size where
the number of iterations increases from 3 to 4 for the box size of 32° grid cells
to 5~6 for the box size of 128’ grid cells.

In all simulations shown above using the Green-Lagrange or Bazant
finite strain models, the performance of the solver should be similar to the
performance of the solver in ref. 33. Using the Hencky strain formulation
increases the workload significantly, leading to factor 4~5 performance
degradation in each iteration due to solving the eigenvalue problem in every
grid cell to evaluate the logarithm of the Cauchy strain. Therefore, the
Bazant strain model can be used as an alternative to Hencky strain if solver
performance and convergence range become the limiting factor in the
simulations.

Discussion

In this paper, we propose an iterative mechanical equilibrium solution
algorithm suitable for treating finite deformations by rigorously considering
the finite strains and transformation-induced rotations, which is essential
for the phase-field modeling of transformations involving large
transformation-induced or externally applied deformations. The proposed
algorithm is based on the Fourier space solution and is greatly inspired by
the iterative procedure proposed in ref. 32. Our algorithm is built around the
St. Venant-Kirchhoff hyperelastic model, but it also allows the use of dif-
ferent strain measures that better approximate the stress-strain relation at
finite deformations. This allows us to overcome the well-known St.
Venant-Kirchhoff model instability and better describe the natural stress-
strain relation of the deformed system typically obtained using the Hencky
strain. To further improve the performance and stability of the algorithm at
large deformations, a scaling parameter has been introduced to fine-tune its
convergence behavior. Also, an alternative strain model formulation
according to Bazant” has been introduced to further improve the
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(e). The solver convergence results for shear deformation using the Green-Lagrange
strain model (b), Bazant strain model (d) and Hencky strain models (f).

performance of the solver and the physical behavior of the hyperelasticity
model. The algorithm has been tested on various simulation scenarios
ranging from simple Eshelby’s inclusion benchmark problem to the
microstructure formation simulations in martensitic steel and Ni-based
superalloys'®. The proposed handling of the mechanical boundary condi-
tions allows us to partially overcome the limitations of the Fourier space
solution, which imposes periodicity on the displacement field. The proposed
algorithm also allows considering local force densities, which makes it
possible to directly model the effect of gravitational, electro-magnetic, and
other internal and external forces. The presented example simulations show
that strains in the range from —50% to +100% can be treated by the
algorithm. Note that in the case of extremely large deformations, the effect of
grid distortion and, thus the accuracy of the underlying microstructure
description using the phase-field variables becomes an issue. Therefore,

despite a wide range of convergence of the proposed algorithm in terms of
the attainable deformation, we do not recommend considering the defor-
mations significantly exceeding 20% in the phase-field simulations. The
main reason for this is the increased grid distortion, which inevitably affects
the accuracy of the mechanical equilibrium solution itself and the solution of
mass and heat transport equations, as well as the phase-field evolution,
which is bound to the reference (undistorted) regular grid. Therefore, in the
case of extremely large deformations, beyond 20~30%, a different approach
which allows retaining the undistorted regular grid for the phase fields and
other field variables, e.g., chemical composition, should be used as it is
described in ref. 25.

Considering the wide convergence range and the overall performance
of the mechanical equilibrium solution algorithm proposed in this paper, it
opens a broad range of new applications for the phase-field modeling, which
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Fig. 7 | Initial metallic foam microstructure.

were not accessible before due to the limitations of the linear elasticity solvers
typically employed in the available phase-field models.

Methods

Multi-phase-field model

To define local mechanical properties and to study the microstructure
evolution in general, we employ the well-known multi-phase-field
model”**. Within this model, the phase or grain is represented by the
phase-field variable ¢,, where « is the running index of a given entity. The
presence of a given entity (phase or grain) in a material point is indicated by
¢o € (0, 1]. The bulk region of a given entity is described by the phase-field
value 1, whereas 0 indicates that the entity with the index « is not present in a
material point. The interfaces between different entities are described by
smoothly varying phase-field values in the range (0, 1). To ensure mass
conservation, the sum constraint is applied on the phase-field values in every

material point X: N
> 4 X) =1
a=1

For simplicity only interfacial ™™ and elastic strain energy densities y*
are considered in the following:

(70)

= / Yy, (71)
Q
where W is the total free energy of the system Q.
The interfacial free energy density is given by
N N 4¢4 2
int % n
= qﬁ{—;ww%wwﬁ (72)
a=1 fza

where 7,4 is the numerical diffuse interface width and g, is the interface
energy between entities « and .

The elastic strain energy density y* is given by the Eq. (1) where the
material properties C and F are described using the appropriate homo-
genization procedure or material model and will be discussed in the next
section.

The evolution of the phase-field with index &, ¢,, is calculated by the
pairwise interaction of phase-field ¢, with all the other phase-fields ¢p:

Y
Z““ﬂ [(w 395

ﬂ::u

(73)

where N is the local number of phase fields and . is the effective mobility of
the interface between grains (or phases) a and 8. The resulting phase-field
evolution equation reads:

Z/‘aﬂ 043( > + XN: ("ﬁy ~ 0 )1 oV $afp8Ge |
/;#D( yza£f
(74)

where [, = Vng( + 5 (/>(, (¢ = a, fand y) and AGg is the transformation
driving force between grains or phases « and f3. I is the capillarity term
associated with the individual phase fields ¢ and is calculated using the finite
difference method on a uniform regular grid. The full description of the
multi-phase-field model is given in ref. 2 and the performance of its
numerical implementation is presented in ref. 43.

Elasticity models
Within the phase-field model the free energy density of a heterogeneous
system is typically defined as

l// = Z ¢o¢v/a’

(75)

where v, is the free energy density of the phase or grain a. Consequently, the
elastic strain energy density of the system reads

W61=Z¢a Va Z¢a2 el. Cy: Zl

The direct use of Eq. (76) in the mechanical equilibrium Eq. (8) results
in every interface point of the system being subject to mechanical boundary
conditions, which significantly complicates the mechanical equilibrium
solution. Instead, a homogenized elastic strain energy density is typically
used in the phase-field simulations

(76)

l
251

el __

v : C: Ey

(77)

In order to define the elastic properties of an elastically inho-
mogeneous system in the phase-field simulations, a corresponding
homogenization model or material model has to be used. A compre-
hensive overview of the existing homogenization and elasticity models
used in the phase-field simulations is given in ref. 44. In addition®,
introduces the rank-1 homogenization model for small strains, which
has been later extended to the case of finite strains in ref. 46.

The most widely used in the phase-field community is the well-
known Khachaturyan’s elasticity model*. This model is not based on
the homogenization theory but postulates a material’s model where
the linear interpolation functions define the stiffness tensor and the
transformation stretches, respectively:

(78)

C= prac
Zgba

(79)

where C and F{. are the stiffness and transformation stretch tensors of the
phase (or grain) a, correspondingly. Note, that both, C, and F{., are subject
to the local orientation of the crystal lattice with respect to the simulation
frame of reference. The stiffness model in Eq. (78) is similar to the Voigt/
Taylor elasticity homogenization but differs in the definition of strains.
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Fig. 8 | Metallic foam deformation results using
Bazant strain model. The foam microstructure
subjected to 50% tensile strain (a), 15% compressive
strain (c) and 25% shear strain (e). b, d, f are the von
Mises stress distributions obtained from the corre-
sponding Cauchy stresses.
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An alternative elasticity model has been proposed in ref. 36 and is
inspired by the Reuss/Sachs homogenization model when defining the
stiffness tensor of the inhomogenouse system. In this elasticity model, the
stiffness and the transformation stretch read:

-1
C= [Z $,Co } :

(80)

(81)

F, = Z ¢uFixr7
o

Comparing the Eqgs. (78) and (80) it is easy to see that the later favors
the lower stiffness values in the interface region. In ref. 47 it is shown that the
use of either model results in comparable mechanical response so the use of
either model is a matter of preference and computational efficiency.

The more advanced rank-1 homogenization model is the preferred
model for systems developing coherent and semi-coherent interfaces

Note, that if different grain orientations and/or transformation-
induced deformation contains rotations all orientation sensitive vector and
tensor quantities have to be properly rotated according to

¥ =Ry, (82)
T=RTR', (83)
T = RRTR'RY, (84)

where v and v are the rotated and the original vector quantities, Tand T are
the rotated and the original second rank tensors, 1" and T" are the rotated
and the original fourth rank tensors, respectively. The rotation tensor R =
R, R, includes initial grain orientation R;,; which does not change in the
course of simulations and transformation-induced rotation R,, which varies
during the phase transformation. R, stems from the polar decomposition of
the transformation-induced deformation:

accompanied by the high elasticity tensor anisotropy. Due to the relative F, =R,U,, (85)
complexity of the rank-1 model, especially in the case of the finite strains, it is

not repeated here and the reader is referred to the original literature'*. where U,, is a rotation-free transformation stretch tensor.
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scaling factor A. The solver convergence results for uniaxial deformation using the
Green-Lagrange strain model (a), Bazant strain model (c) and Hencky strain model
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(e). The solver convergence results for shear deformation using the Green-Lagrange
strain model (b), Bazant strain model (d) and Hencky strain model (f).

Fig. 10 | Effect of the force density application. a
a Initial undeformed configuration, b the effect of

force density application over the circular area in the

middle of the simulation domain and ¢, d over the

circular area perimeter. The force vectors are not

to scale.
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Fig. 11 | Martensite simulation results. a Simulated Variants Angle [°]
. . . . i1 0.0 2 4 6 8 10 12 14 16 18 20 22 25.0
martensite microstructure, b orientation map N

showing local rotation angles.
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The use of the Khachaturyan’s elasticity model in the case of finite
strains results in the following mechanical driving force in the phase-field
equation:

Gel =% o (Cﬁ—Ca) tEy
om (86)
~JuEq: C: [FRFR (FL — B ) ER T
where O™ =1(0 + 0O7) and J,, = det(F,) is the Jacobian obtained
from the transformation induced deformation gradient tensor.
The alternative elasticity model formulation from ref. 36 results in

Considering the Hencky strain and Khachaturyan’s elasticity model
the driving force has the form
MGl =1B,: (Cy— C,) i By
1 [ETRpp-1 (P 1p-1]™ (88)
~Ju B+ C s g [FUFR (PG — o ) FUR
Considering Bazant approximation in Eq. (67) and Khachaturyan’s
elasticity model the driving force reads

Ca) 1 Ey

MG =1By: (Cy -

(89)
_ o]
. . - %]trEel (G |:FZ1FFU—1 (Fﬁ - Fltxr) Ftrlell]
AGl =1E [C(C; - Cy )@] ',
Trp-1 (B8 1p-1]"™ ®7) 1 1 [pTep-1 (W _ po\p-1p-1]"" 1
—JE,: C: [FdFF; (Ftr - F;;) F;'F; ] . —3JuEa: C: G [FdFFtr (Fn - Ftr) E,'F, } c;l. (%)
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The multi-phase-field model and the elasticity models presented above
are implemented in the OpenPhase software library*, which is used to
perform all simulations presented in this paper. In all example simulations
presented above Khachaturyan’s elasticity model is used. The convergence
parameters in all simulations are set to eg=10"° and eg = 10> Pa unless
specified otherwise.

Data availability

The simulation data produced in this study can be reproduced using the
official distribution package of the OpenPhase library*® which includes all
relevant simulation examples.

Code availability

The small strain iterative elasticity solver described in Section “Introduc-
tion” is freely available via the OpenPhase library distribution™ in the form
of an open-source code under the GNU GPL v3. The finite strain extension
will be made available via the OpenPhase library distribution in one of its
official releases in the near future.
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