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Defect detection in atomic-resolution images via unsupervised
learning with translational invariance
Yueming Guo1✉, Sergei V. Kalinin 1, Hui Cai1, Kai Xiao 1, Sergiy Krylyuk2, Albert V. Davydov 2, Qianying Guo1 and
Andrew R. Lupini 1✉

Crystallographic defects can now be routinely imaged at atomic resolution with aberration-corrected scanning transmission
electron microscopy (STEM) at high speed, with the potential for vast volumes of data to be acquired in relatively short times or
through autonomous experiments that can continue over very long periods. Automatic detection and classification of defects in the
STEM images are needed in order to handle the data in an efficient way. However, like many other tasks related to object detection
and identification in artificial intelligence, it is challenging to detect and identify defects from STEM images. Furthermore, it is
difficult to deal with crystal structures that have many atoms and low symmetries. Previous methods used for defect detection and
classification were based on supervised learning, which requires human-labeled data. In this work, we develop an approach for
defect detection with unsupervised machine learning based on a one-class support vector machine (OCSVM). We introduce two
schemes of image segmentation and data preprocessing, both of which involve taking the Patterson function of each segment as
inputs. We demonstrate that this method can be applied to various defects, such as point and line defects in 2D materials and twin
boundaries in 3D nanocrystals.
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INTRODUCTION
Crystallographic defects are interruptions of periodic patterns in
crystals and play a key role in defining materials properties. For
example, point defects in 2D materials such as vacancies and
interstitials can introduce strain to the lattice and modify the
electronic properties; line defects like dislocations and planar
defects such as grain boundaries and twin boundaries in 3D
materials can define their mechanical properties. Studies of
crystallographic defects require structural knowledge of crystal-
lographic defects at atomic-scale resolution, which has greatly
benefited from characterizations by transmission electron micro-
scopy and scanning probe microscopy.
The current trend of applying machine learning (ML) to electron

microscopy demands an ‘AI crystallographer’ that can automati-
cally detect, identify, and analyze structural properties such as
crystallographic defects from scanning transmission electron
microscopy (STEM) images1. Previous work demonstrated the
detection and classification of defects based on supervised
learning methods where human-labeled data from experiments
or simulations are used to train the models2–7. In this case, a
certain level of prior knowledge about the crystal structure and
atomic arrangements of various defects is always required for the
training, whether through weak supervision with limited experi-
mental data2 or via standard supervision with a large set of
simulated data3–7. These trained models are usually limited to the
crystal structures in the training datasets and cannot easily be
generalized to other crystal structures. In addition, labeling
training sets can become costly when the crystal structure is
complex or a large variety of defects exist (e.g., dynamic defects
that arise from electron-beam irradiation). Apart from supervised
ML, automatic detection of crystal defects has also been
approached by explicit programming with a set of rules derived
from graph theory8. While extremely powerful, this algorithm will

become less efficient as the number of atoms in the unit cell
increases. Currently, a reliable method of unsupervised ML for
detection of crystallographic defects in STEM images is lacking.
In a typical application of ML to STEM images, an atomic-

resolution image is segmented into multiple subimages of n ×m
pixels2, which are flattened into vectors (that can each be thought
of as the multidimensional coordinate of a data point) of nm × 1
pixels2. These data points become the inputs of the model to be
trained. If each subimage consists of one unit cell, then the
majority of the subimages will show one class of atomic
arrangement, which is similar to the perfect unit cell, and the
subimages that contain crystallographic defects will be outliers.
From this perspective, the detection of crystallographic defects
can be turned into a problem of outlier detection in the context of
one-class classification. Here, we explore the application of the
one-class support vector machine (OCSVM)9, which has been
widely used for outlier detection in industry (such as fast fault
diagnosis in manufacturing and cyber security analyses), to the
detection of crystallographic defects.
In the basic view of the mathematics behind OCSVM, data

points are mapped from the input space by kernels (such as
Gaussian kernels) into a feature space where the majority of the
data points lie inside a hypersphere located away from the origin
of the feature space. This description differs from most
unsupervised learning algorithms, which are for estimating the
true probability densities in the feature space from training
examples (the densities can then be used for classification or
regression). The OCSVM addresses a subproblem of the density
estimation: it computes a sign function that defines the boundary
of the hypersphere and minimizes the volume of the hyper-
sphere9–11. It is partly because of targeting this simpler problem
that the OCSVM is successful in difficult cases, such as detecting a
small fraction of outliers. In addition, the OCSVM with adjusted
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parameters can be used as an unsupervised binary classifier even
where the outliers (or data points in the other class) occupy a
much larger fraction of the feature space.
In order to apply an OCSVM to the defect-detection problem,

we must ensure that most (or at least a large fraction) of the
subimages lie in a single class (called a normal class), which is
associated with the unit cell. The common practice in the
segmentation is to enclose the neighborhood of every single
atom in each subimage2,3,5. However, when the unit cell contains
more than one unique atom site, this common segmentation
results in more than one major class of data points and invalidates
the requirement for applying OCSVM and thus, we must redesign
our scheme of segmentation and data preprocessing for the
application of OCSVM. We introduce two schemes of segmenta-
tion to satisfy the requirement of having one major class of data
points. In the first scheme, we crop the neighborhood of the
unique maximum/minimum intensity site in the projection of the
unit cell/repeat unit (e.g., the central hole of the honeycomb
lattice or the brightest atom column in the image of a unit cell).
The first scheme is applicable to a wide range of crystal structures
although it imposes limitations to the crystal symmetry. To
remove the limitations, we developed a second scheme where we
crop the Fourier filtered images and each cropped image is
centered at the position of an atom column. In the first method,
the running time of the algorithm does not increase with the
number of atoms in the unit cell while in the second scheme the
running time is proportional to the number of Fourier filtered
images used for the one-class classification that will increase with
the number of atoms in the unit cell. In order to make sure that
the features in each subimage are independent of translation, we
introduce the application of the Patterson function12 as a feature
extraction descriptor to both schemes, which only depends on the
interatomic vectors (excluding the signs of their directions).
Although there are many other descriptors available in machine
vision, a certain descriptor usually has strengths over others in a
certain context (for a comparison of various descriptors in
machine vision, see ref. 13). The Patterson function is chosen
because it was invented and widely used for crystallography,
which matches the context here. A recent document also presents
a similar idea of using Patterson maps as inputs to neural
networks in the context of solving the phase problem14.
In the results, we will present two demonstrations: the first case

includes point and line defects in a 2D crystal; the second case
includes a twin boundary as an example of planar defects in a 3D
nanocrystal. Based on the same principles as these two
demonstrations, some additional examples including detection
of dislocations will be provided in the Supplementary information.
The workflows in the present work enable detection of any
present defects in STEM images (or even in a single image)
without any labelled training sets and can return the coordinates
of defects in the images. This can be useful for studying new and/
or complicated crystal structures with defects where not enough
labelled datasets are available to effectively apply supervised
learning. It should also be noted that the OCSVM in the current
work only provides the distinction between defects and non-
defects (or one domain from the other) but does not distinguish
between different types of defects. Further work will be required
to achieve such a distinction, such as by clustering of the
segments or consideration of the defect coordinates.

RESULTS
Demonstration for bilayer (MoW)Te2
Here, we apply defect detection using the first scheme of
segmentation and data preprocessing (see Methods section for
more details) to the image of bilayer Mo0.91W0.09Te2. An
experimental STEM image is shown in Fig. 1a that contains both

pristine areas and regions with electron-beam-induced defects. In
order to apply an OCSVM to locate defects, we need to ensure that
there is only one type of unit cell present. However, a large
fraction of image segments will contain dopants at the different
sites, which could violate this requirement. Therefore, we need to
exclude the influence of dopants before applying OCSVM to
identify defects such as displaced or absent atom columns.
In the absence of defects, there are four types of atomic

arrangement in an atomic column of the bilayer material: Mo-Te-
Te, Te-Te-Mo, W-Te-Te, or Te-Te-W. A column with a W atom is
significantly brighter than that with a Mo atom, whereas the
atomic stacking in the column does not significantly change the
intensity of the column. In this way, we can distinguish between
the two types of columns in the regions (Mo vs. W) without
structural defects.
We find two kinds of defects in the STEM image in Fig. 1a: one is

associated with vacancies (one or two Te atoms missing), which
generates lower contrast columns at the expected locations; the
other kind of defect is associated with displaced atoms or missing
columns.
The procedure undertaken is as follows:
Step 1: We classified all the atom columns according to their

integrated intensities into three classes (i.e., columns with Mo, W,
and missing atoms) by using the Gaussian mixture model
(GMM)15, an unsupervised learning algorithm for data clustering
that has been introduced previously in a similar context16. Details
of the GMM are shown in Supplementary Note 1. Classification of
atom columns in STEM images of 2D transition metal chalcogen-
ides has been preceded by several workers using traditional
approaches17,18. After identifying the atom columns with dopants
and vacancies, we replaced each atom column with a standard 2D
Gaussian function and generated an image of atomic coordinates.
Step 2: The image of atomic coordinates was segmented and

preprocessed according to the first scheme in the Methods
section. Principal component analysis (PCA) was applied to reduce
the dimension of each subimage, where nine principal compo-
nents represented 98% of the variability in the features. At this
point, we can see the power of using the Patterson function
method to reduce segmentation errors and greatly reduce the
number of significant principle components from 36 to 9, which
indicates that the variability in the input space due to segmenta-
tion errors has been dramatically reduced (Fig. 2).
After segmentation and preprocessing of data (see Methods

section for details), we obtained training sets, X (image stacks or
vectors of the significant PCA coefficients), which consist of the
shift-invariant information about the relative atom positions in
each unit cell, allowing us to apply an OCSVM to the datasets.
Step 3: We applied the OCSVM in the library, LIBSVM19, within

scikit-learn15. Two free parameters, υ and γ, needed to be selected.
The υ parameter is the upper bound limit on the fraction of
outliers and γ defines the dispersion of the Gaussian kernel in
OCSVM. For γ we chose the default value:

γ ¼ 1
# of datapointsð Þ variance Xð Þð Þ : (1)

We selected υ at the knee point of the curve for the distance, D
(υ)20,21 (Fig. 3a, b), defined as:

D υð Þ ¼ median f Xnormalð Þð Þ �median f Xoutliersð Þð Þ (2)

where f Xð Þ is the decision function and f Xð Þ ¼ 0 defines the
boundary of the hypersphere. The histogram of f Xð Þ shows
the distribution of the assigned distances of data points to the
boundary in the feature space (Fig. 3c). For optimal values of γ and
υ, the histogram should show an approximate Gaussian distribu-
tion in the distances for the normal set, f Xnormalð Þ, and an abrupt
change near the boundary (as shown in Fig. 3c). We also checked
the result of outlier detection at various values of γ ranging from
0.5 to 3 times the default value (where the optimal υ also varied
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with γ) and confirmed that the results were similar in this case. In
some other cases (see Supplementary Figs. 2, 3 more examples),
the optimal value of γ can be 5–6 times the default value and
selection of the optimal γ can also invoke the metric D υð Þ20,21. This
completes the determination of the two free parameters.
Step 4: With the optimized hyperparameters υ and γ, the outlier

detection can be carried out on the datasets of either the
preprocessed image stack or their significant PCA coefficients.
The center of the outlier segments are labeled by red dots in the
image of atomic coordinates (Fig. 1d–f), most of which can be
verified by eye as defects associated either with displaced atoms
or the absence of columns. There are a few sites that are predicted
to be defects but appear by eye to be normal that should be
attributed to errors of the unsupervised learning prediction. To
estimate the accuracy of the prediction, we counted the numbers
of correctly (true) and incorrectly (false) detected defects (positive)
as well as the numbers of true and false nondefects (negative) in
Fig. 1d and summarized the results in Table 1. The balanced
accuracy (a suitable metric for datasets with an imbalanced
proportion of positive and negative events) can be directly
calculated from the values in Table 1 (see details of calculation in
Supplementary Note 2) and was determined to be 98.1%. Such a
high accuracy value depends on the choice of the two
hyperparameters and overfitting can be an issue if the same
values of hyperparameters are used for a different dataset.
However, the hyperparameters can be optimized on a case-by-
case basis and optimization does not require any labels. We
reproduced the high balanced accuracy for a different STEM
image that was four times larger in size by optimizing the
hyperparameters using the same heuristic approach in Step 3 (see
Supplementary Figs. 2, 3 for details).

The distribution of outliers can also be visualized in PCA space
(Fig. 3d–f), where the outliers lie far from the center of the single
cluster (the normal class). Since PCA is an orthogonal linear
transformation, the visibility of defects as outliers in PCA space
suggests that the task of detecting defects from atomic-resolution
images is well suited to the SVM architecture. In general, SVMs
without customized kernels cannot handle highly nonlinear
mappings, which is where deep neural networks would likely
have an advantage, but they are accurate and efficient in handling
tasks otherwise. Such visualization helps to understand the result.
In this demonstration, there is a very small fraction (~3%) of

defect sites in the image and there is only one major class in the
PCA space. As the fraction of defects increases, some defects with
similar configurations may form another group/cluster in the PCA
space. In this scenario, a GMM can be applied to the data points to
distinguish and clean the minor group in the PCA space before
Step 3 (see Supplementary Fig. 4). A demonstration of such a
scenario for an image stack of 100 frames can be found in the
Supplementary Note 3.

Demonstration for ZrO2

In the previous example for (MoW)Te2, we demonstrated how the
combination of the Patterson function and a OCSVM allows
detection of defects either belong to point or line defects in a 2D
crystal. To complete the demonstration for other sorts of defects,
we turn to the example of a planar defect in a ZrO2 nanoparticle
that consists of two domains separated by a twin boundary. The
crystal structure has a monoclinic structure22 that often imposes a
challenge for segmentation.

Fig. 1 Results of defect detection in bilayer Mo0.91W0.09Te2. a An ADF-STEM image acquired at 100 kV. b, c Classification of atom columns by
applying GMM to integrated intensities of all atom columns. W dopants and Te vacancies (1 or 2 Te atoms missing) are labeled on top of the
Gaussian-smoothed image of a. d Image of atomic coordinates derived from b. e, f Detection of defect sites with absent or displaced atom
columns by applying OCSVM to d. Red dots indicate centers of segments that are predicted to be outliers. f shares the same region as c. The
scale bars represent 3 nm. Panels a and d are adapted with permission from ref. 38, © 2021 The authors.
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The procedure for data analysis is as follows: (1) a Friedel pair of
fast Fourier transform (FFT) spots with the shortest distance, which
corresponds to the unit cell length in one direction, is selected
(Fig. 4b) for Fourier filtering and to generate an inverse FFT (IFFT)
image (Fig. 4c); (2) the IFFT image is segmented and preprocessed
according to the second scheme of data segmentation and
preprocessing in the Methods section; (3) OCSVM is applied to the
image stacks at the optimized υ as determined from the knee
point of the DðυÞ curve (Fig. 4d); (4) the histogram of the decision
function (Fig. 4e) is computed and used for clustering. After
processing, the atom columns are clustered into two groups
(labeled in different colors in Fig. 4f) that show a boundary in real
space, which appears to be consistent with the twin boundary
identified by eye.
This procedure can be repeated for other pairs of FFT spots. If

multiple grains/domains are present in a STEM image, the method
can be used to separate multiple domains/grains and to associate
each pair of FFT spots with specific grains/domains. In addition, if
dislocations are present in a STEM image, the method can be used
to detect their presence since dislocations are displayed as
interruptions of the periodic fringes in the Bragg-filtered images23.
See the Supplementary Fig. 7 for a demonstration of detecting
dislocations.

DISCUSSION
Although application of deep learning to electron microscopy has
made a lot of progress in collection, compression and analyses of

big data24–26, the power of simpler algorithms (without neural
networks) should not be ignored in some applications. Here we
explored the use of OCSVM for detecting crystallographic defects
in STEM images, where the defects and normal unit cells can be
separated almost linearly with application of the Gaussian kernel
in OCSVM. Two schemes for image segmentation and data
preprocessing are introduced (see Methods section). Image
segmentation in the first scheme can efficiently deal with crystals
that have a hole in the center of the unit cell. Segmentation in the
second scheme can in principle deal with any type of unit cell and
the size of the subimages can be chosen based on the average
inter-planar spacing; therefore, the second scheme solves one of
the major issues with traditional segmentation methods. In these
segmentation methods, the window size is usually a user-defined
free parameter and the choice can significantly affect the results
especially for difficult cases, such as oblique Bravais lattices. Data
preprocessing in both schemes utilizes the Patterson function as a
descriptor, which results in features with translation-invariance.
Applying the Patterson function greatly reduces the segmentation
errors and results in subimages with shift-invariant structural
information, which are then suitable for the application of OCSVM.
We expect that similar schemes are likely to benefit other ML
algorithms as well.
Although literature focused on the OCSVM indicates that the

result can be sensitive to the choice of the two free parameters γ
and υ, we found that the default value of γ in the open source
library LIBSVM18 and the choice of υ based on the DðυÞ curve20,21

Fig. 2 Illustration of how Patterson mapping can greatly reduce the effect of arbitrary shifts in the first demonstration. a Subimage of
atom-coordinate image (Fig. 1d) where unit cell is not well centered and b Patterson function of the subimage, where Patterson function is
always centrosymmetric. PCA is performed on two datasets, one consisting of subimages like in a and the other consists of Patterson maps
like in b. PCA scree plots without c and with d Patterson mapping plotted on a logarithmic scale. PCA scree plot shows how much each
principal component accounts for covariance of data matrix (the size for the flattened vector for each image × the number of images). c The
explained variance (%) drops slowly and 36 principal components are needed to account for 98% of the covariance of data matrix. d The
explained variance (%) drops more rapidly than that in c and only 9 principal components are needed to account for 98%. This comparison
shows that the highly dispersive covariance in c, caused by arbitrary shifts, is greatly reduced by the Patterson map.
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worked well for both examples here if a normalization was done
to each input image before training.
Although the image of atomic coordinates in the first

demonstration shows no Z-contrast (where Z is the atomic
number of the element), the OCSVM can work for STEM images
exhibiting Z-contrast if the dopants are excluded since dopants
can complicate the one-class classification.
For rigid 3D crystals where the crystal lattice is not highly

distorted, the distinction between outliers and the normal class is
large, as shown in Fig. 4e, meaning that the separation can be

done more feasibly than for soft materials, as shown in Fig. 3c.
Here, by ‘soft’ materials we refer to cases such as the 2D material
example, where varying amounts of lattice distortions are
observed in many places and therefore, the boundary between
the outliers (defects) and normal class (normal unit cells) becomes
more ambiguous, as shown in Fig. 3c. We note that such
ambiguity is also common for human judgement.
Our approach can be applied to rapidly screen a large number

of STEM images to detect crystallographic defects, which may be
beneficial when analyzing in situ data27–30. For example, the

Fig. 3 Details of OCSVM analysis. a, b Upper bound on the fraction of outliers, the ν parameter, is chosen from knee point of the curve for
distance between the median values of decision functions in the normal class and outliers, DðνÞ. c Histogram of decision function shows
density of data points with different signed distances to the hypersphere (zero point at horizontal axis). Outliers lie on the negative side.
d–f Distribution of data points in eigenspace of PCA. Axis labels, PC1, PC2, and PC3, are first three significant principal components; outliers
are labeled in purple.
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modification of 2D materials by moving atoms with the electron
beam in STEM31,32 requires rapid detection of defects to guide the
atom-by-atom fabrication33. When combined with automatic scan
control systems34, automatically identifying and classifying

different types of defects will be another important step toward
this goal.
Another application is to improve the crystal structure

reconstruction from noisy atomic images of beam-sensitive
materials such as metal-organic frameworks (MOFs). With the
development of extremely fast and sensitive detectors in recent
years, the rapid imaging of structural details of such materials has
become plausible. Nevertheless, beam-induced defects in these
structures are still difficult to avoid. Using OCSVM in the process
for crystal structure reconstruction by removing subimages of
beam-damaged unit cells or local structures should, in principle,
clean up the image stack for averaging.
In addition, the second scheme of image segmentation and

data preprocessing can also be followed by other ML algorithms,

Fig. 4 Demonstration of detecting different domains separated by the twin boundary in a ZrO2 nanoparticle. a A STEM image of ZrO2
nanoparticle recorded at 100 kV. b FFT of atom-coordinate image of a. c Fourier filtered image formed by the IFFT from the circled spots in b
which belong to one domain (in red coordinate in panel b) but not the other (in yellow coordinate). d Optimized ν is selected from knee point
of DðνÞ curve. e Two separated clusters of data points are detected using OCSVM with optimized ν parameter. f Two classes of data points in e
are mapped onto atom-coordinate image with two different colors. Each color corresponds to a single domain; boundary between colors is
the detected twin boundary. The scale bars in (a, c) represent 3 nm, and the scale bar in panel b represents 1/nm. Panel a is adapted with
permission from ref. 38, © 2021 The authors.

Table 1. A confusion matrix for the prediction of defect sites in
Fig. 1d.

Predicted defects Predicted nondefects

Actual defects (by eye) TP= 68 FN= 3

Actual nondefects (by eye) FP= 44 TN= 2346

Y. Guo et al.
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such as variational autoencoders (VAEs)35 that accept training data
with noise and carry out approximate Bayesian inference. For
example, a modified version of VAE has been applied to denoise
image data36 and we note that datasets prepared with scheme
two (in Methods section) are essentially Patterson maps of
the noisy Bragg-filtered images, meaning that this approach
should be adaptable to other applications, such as the ML-based
determination of strain components.

METHODS
Sample preparation and STEM experiments
The Mo0.91W0.09Te2 sample was exfoliated from the bulk crystal grown by
chemical vapor transport (CVT). An annular dark field (ADF)-STEM image
was recorded with a NION UltraSTEM200 operated at 100 kV with a
nominal beam current of ~25 pA. A convergence angle of 30 mrad was
used and the ADF detector had an angular range of 80–350 mrad.
The ZrO2 sample was prepared from a dense ZrO2 substrate (purchased

from Fuel Cell Materials) by in situ lift-out on a Hitachi NB5000 focused ion-
beam (FIB) instrument. The final thinning step was performed on a
Fishione Nanomill model 1040 at 900 eV for 10min. on each side of the foil
to remove potential ion-beam damage. The atomic-resolution ADF-STEM
image (Fig. 4a) was acquired using an aberration-corrected Nion UltraSTEM
100 operated at 100 kV.

Segmentation and data preprocessing
Two schemes of image segmentation and data preprocessing are
developed for different situations. The first scheme works for scenarios
where a rapid algorithm is needed for tracing defects within a single grain/
domain where the maximum or minimum intensity is located at one site of
the unit cell. As an example, a centrosymmetric pore in the middle of a
graphene honeycomb can satisfy this requirement. The presence of
such structural features facilitates segmentation of a STEM image into

subimages, each of which contain one unit cell. To remove the limits
imposed by the symmetries of the crystal structure in the first scheme, we
developed a second scheme, which may be somewhat slower than the first
scheme but can be applied to any type of unit cell with no limit imposed
by crystal symmetries. In addition, the second scheme can be applied to
STEM images that include multiple domains/grains. Both schemes involve
the application of the Patterson function to map the subimage to the
inputs of the ML algorithm (i.e., OCSVM). These two schemes can also be
combined with other ML algorithms in different contexts.

Scheme one. First, the positions of holes are located by peak finding
algorithms and refined by minimizing the summed intensities over the
neighborhood. Second, square-shaped subimages, which are centered at
the holes, are cropped and collated. Third, to eliminate arbitrary shifts of
the central hole in each subimages due to segmentation errors, each
subimage is transformed by the Patterson function to a new subimage.
The stack of the new subimages forms the training set, also known as the
input space, for the unsupervised learning.
The translational invariance of taking the Patterson function is illustrated

in Fig. 5. An image of four 2D Gaussian functions representing four
different atoms is created, with the image intensity representing the
charge density, ρ rð Þ (Fig. 5a) or ρðx; yÞ. In 2D, the Patterson function is
defined as:

P u; vð Þ ¼ ρ x; yð Þ � ρ �x;�yð Þ ¼
X

h;k

jFhk j2 cos kuþ lvð Þ (3)

where Fhk is the structure factor (Fourier transform) of the charge density, ρ
and (u, v) is the interatomic vector. When the atoms are shifted by a
common vector inside the image (Fig. 5c), the interatomic vectors are
invariant and the Patterson function is invariant (Fig. 5b, d, f). Therefore,
taking the Patterson function of the original subimages is a promising
method to obtain training data when the translational dependence is
removed.
Here, to apply the Patterson function to STEM images, we take ρðrÞ to be

the image intensity. In a similar way to the above argument, this allows

Fig. 5 Demonstration of applying Patterson function to provide translation-invariant features in segmented subimages. a An artificially
created unit cell that consists of four different atoms. b The Patterson function of the unit cell in a. c The unit cell in a shifted by vector, r0.
d The Patterson function of the shifted unit cell. e Difference between two unit cells in a and c. f Difference between two Patterson functions
in b and d, which is zero. g–l Above procedure is repeated for two inverse FFT images (g, i) that differ by a phase shift—no difference in
Patterson functions (h, j) observed, as shown in l. Periodic boundary conditions have been applied to calculating the Patterson functions.
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elimination of image segmentation errors. It should be noted that a
periodic boundary condition is implicitly applied to the Patterson function.

Scheme two. First, the IFFT acquired for a selected and masked pair of
spots, hkl and h k l, in the FFT. This step is called Bragg filtering and is
similar to the method used to produce a single-phase image in geometric
phase analysis (GPA)37. Second, the whole IFFT image is then rotated so
that the fringes are parallel to either the horizontal axis or the vertical axis.
Third, the rotated IFFT image is segmented into square-shaped subimages
with a length equal to the inter-planar spacing of (hkl). Each subimage is
centered on an atom column and subimages centered at different atoms
in the same unit cell show different phases of the oscillating fringes.
Fourth, to ensure the existence of one major class, we need to eliminate
this phase difference by taking the Patterson function creating a stack of
segmented IFFT images for each hkl. The removal of the phase difference
by applying the Patterson function to the segmented IFFT images is
illustrated in Fig. 5g–l.
After segmentation and preprocessing of data, we obtain the training

sets (image stacks), which consist of the shift-invariant information about
the relative atom positions in each unit cell, allowing us to apply an
OCSVM to the datasets.
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