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Nonuniform and pathway-specific laminar
processing of spatial frequencies in the
primary visual cortex of primates

Tian Wang1,2, Weifeng Dai1, Yujie Wu1, Yang Li1, Yi Yang 1, Yange Zhang1,
TingtingZhou1,XiaowenSun1,GangWang3, LiangLi3, FeiDou1,2&DajunXing 1

The neocortex comprises six cortical layers that play a crucial role in infor-
mation processing; however, it remains unclear whether laminar processing is
consistent across all regions within a single cortex. In this study, we demon-
strate diverse laminar response patterns in the primary visual cortex (V1) of
three male macaque monkeys when exposed to visual stimuli at different
spatial frequencies (SFs). These response patterns can be categorized into two
groups. One group exhibit suppressed responses in the output layers for all
SFs, while the other type shows amplified responses specifically at high SFs.
Further analysis suggests that both magnocellular (M) and parvocellular (P)
pathways contribute to the suppressive effect through feedforward mechan-
isms, whereas amplification is specific to local recurrent mechanisms within
the parvocellular pathway. These findings highlight the non-uniform dis-
tribution of neural mechanisms involved in laminar processing and emphasize
how pathway-specific amplification selectively enhances representations of
high-SF information in primate V1.

The mammalian neocortex has six cortical layers with unique inputs,
outputs and intracortical connections1–4. Layers 4 and 6 of the cortex,
as input layers, receive feedforward information from other brain
regions and transmit it to other layers in the same cortex. With intra-
cortical processing, the output signals are sent to other cortical areas
from cells in the output layers (layers 2/3 and 5). Although laminar
processing is thought to be important in the sensory cortices of dif-
ferent species3,5,6, the neural computations used to process informa-
tion from multiple neuronal sources remain largely unknown.

In the primate visual system, the magnocellular (M) and parvo-
cellular (P) pathways comprise two distinct functional streams for
visual information7–11. The M pathway forms the basis for motion and
depth-related processing12–14, while the P pathway is a unique structure
in primates that enables the visual perception of color and high spatial
resolutions15–18. Anatomical studies have suggested that the informa-
tion contained in the M and P pathways remains separate from the

retina to the lateral geniculate nucleus and is reorganized by the
laminar circuitry among the cortical layers in the primary visual cortex
(V1)1,7,19. In the geniculate recipient layers of V1 (the input layer, layer
4 C), theM and P pathways are still separate. The upper region of layer
4 C (L4Cα) receives projections from the M pathway, while the lower
region (L4Cβ) receives projections from the P pathway20,21. Layer 4Cα
conveys information in theM pathwaymainly to layer 4B and partly to
layers 2/3, but layer 4Cβmainly conveys information in the P pathway
to layers 2/322,23. The distinct anatomical connections across the cor-
tical layers in the M and P pathways indicate that the laminar proces-
sing strategy within V1 is pathway-specific.

One of the functional differences between the P and M pathways
concerns their spatial resolutions. The P cells of the retina and geni-
culate nucleus have smaller receptive fields and prefer higher spatial
frequencies (SFs) than M cells24–29. The spatial resolution difference
between L4Cα and L4Cβ is maintained in the input layer of V130,31.
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Previous studies using stimuli with low/median SFs found suppressed
laminar processing in V1, including a reduced response to the surface
of an object32, a nonpreferred orientation33,34 and a large stimulus35 in
the output layer compared with that of the input layer. However,
because low/median SF stimuli activate both the M and P pathways, it
is difficult to examine the two pathways separately. Whether the
laminar processing mechanism related to the P pathway is different
from that related to the M pathway is still an open question.

Our study aimed to elucidate the pathway-specific laminar pro-
cessing strategies in theMandPpathways. To this end,weused rapidly
flashing grating patches presented at different orientations and dif-
ferent SFs and simultaneously recorded the spiking activity occurring
in all V1 layers of awake macaques. We found two types of laminar
processing (cross-layer suppression vs. amplification) under different
SFs. Cross-layer amplification was correlated with high-SF processing,
while suppressive patterns were found for all SFs. A further analysis
revealed that distinct laminar processing mechanisms could be acti-
vated by small stimuli from the local circuitry within the column. A
three-component model with two feedforward mechanisms (referred
to as theM and P pathways) was found to prefer different SFs, and one
recurrent mechanism predominantly in the P pathway was found to
prefer high SFs, which could explain our above findings. Our results
suggest that the M and P pathway-specific laminar processing
mechanisms originate in local circuitries and play different functional
roles in coding SF information in primate V1.

Results
We recorded multiunit activity (MUA) and local field potentials (LFPs)
in the V1s of three awake macaque monkeys (59 probe placements in
total; DQ: 16 probe placements; DK: 26 probe placements; QQ: 17
probe placements) with linear multielectrode arrays (V-probes)
(Fig. 1a). The probes were inserted perpendicular to the cortical sur-
face to record responses from all layers within a column of V1. The
receptive fields (RFs) overlapped across the channels of each placed
probe (Fig. 1b). During each recording trial, the monkeys were trained
to fixate on a spatial range (radius = 1°) around a small dot (radius =
0.1°) in the center of a screen, while a series of grating patches (4–8°)
wasbrieflypresented (for 20ms) at different orientations to fully cover
the RFs of the recorded sites (Fig. 1c). The spatial frequency (SF) of the
grating patches was randomly chosen for each trial but fixed within
each trial (Fig. 1c). We cross-correlated (also called reverse correlation
or spike-triggered average; see Methods) the neural activity (MUA and
LFPs) with stimuli and calculated the dynamic responses produced for
different spatial frequencies.

For each probe placement, we assigned the relative cortical depth
of each of the 24 probe channels based on a current source density
(CSD) analysis of the visually evoked LFPs and the stimulus-driven
MUA pattern (seeMethods for details). The earliest CSD sink observed
for low SFs was located at the input layer of the M pathway (L4Cα)
(Fig. 1d); this is a typical pattern that has been shown in previous
studies34,36–40. The CSD pattern for high SFs (10 cycles/degree) exhib-
ited a stronger early sink in the input layer of the P pathway (L4Cβ)
than in L4Cα (Fig. 1d), suggesting that higher SFs mainly activate the P
pathway. SF-dependent CSD patterns were associated with the func-
tional properties of the M and P pathways, supporting the precise
assignment of cortical layers (see Supplementary Fig. 1 for the results
of individual animals).

Cortical suppression and amplification lead to diverse SF-
dependent laminar patterns in V1
Based on the aligned cortical depth of the channels in each probe
placement, we constructed the laminar response patterns of spike
activities for different SFs (see Methods for details). We observed
diverse laminar patterns at different spatial frequencies among all
recording sessions (n = 59), which could be categorized into two types.

Figure 1e shows two examples derived from the same animal (DK). For
the first type of laminar pattern (upper panels), the response was
highest in the input layers (L4C) and was suppressed in the output
layers (L2/3). For the second type of laminarpattern (lower panels), the
output layers yielded stronger responses, especially to high SFs.
Amongall probeplacements, thedifferences between the responsesof
theoutput and input layers (the responseof the output layerminus the
response of the input layer) under high-SF conditions exhibited a
distribution with two peaks, which was significantly different from the
unimodal distribution (Fig. 1f; n = 59; calibrated Hartigan’s dip test,
p =0.02). The bimodal distribution of the response differences sug-
gested that two cortical mechanisms (Fig. 1g) govern the diverse
laminar response patterns induced under high SF conditions. The
laminar patterns dominated by cortical suppression under high SF
conditions generated a peak (the peak below 0 in Fig. 1f) in the dis-
tribution, and thosedominated by cortical amplificationgenerated the
other peak (the peak greater than 0 in Fig. 1f).

For simplicity, we use the term “cross-layer” to describe the
change in the response strength/property from the input layer to the
output layer (between L2/3 and L4C) in this study. “Cross-layer
amplification” indicates that L2/3 had a stronger response than
L4C, and “cross-layer suppression” indicates that L2/3 had a weaker
response than L4C. We further defined an output/input activation
index as the ratio between the responses of the output layer (L2/3)
and the input layer (L4C) for each probe placement under each SF
condition. An index less than 1 for a probe placement under a
SF condition indicates that cross-layer suppression (Fig. 1g) dominated
the laminar response pattern induced by the SF, and an index greater
than 1 represents that cross-layer amplification (Fig. 1g) dominated the
laminar response pattern. Most probe placements showed cross-layer
suppression at low SFs (57/59), but both cross-layer suppression
and amplification were widely observed at high SFs (Fig. 1h). The
output/input activation indices produced at high SFswere significantly
greater than those induced at low SFs (Fig. 1i; p < 10−6; signed-
rank test).

To test which data points (probe placements) had significant
amplifications under high SF conditions, we compared the output/
input activation index of each probe placement at a high SF with the
output/input activationdistribution produced at a low SF (upper panel
of Fig. 1g). Among all probe placements, 29 penetrations had output/
input activations significantly greater than 1 at a high SF and exhibited
the mean suppression level at a low SF (black dots in Fig. 1i; n = 29,
p <0.05; bootstrap method: see Methods); 30 probe placements had
output/input activations not significantly greater than 1 at a high SF
and exhibited the mean suppression level at a low SF (gray dots in
Fig. 1i; n = 30, p > 0.05; bootstrap method: see Methods). We categor-
ized the 29 probe placements with significant cross-layer amplification
in their laminar response patterns into a group (group 2) and the other
30 probe placements with cross-layer suppression into another group
(group 1) for further investigation. The two groups also exhibited a
difference in a k-means analysis (see Supplementary Fig. 2) of their
laminar response patterns.

The observation of diverse laminar processes for different SFs
(Fig. 2a)was also confirmed by averaging the patterns of the responses
produced for similar SFs within each group (Fig. 2b; see Supplemen-
tary Fig. 3 for the results of individual animals). Under low SF condi-
tions, both groups had strong responses in the upper input layer
(L4Cα) and showed suppressive effects in the output layer relative to
the input layer. Under high SF conditions, the responses in the lower
input layer (L4Cβ) were greater than those in the upper input layer
(L4Cα); one group exhibited cross-layer suppression (upper panels of
Fig. 2b), and the other group exhibited cross-layer amplification (lower
panels of Fig. 2b).

Most recording sites in L2/3 demonstrated cross-layer suppres-
sion at low SFs, while cross-amplification was mainly observed at high
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SFs for group 2 (Fig. 2c). The output/input activation patterns between
the sites in the two groups were significantly different under high SF
conditions (Fig. 2c; sites from L2/3; 0.34 ± 0.07 for group 1, n = 100;
1.180 ±0.25 for group 2, n = 126; rank-sum test: p < 10−11; for SF stimuli
higher than 10 cycles/degree). This difference between the two groups
was not due to bias in the neural signal quality (as quantified by the

SER; see Methods). The SER values were not significantly different
between the sites of the two groups in the input layer for all SFs
(Supplementary Figs. 4a–d). In the output layer, differences were
found only for SFs larger than 2 cycles/degree (Supplementary
Fig.4e–h). Both groups had high SER values under low SF conditions
(Supplementary Fig. 4a, e), which suggested that the neurons at the
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Fig. 1 | Diverse laminar processing mechanism in the primate V1. a Spiking
activity and local field potential were recordedwith a V-probe (Plexon, 24 channels,
interchannel spacing of 100μm). The gray region represents V1. b Spatial dis-
tributions for the RF centers (dots) of the recorded sites derived from all probe
placements. The circles represent the mean locations (centers) and sizes (radii) of
the RFs determined from each probe placement. c Stimulus paradigm. A series of
grating patches with different orientations were presented on a gray screen. Each
grating patch was presented for 20ms. The red dots and blue circles represent the
fixation point locations and the RFs of the recorded sites, respectively. d Laminar
recording and assignment results. Left panel: The linear array was positioned ver-
tically through the full depth of V1. Middle and right panels: Laminar CSD patterns
for low (1.25 cycles/degree) and high SFs (10 cycles/degree) averaged over all probe
placements. The horizontal dashed lines indicate the laminar boundaries in V1.
e Laminar response patterns of the MUAs obtained for seven SFs from two indivi-
dual probe placements. Grating stimuli with different SFs are shown at the top of

the figure. The strength of MUA response is indicated by its color. Each SF pattern
was normalized by dividing it by its maximum value. f Distribution of the response
differences between the output and input layers (calibrated Hartigan’s dip test for
bimodal distribution, n = 59 probe placements, p =0.02). g Schematic for quanti-
fying the laminar processing mechanism. The width of each trapezoid represents
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responses between the output layers and the input layers at the recording sites.
hDistributions of the output/input activations for a low SF (upper panel) and a high
SF (lower panel). The output/input activations were averaged from all sites within
L2/3 for each probe placement (n = 59). i Relationship between the output/input
activations calculated from the low SF and high SF conditions. Gray represents
group 1, and black represents group 2. The different shapes represent the three
animals (DQ: circles; DK: triangles; QQ: squares). Filled triangles is calculated from
data of probe placements shown in (e). Source data are provided as a Source
Data file.
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recording sites located in the two groups were effectively activated by
visual stimuli.

To exclude the possibility that the diverse laminar processing
patterns we categorized into two groupswere caused by changes in the
response properties across recording sessions, we simultaneously
recorded from twoprobe placementswith twoV-probes for 10 sessions
(Supplementary Fig. 5a; two animals: DK and QQ). The distinct dis-
tributions of the RF centers produced under the two probe placements
indicated that they were located in different columns (Supplementary
Fig. 5b). Diverse laminar processing patterns for different SFs were also
observed with simultaneous recordings obtained from various probe
placements, not only for individual recording sessions (Supplementary
Fig. 5c) but also for population-averaged patterns (Supplementary
Figs. 5d, e); this suggested that the diverse laminar processing patterns
were caused by functional differences between the two groups rather
than changes in the response properties across time41.

It is well known that sensitivity to a spatial frequency varies
strikingly across retinotopic eccentricity variations30,42,43. To test the
influenceof eccentricities, we further analyzed the eccentricities of the
recording sections. First, we measured the impact of eccentricity on
the cutoff SFs in both the input and output layers (Supplementary
Fig. 6a). There were significant correlations between the eccentricity
and cutoff SFs for both L4Cα (r = −0.5, p < 10−4) and L4Cβ (r = −0.38,
p =0.003), and the correlation observed for L2/3 was also significant
but relatively weak (r = −0.29, p =0.025). Then, we selected four SF
conditions based on the cutoff SF in L4Cβ for each probe placement
(0.25, 0.5, 1 and 2 octaves relative to the 50% cutoff SF in L4Cβ; two
examples are shown in Supplementary Fig. 6b). Because the four SF
conditions were based on the cutoff SF in L4Cβ for each probe

penetration, the effect of eccentricity was removed/minimized. The
average laminar patterns obtained for the two groups under the four
selected SF conditions (Supplementary Fig. 6c) were similar to those
shown in Fig. 2b, which suggested that the cross-layer suppression and
amplification effects induced under high SF conditions were not
caused by the effects of eccentricities.

Overall, we found that the diverse laminar processing patterns
obtained under different SFs in primate V1 could be divided into two
types (cross-layer suppression and cross-layer amplification). The cross-
layer amplification patterns were mainly evoked by high SFs for a spe-
cific group of cortical locations (columns), while suppressive patterns
were found for all SFs (from low to high). The diverse laminar response
patterns observed at different cortical locations in our study are con-
sistent with the different functional columns in V1 shown in previous
studies, such as the blob and interblob30,44,45. We further discuss the
relationship between the diverse laminar processes in our results and
the cytochrome oxidase architecture in the discussion section.

Cortical amplification enhanced the representation of high-SF
information
The two groups of recordings also exhibited different degrees of the
selectivity to the SFs in their output layers, in addition to having dif-
ferent laminar response patterns. Figure 3a shows the SF tuning results
of individual sites in the output layer (L3), with greater SF preference
than that exhibited by L4Cβ for the same probe placement. The
interlaminar increase in SF preference from the input layer to
the output layer was large for group 2 (Fig. 3b; left panel, another
example site) but moderate or small for group 1 (Fig. 3b; right panel).
We quantified the distribution of the SF preferences and their changes
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across the V1 layers by calculating the cutoff SFs (the highest SF
reaching 50% of the peak response) for individual sites (Fig. 3b; indi-
cated by the black arrow in the right panel). Most L2/3 sites with cutoff
SFs greater than those of L4 were derived from group 2 (Fig. 3c; right
vs. left panels). Interestingly, the cutoff SFs of the two groups were
significantly different in the output layers and deep layers but not in
the input layers (Fig. 3d; rank-sum test: p < 10−7 for L2/3; p = 0.009 for
L4B; p =0.04 for L5; p =0.002 for L6; p =0.31 for L4Cα; p = 0.54 for
L4Cβ). This suggests that the SF preference increase was caused by
laminar processing within V1 rather than a precortical mechanism
influencing transmission from the LGN to the input layers of the two
groups. Although the cutoff SFs of the two groups were significantly
different, the overall distribution of all cutoff SFs in the V1 output
layers was not significantly different from a unimodal distribution
(calibrated Hartigan’s dip test, p = 0.19). The continuously distributed
SF sensitivity observed in our study is consistent with the findings of
previous studies46,47.

To further reveal the interlaminar SF preference changes
between the two groups, we compared the cutoff SFs of the output
layer (L2/3) with those of the input layer (L4Cβ) for each probe pla-
cement (n = 59). For the probe placements classified as belonging to
group 2, the cutoff SFs mostly increased (Fig. 3e, black dots; n = 29;
6.49 ± 0.44 for L2/3; 5.42 ± 0.27 for L4Cβ; signed-rank test,
p = 0.003). For the probe placements classified as belonging to group
1, the cutoff SFs mostly decreased (Fig. 3e, gray dots; n = 30;
4.75 ± 0.23 for L2/3; 5.32 ± 0.19 for L4Cβ; signed-rank test, p = 0.029).
This suggests that the representations of high SF information dif-
fered between the two groups with different laminar response pat-
terns. Furthermore, the cutoff SFs of L2/3 were significantly
correlated with the output/input activations at high SFs (Supple-
mental Fig. 7a; n = 59, r = 0.38, p = 0.003), which indicates that neural
mechanisms (suppression and amplification) not only lead to diverse
laminar response patterns but also strongly affect the functional
properties of V1 output layers.
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the cutoff SF. c Laminar distributions of the cutoff SFs for the two groups. The
different colors represent the different layers. d Histogram of the cutoff SFs for
different groups and cortical layers. The average values are indicated by triangles.
Two-sided rank-sum test is used (p < 10−7 for L2/3; p =0.009 for L4B; p =0.31 for
L4Cα; p =0.54 for L4Cβ; p =0.04 for L5; p =0.002 for L6). e Relationship between
the cutoff SF of the input layer (L4Cβ) and the cutoff SF of the output layers (L2/3)
(n = 59 probe placements). Each dot represents data averaged from all sites for the

same probe placement within each layer. Gray represents group 1, and black
represents group 2. The histogram shows the difference between the cutoff SFs of
L2/3 and L4Cβ. f Illustration of two hypotheses for the SF preference shift. The red
line represents the input layer, and the black line represents the output layer. The
direction of the black arrow represents the response change from the input layer to
the output layer. The ellipse indicates a high correlation. A circle indicates a plot if
no correlation was observed. g Relationship between the output/input activation
and the relative cutoff SF. The data for each dot were calculated from one pair of
sites for L2/3 and L4Cβ at the same probe placement (n is the number of valid pairs,
and r is the Pearson’s correlation coefficient;p =0.17 for lowSF,p < 10−8 forhighSF).
The methods for the selection of the low- and high-SF conditions are described in
the Methods section. Source data are provided as a Source Data file.
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The SF preference difference between the input layer and the
output layer may be explained by two different mechanisms/hypoth-
eses (Fig. 3f). The first hypothesis (the suppression hypothesis) is that
the responses to low SFs are largely suppressed, but the responses to
high SFs are less affected, so the SF preference in the output layer
shifts to high SFs (Fig. 3f; upper panel). The other possible mechanism
(the amplification hypothesis) is that the selective amplification of the
responses to high SFs causes an increase in the SF preference (Fig. 3f;
lower panel). These two hypotheses are associated with distinct
expectations regarding the correlation between the response differ-
ences and cutoff SFs between the input layer and the output layer. For
the suppression hypothesis, a significant correlation between the
interlaminar differences between the responses to low SFs and cutoff
SFs is expected. In contrast, according to the amplification hypothesis,
a significant correlation between the interlaminar changes exhibited in
response to high SFs and the cutoff SFs is expected.

To test which hypothesis best explained our findings, we gener-
ated scatter plots of the response changes (defined by the output/
input activations) and the cutoff SF changes (relative cutoff SF; see
Methods for details) (Fig. 3g; each dot was calculated from one pair of
sites from L2/3 and L4Cβ at the same probe placement). A significant
correlation was found for high SFs but not for low SFs, supporting the
amplification hypothesis (n = 238 pairs for low SFs, r = −0.09, p = 0.17;
n = 208 pairs for high SFs, r = 0.4, p < 10−8). The results suggest that the
functions of the two types of laminar processing are different, and
cross-layer amplification increased the response to high SFs and
enhanced the selectivity to high SFs in the output layer of V1.

Local circuitry is sufficient for generating diverse laminar pro-
cessing patterns in V1
The results in the previous sections demonstrated the presence of two
types of laminar processing for SF stimuli. Previous studies have sug-
gested that large stimuli can effectively activate horizontal/feedback
connections37,38,48,49, which facilitate the integration of high-SF infor-
mation such as contour lines in a large visual field50–52. A related
question is whether laminar processing differences (especially cross-
layer amplification at high SFs) are due to local circuitry (feedforward
and local recurrent mechanisms) or whether interlaminar suppression
and amplification utilize global circuitry such as horizontal/feedback
connections (Fig. 4a). To isolate the effects of local circuitry from the
horizontal/feedback connections, we also used small grating patches
(0.8–1.2°) to evoke a laminar response in V1 (n = 32 probe placements),
which is considered to mainly involve activating the local circuitry
within the column (Fig. 4a).

The laminar patterns produced in response to small grating pat-
ches were similar to those yielded in response to large stimuli not only
for the results of individual probe placements (Fig. 4b) but also for the
results of population averages (Figs. 4c, 2b). The change between the
output/input activations obtained with the SFs of the two groups
persisted under the small stimulus condition (Fig. 4d; sites from L2/3;
0.232 ±0.070 forgroup 1,n = 42; 1.274 ±0.877 for group2,n = 73, rank-
sum test, p < 10−8; at SF stimuli higher than 10 cycles/degree). The
output/input activations between the small and large stimulus sizes
were highly correlated, further suggesting that the activation of hor-
izontal/feedback connections by a large stimulus did not change the
overall laminar response pattern (Fig. 4e; n = 118 for sites in L2/3 in the
high SF condition; r = 0.75, p < 10−21; also see Supplementary Fig. 7b for
the averaged output/input activation of each probe placement). There
was no significant difference between the output/input activations
produced for small and large stimuli (Fig. 4e; signed-rank test,
p =0.74). Our results suggest that both suppressive and amplified
cross-layer processing originate in local circuitry and may not require
global circuitries such as horizontal connections.

We also found some differences between the functional proper-
ties produced under the small and large stimulus conditions. The firing

rate of the recording sites was significantly reduced for large stimuli;
this is consistent with previous studies concerning surround sup-
pression (Fig. 4f; for L2/3, high SF condition; group 1: n = 49, small size
9.40 ± 0.93, large size 7.32 ± 0.48, p < 10−4; group 2: n = 78, small size
14.45 ± 1.64, large size 12.00 ± 1.13, p < 10−3; signed-rank test). The cut-
off SF was also significantly reduced for large stimuli (Fig. 4g; for L2/3;
group 1: n = 49, small size 5.10 ±0.17, large size 4.68 ± 0.19, p = 0.004;
group 2: n = 75, small size 6.25 ± 0.16, large size 5.62 ± 0.17, p = 0.002;
signed-rank test). The reduced firing rate and cutoff SF suggest that
global circuitries do not amplify the responses to high SFs but mainly
suppress the responses in V1.

Recurrent connections within the V1 output layer regulate the
cortical amplification of high SFs
The finding that the laminar processing suppression effect is gener-
ated by local circuitry is consistent with previous studies33,34,53,54 con-
cerning the neural mechanisms underlying the suppression of laminar
processing (Figs. 2b and4c).However, the neuralmechanismsof cross-
layer amplification for high SFs have not been explored. Two possible
explanations for the cross-layer amplification in V1 are illustrated in
Fig.4a. One possibility is that selective amplification is caused by the
feedforward connectivity from the input layers to the output layers
(feedforwardmechanism;middlepanels of Fig. 4a). Another possibility
is that cross-layer amplification is due to the recurrent connectivity
within the output layers (local recurrent mechanism; right panels
of Fig. 4a).

To test these two possible mechanisms for the cortical amplifi-
cation of high-SF information, we estimated the connectivity strengths
across the different cortical layers within V1 via a Granger causality
analysis (GC; see Methods for details). For each probe placement, we
calculated a connection matrix between the channels within V1.
Feedforward connections were defined as connections from the input
layer to the output layer, while recurrent connections were defined as
connections from the output layer to the output layer (Fig. 5a). To
obtain a connection pattern with a high resolution, we averaged the
results obtained for all probe placements and SF conditions. Interest-
ingly, we found different connectivity patterns for the two groups
(Fig. 5b; small stimulus; 32 probe placements; n = 14 for group 1, n = 18
for group 2). For the group with cross-layer amplification, stronger
recurrent connectivitywas observedwithin L2/3 than that of the group
dominated by suppression (Fig. 5c). A further statistical analysis
revealed that the strength of the recurrent connections (from L2/3 to
L2/3) was significantly greater in the group with amplification, but this
pattern was not observed for feedforward connections (from L4C to
L2/3) (Fig. 5d; p =0.01 for recurrent, p =0.23 for feedforward con-
nections, rank-sum test). We further defined the weight of recurrent
connections (normalized GC value) as the ratio of the GC value for
recurrent connections to that for full connections (feedforward and
recurrent connections). The maximum normalized GC value was
observed for high SFs in the group with cross-layer amplification
(Fig. 5e; Welch’s ANOVA, F value = 4.54, p =0.02). A further analysis
revealed that the normalizedGCvaluewas significantly correlatedwith
the output/input activation under the high SF condition (Fig.5f;
r =0.43, p = 0.01, n = 32), which indicates that when the weight of the
recurrent connections is high, the laminar response pattern is more
likely to exhibit cross-layer amplification. The results obtained from
theGranger analysis suggest that the neuralmechanism for cross-layer
amplification in response to high SFs is the selective activation of the
local recurrent connections within the output layers.

Laminar processes differ between the M and P pathways
Our findings concerningmultiple laminar processes for SF information
indicate that the neural computations of the M and P pathways are
different because different SFs activate the M and P pathways differ-
ently in terms of both evoked responses (Figs. 2b, 4c) and SF
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preferences (Fig. 3c, d). Our next goal was to dissect the mechanisms
associated with the M and P pathways from the various laminar
response patterns with a computational model. The model included
three components corresponding to two feedforward components in
the M and P pathways and one component for the recurrent
mechanism (Fig. 6a; FF & Rec model). We assumed that the neural
response to any SF in each V1 layer was a linear sum of the activations
due to the use of two feedforward mechanisms and one recurrent
mechanism. Neural activation due to the feedforwardmechanism was
generated by convoluting the neural responses in the input layers
(L4Cα for the M pathway and L4Cβ for the P pathway) and weighted
(Wm and Wp) temporal kernels. Neural activation due to the local

recurrent component in each cortical layer was generated by a layer-
specific temporal response multiplied by the recurrent weights (Wrec),
which was dependent on the SF (Fig. 5e). The temporal kernels for
feedforward activation and the time courses for recurrent activation
were all modeled as log-normal functions (Eqs. 5 and 6), which were
layer-dependent but fixed for all SF conditions. The weights for feed-
forward activation (Wm andWp) were layer-dependent but fixed for all
SFs, and the weights (Wrec) for the local recurrent mechanism were
dependent on both the layers and SFs. We optimized the model
parameters by minimizing the mean squared error between the pre-
dicted and observed response dynamics of V1 (see Methods for the
details of the model). Figure 6b shows a model prediction example
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sided signed-rank test (p < 10−4 for Group 1, p < 10−3 for Group 2). g Similar to F but
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regarding the individual probe placement results obtained under high
SF conditions.

To check whether the recurrent mechanism was necessary, we
also tested an alternative model in which the V1 responses in different
cortical layers were simply explained by two feedforwardmechanisms
(the FF model) of the M and P pathways. The goodness-of-fit of the FF
model was significantly lower than that of the FF & Rec model
(Fig. 6b, c; for L2/3, FF model: 0.72 ± 0.01; FF & Recmodel: 0.81 ± 0.01;
N = 254, signed-rank test, p < 10−42). The good performance of our FF &
Rec model suggests that the recurrent component was necessary for
explaining the V1 response (see Supplementary Fig. 8 for population-
averaged results).

The FF & Rec model enabled us to dissect the laminar activation
patterns produced for the feedforward and recurrent mechanisms
associated with the M and P pathways (Fig. 6d shows population-
averaged laminar patterns of the three mechanisms for all SFs; see
Supplementary Fig. 9 for each SF condition). The contributions of the
three mechanisms to the laminar activation patterns varied with

different SF stimuli. The contribution of the feedforward mechanism
in the M pathway was large when the stimuli had low SFs and small
when the stimuli had high SFs. In contrast, the feedforward
mechanism of the P pathway was engaged for high SFs (Fig. 6e). This
finding is consistent with research showing that the M pathway
prefers a low spatial frequency and that the P pathway prefers a high
spatial frequency18,24,30. We further calculated the MP index, which is
defined as the relative contribution of the feedforward components
of the M and P pathways (see Methods for details). The MP index
increased with the SF, with the M pathway dominating at low SFs (MP
index less than 0) and the P pathway dominating at high SFs (MP
index greater than 0). Importantly, the contribution of the recurrent
mechanism increased with the SF in a similar manner to that of the
MP index (Fig. 6f) and was significantly correlated with the activation
of the P pathway (Fig. 6g; n = 59, r = 0.39, p = 0.002), suggesting that
the local recurrent mechanism is also P pathway-specific.

To further elucidate the relationships between the three
mechanisms (two feedforward mechanisms and one recurrent
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mechanism) and the two groups, we plotted the contributions of the
three components across different cortical layers (Fig. 6h) for the two
groups. The contributions of the three components were significantly
different between the two groups in the output layer (L2/3). The
contribution of the M pathway was significantly greater in group 1
(Fig. 6h;n = 62, 0.39 ±0.03 for group 1;n = 109, 0.25 ± 0.02 for group2;
p < 10−4, rank-sum test), and the contribution of the P pathway was
significantly greater in group 2 (Fig. 6h; n = 62, 0.38 ±0.03 for group 1;
n = 109, 0.47 ± 0.02 for group 2; p =0.006, rank-sum test). The con-
tribution of the recurrent component to group 2 was significantly
greater than that to group 1 (Fig. 6h; n = 62, 0.23 ± 0.01 for group 1;
n = 109, 0.28 ±0.01 for group 2; p = 0.03, rank-sum test). Furthermore,
the contribution of the recurrent mechanism was significantly greater
in group 2 at high SFs (Fig. 6i; p <0.001 at SFs higher than 8 cycles/
degree, rank-sum test) and was significantly correlated with output/
input activation (Fig. 6j; n = 53, r = 0.5, p < 10−3). In summary, as the
output layer was dominated by the P pathway in group 2 (Fig. 6h), the

contribution of the recurrent component was also significantly greater
in group 2 at high SFs (Fig. 6h), which suggests that the recurrent
mechanism is closely related to the P pathway. The cutoff SF was sig-
nificantly correlated with the contribution of the recurrent compo-
nent, indicating that the recurrent mechanism plays an important role
in high-SF processing (Fig. 6k; n = 53, r =0.4, p = 0.003).

Discussion
Our study provides a complete picture of the dynamics of the laminar
processing mechanism for spatial frequency (SF) information in
macaque V1s and reveals two types of neural mechanisms (amplifica-
tion and suppression) that govern multiple laminar response patterns
evoked by different SFs (Figs. 1–3). We further demonstrated that the
various laminar processes were largely caused by local circuits specific
to the M or P pathway (Figs. 4–6). Our main results are summarized in
Fig. 7. For one group of laminar response patterns (group 1), the
responses in the output layerswere suppressed not only at low SFs but
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groups (two-sided rank-sum test; L2/3 to L6 of group 1:n = 62, 35, 49, 53, 53, 41 sites;
L2/3 to L6 of group 2: n = 109, 31, 46, 48, 46, 43 sites; p value for left panel, L2/3 to

L6, p < 10−4, 0.008, 0.06, 0.92, 0.15, 0.03; p value for middle panel, L2/3 to L6,
p =0.006, 0.01, 0.17, 0.97, 0.44, 0.09; p value for right panel, L2/3 to L6, p =0.03,
0.67, 0.63, 0.68, 0.09, 0.64). i The contribution of the recurrent component
changed by the SF at L2/3 (two-sided rank-sum test; n = 62 sites for Group 1,
n = 109 sites forGroup2;p value for sevenSFconditions:p =0.03,p =0.12,p =0.44,
p =0.27, p =0.11, p =0.004, p < 10−3). j Relationship between the output/input
activation and the contributionof the recurrent component calculated fromstimuli
under the high SF condition. Each dot represents data acquired from one probe
placement (Pearson’s correlation, n = 53, r =0.5, p < 10−3). The gray dots represent
group 1, and the black dots represent group 2. Only probe placements with at least
one valid site are shown. k Relationship between the contribution of the recurrent
component and the cutoff SF in L2/3 (Pearson’s correlation, n = 53, r =0.4,
p =0.003). Gray lines in (g, j, k) represent linear regressions which calculated for
correlation measurements. Data are presented as mean values ± SEM for (e, f, h, i).
*p <0.05, **p <0.01, ***p <0.001. Source data are provided as a Source Data file.
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also at high SFs (cross-layer suppression). For the other group of
laminar response patterns (group 2), the responses were amplified in
theoutput layers at high SFs (cross-layer amplification) but suppressed
at low SFs. The selective amplification of high-SF responses led to an
increase in the SF preference in the V1 output layers, which enhanced
the representation of high-SF information. The variety exhibited by
laminar processing was mostly governed by the local circuits within
the columns driven by the M and P pathways. Cross-layer suppression
was largely caused by the feedforward mechanisms in the M and P
pathways, while the cross-layer amplification of high-SF responses was
due to the local recurrent mechanism, which predominantly occurred
in the P pathway. Taken together, our results suggest that the laminar
processing mechanism in the primate V1 is not uniform but is M or P
pathway-specific. Pathway-specific laminar processingoriginates in the
local circuitries within columns and selectively improves the cortical
responses to high spatial frequencies.

Although the anatomical structures of theM and P pathways in V1
have been well documented1,4,7, the neural computations of the two
pathways inV1 remainunclear.One contributionof our study is thatwe
clearly described the activation patterns for the two pathways by
taking advantage of their different spatial frequency preferences.
Based on the distribution of the cutoff SFs for the V1 layers (Fig. 3c), we
found that the two input layers (L4Cα and L4Cβ) had significantly
different cutoff SFs corresponding to the SFpreferences of theMandP
pathways (Fig. 3c, d). L2/3 and L5 had high cutoff SFs comparable to
the cutoff SFs of L4Cβ (Fig. 3c), which suggests that they have a strong
correlation with the subnetwork for the P pathway. The cutoff SFs for
L4Cα, L4B and L6 were similar (Fig. 3c), and all were lower than that of
L4Cβ, suggesting that these V1 layers are closely related to the

subnetwork for the M pathway. The contributions of the M and P
pathways to each V1 layer, estimated by a computational model
(Fig. 6d), were consistent with the SF preference results. The V1 sub-
network for the M pathway strongly activated L4Cα and L4B, and it
also activated neurons in L2/3 through a feedforwardmechanism. The
subnetwork for the P pathway strongly activated L4Cβ, and the acti-
vation of the subnetwork in L2/3 was governed by both feedforward
and recurrent mechanisms. The neurons in the V1 output layer (L2/3)
were activated by both the M and P pathways; this is consistent with
studies that found that lesions in either theMor P layers of the LGNcan
strongly affect the response properties of V1 cells55–57.

The overall laminar variations exhibited by the SF preferences in
V1 as shown in our study (Fig. 3c, d) are consistent with previous stu-
dies on both cats58 andmacaques30. Tootell and colleagues30measured
the uptake pattern of 14C-2-deoxyd-glucose (DG) induced by the
gratings of high and low SFs for different V1 layers of a monkey and
showed that the DG uptake was highest in L2/3 and L4Cβ at high SFs,
which suggested greater SF preferences in these layers. However, it
wasdifficult to quantitativelymeasureSF tuning levels andpreferences
because only two SF conditions were used for DG uptake in a single
animal. Therefore, our study provides a more quantitative measure of
the overall laminar variations induced by SF tuning and preferences in
monkey V1.

In addition to the laminar variations exhibited by the SF pre-
ferences in the vertical direction within the V1 columns, we also found
diverse laminar response patterns among the recording positions
located in different columns along the horizontal direction of V1 (Fig. 2
and Supplementary Fig. 5). The diverse laminar response patterns
induced by high SFs can be categorized into two groups (suppression

Laminar processing with weak amplification Laminar processing with strong amplification
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Fig. 7 | Summary of pathway-specific laminar processing patterns for
different SFs. The upper panels illustrate our experimental paradigm. The gray
circles represent group 1, and the black circles represent group 2. The lower panels
illustrate the pathway-specific laminar processing patterns produced for low and
high SFs. Layers with strong responses are indicated by darker orange shading.
Layers with moderate responses are indicated by light orange shading. Layers with
weak responses are indicated by light gray shading. The blue arrows indicate the

feedforward connections of the M pathway. The red arrows indicate the feedfor-
ward connections of the P pathway. The black arrows in L2 and L3 indicate local
recurrent connections. The thickness of an arrow represents the strength of its
corresponding connection. The purple curve indicates the SF tuning process
inherited from the input layer. The black curve indicates the SF tuning process
performed for the output layer.
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and amplification) based on the response relationships between their
input and output layers. We found that the cutoff SFs for the two
groups were also significantly different. The cutoff SFs in the input
layers (for both M-related L4Cα and P-related L4Cβ) were similar for
the two groups of V1 columns (Fig. 3c, d), but recording sites in L2/3
within one group had higher cutoff SFs than those in L4Cβ, while the
recording sites in L2/3 within the other group had cutoff SFs similar to
those in L4Cβ (Fig. 3c–e). This SF representation difference emerged in
the V1 output layer but did not inherit the SF coding in the input layer,
which suggests that laminarprocessing from the input layers to output
layers in V1 cannot be considered a single or uniform mechanism.

We hypothesize that the two groups of laminar patterns may be
associated with the anatomical structures of the blobs and interblobs
in V1. Previous studies have shown that cortical columns are tuned to
different SFs in cats59 and macaques30 and have suggested that SF
preferences are different for the cortical columns located in V1 blobs
and interblobs30,44,45,60. Tootell and colleagues30 showed that the DG
uptake induced by a high SF is greater in interblobs than in blobs.
Electrophysiological studies have further confirmed that the SF pre-
ferences of neurons in interblobs are greater than those in blobs44,45.
More recently, imaging studies (both optical imaging and two-photon
imaging) revealed functional maps with columns preferred different
SFs (SF maps) and suggest an alignment between blob-interblob sys-
tem and SFmaps46,47,60. Based on theseprevious studies,we speculated
that our recording penetrations with greater SF preferences in layer 2/
3weremore likely to be in/nearV1 interblobs and that thosewith lower
SF preferences in layer 2/3 were likely in/near V1 blobs. With this
speculation, the results of our study are not only consistent with those
of previous studies on the relationships between SF preferences and
the anatomical structures of blobs and interblobs but also indicate
differences between the laminar processing mechanisms for SF infor-
mation in the two structures.

Our study was not able to provide direct evidence for the rela-
tionships between our recording sites and cytochrome oxidase archi-
tectures. In future work, one can first map the locations of suspected
blobs and interblobs in vivo via optical imaging or two-photon imaging
and then insert electrodes into specific columns (blobs or interblobs).
After all the recordings are completed, the relationship between the
electrode tips and cytochrome oxidase architecture can be confirmed
by cytochrome oxidase (CO) histochemistry in vitro. Such future stu-
dies will providemore insights into the neural mechanisms involved in
laminar processing in blobs and interblobs.

Our study assumed that the laminar processing mechanism in V1
is governedmainly by theMandPpathways. This assumptionmight be
limited because V1 also receives inputs from the koniocellular (K)
pathway, which is another important pathway relayed by the “inter-
calated” layers of the LGN61. The projection of the K pathway is seg-
regated from those of the M and P pathways in V1. Anatomical studies
have shown that the K pathway provides direct inputs to L1–3 and
L4A62–64. Previous studies have also shown that the K pathway can
directly activate the superficial layers of V1 and influence the receptive
field properties of the V1 cells in L2/365,66. Apart from its layer-specific
organization scheme in V1, the direct K pathway input within L2/3 also
has a specific pattern, which coincides perfectlywith blob63,64. Previous
studies have suggested that the K cells in the LGN prefer low spatial
frequencies, and their cutoff SFs are significantly lower than those of P
cells67. The low cutoff SF for the K pathway indicates that a response
pattern with a high spatial frequency cutoff in our study may not be
directly affected by the K pathway. However, we cannot exclude the
possibility that the response pattern for a low spatial frequency is
directly influenced by the K pathway.

To further reveal the neuralmechanisms ofmultiple pathways (M,
P and K) in V1, it is important to evaluate the response properties of all
V1 sublayers, including L4A, the upper L6 and the lower L6. For
example, L4A is a thin sublayer (~50μm) that receives direct inputs

from the P and K pathways62,64. We did not show the results of L4A
because it is technically difficult to accurately detect thin sublayers
with our linear probe possessing recording channels separated by
100μm. Possible surface cortex damage caused by the acute insertion
of the probe may also have affected the accuracy of the laminar
alignment process in our study. In future work, one can use electrodes
with denser channels and thinner tips to precisely detect more
sublayers.

What is the function of the multiple neural mechanisms (sup-
pression and amplification) demonstrated for V1 in our study? One
possible contribution of the suppressive mechanisms is to enable the
brain to adapt to the statistics of its visual environment. In natural
scenes, power is predominant and redundant at low spatial fre-
quencies (SFs), and the power of high-spatial-frequency information,
which is important for the surface textures and contours of objects, is
relatively low68. Previous studies have suggested that suppressive
mechanisms play important roles in balancing unevenly distributed
spatial frequency powers by suppressing the neural responses
obtained at low SFs69,70; suppressive mechanisms may also yield
increased feature selectivity when the SF is low32,34. Indeed, we found
that V1 selectively suppressed the responses to low SFs, which is
consistent with previous studies.

More importantly, we found that the representation of high-SF
information was enhanced by a recurrent mechanism that amplified
the neural responses to high SFs, which led to greater SF preferences
for more neurons in the V1 output layers than in the V1 input layers
(Fig. 3c–e). To the best of our knowledge, selective amplification and
better spatial resolution in the V1 output layers have not been pre-
viously reported. Selective amplification can improve the signal-to-
noise ratio when the feedforward mechanism driven by high SFs is
weak. Recurrent mechanisms involving selective amplification may
also contribute to SF selectivity in other visual cortices, for example,
functional domains encoding high SFs in V2/V4, as revealed by a recent
study60.Moreover, the recurrentmechanism for high SFs involves slow
processing with a time peak of approximately 65ms, which is slower
than that of the feedforward mechanism for low SFs (with a peak at
approximately 52ms). The slow recurrentmechanism for high SFsmay
be related to the coarse-to-fine processing strategy in visual percep-
tion, in which the fine details transmitted by high SFs are processed
after the coarse structure of a stimulus carried by low SFs71.

Our current study suggests that the local recurrencemechanism is
Ppathway-specific.Whether amplificationoccurs in other pathways (M
and K) is an open question. We effectively activated the P pathway by
using static gratings brieflypresented at different orientations, and SFs
maymainly activate ventral visual areas that prefer stimuli with texture
and form information72. It is not yet known whether strong amplifica-
tion of the M pathway would occur if we used stimuli with motion
information (such as moving bars or gratings14,33, or more complex
motion stimuli73). Studies using multiple types of visual stimuli with
motion, color and texture information will help us further test the
origins of amplification effects in the output layers. It is also interesting
to explore whether the amplification effect that enhances the
responses to high SFs in the output layer over those of the input layer
also exists in the V1s of other species, such as carnivores or rodents.

Methods
Preparation of awake monkeys
All procedures were conducted in compliance with the National
Institutes of Health Guide for the Care and Use of Laboratory Animals
and were approved by the Institutional Animal Care and Use Com-
mittee of Beijing Normal University. Three male adult rhesus monkeys
(DQ, DK and QQ; Macaca mulatta, 5–7 years old, 6–9 kg) were used.
This sample size is too small tomakemeaningful statements about the
effect of sex on the findings thatwe found. Previous studies of primary
visual cortex using macaque monkeys did not reported relevant
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functional difference between male and female. Since our study
focuses on primary visual cortex, differences between sexes are unli-
kely to our scientific findings. Under general anesthesia induced with
ketamine (10mg/kg) and maintained with isoflurane (1.5–2.0%), a
titanium post was attached to the skull of each monkey with bone
screws to immobilize the animal’s head during behavioral training.
After the animal had been trained in a simple fixation task, a circular
titanium chamber (20mm in diameter) with a removable lid was fixed
over the craniotomy (15mm anterior to the occipital ridge and 14mm
lateral from the midline) with dental cement to obtain chronic
recordings from the primary visual cortex (V1). Antibiotics and
analgesics were used after the surgery.

Behavioral task
A trial began when a monkey began fixating on a 0.2° fixation point
(FP) presented on a CRT screen. In each trial, the FP was displayed in
the center of the screen. The animal’s eye positions were sampled at
120Hz using an infrared tracking system (ISCAN). Within 300ms after
the presentation of a FP, the animal was required to fixate on a space
within an invisible circular window (with a radius of 1°) around the FP.
After the animal maintained its fixation for 400ms, the stimulus was
displayed for 3 s, followed by a blank interval of 400ms. The FP then
disappeared, and the animal received a drop of water as a reward. A
trial was aborted if the animal’s fixation moved outside the fixation
window.

Electrophysiological recording
We simultaneously recorded the neuronal activity exhibited by dif-
ferent layers in V1 using a linear array (V-probe, Plexon; 24 recording
channels spaced 100μm apart, each 15μm in diameter). The linear
array was controlled by a microelectrode drive (NAN Instruments,
Israel), and the depth of each probe placement was adjusted to extend
through all V1 layers. To reduce the effects of cortical dimpling and
cortical damage caused by the probes, after each probe penetration,
we waited for at least 30minutes before collecting data. The raw data
were acquired with a 128-channel system (Blackrock Microsystems).
The raw data were high-pass filtered (7th-order Butterworth filter with
a 1000-Hz corner frequency), andmultiunit spiking activity (MUA)was
detected by applying a voltage thresholdwith a signal-to-noise ratio of
5.5. The raw data were also low-pass filtered (7th-order Butterworth
filter with a 300-Hz corner frequency) to obtain local field potentials
(LFPs). The MUA and LFPs were all downsampled to 500Hz.

Visual stimulation
Visual stimuli were generated with a stimulus generator (ViSaGe;
Cambridge Research Systems) that was controlled by a PC running a
custom-written C + + program developed in our laboratory. The sti-
muli weredisplayedona 22-inchCRTmonitor (Dell, P1230, 1200 × 900
pixels, mean luminance 45.8 cd/m2, 100Hz refresh rate). The viewing
distance was 114 cm. Two types of stimuli were used. Sparse noise was
applied to simultaneously map different receptive fields (RFs). Ran-
dom orientations and spatial frequencies were used to measure the
dynamic responses and align the laminar positions.

Receptive field mapping
After manually mapping the receptive fields (RFs) of the recording
channels, we used sparse noise to identify the precise RF center74. The
sparse noise consisted of a sequence of randomly positioned (usually
on a 13 × 13 or 11 × 11 sample grid) dark and bright squares (0.1–0.2°,
contrast = 0.9) against a gray background (luminance = 45.8 cd/m2).
Each sparse noise image appeared for 20ms, and this process was
repeated at least 50 times. The sequence was divided into small seg-
ments based on the trial length. We obtained a two-dimensional map
of each channel. The responses averaged from theX andY axes of each
map were fitted with a one-dimensional Gaussian function to estimate

the center position. The receptive fields were located in the parafoveal
region (1–6° eccentricities).

Dynamic responses induced at different spatial frequencies
After completing the RF mapping experiment, a sequence of random
flashes for gratings with different orientations and spatial frequencies
(SFs) was used to measure the dynamic responses. The sinusoidal
gratings of nine different orientations (equally spaced from 0 to 180°)
plus “blanks” (defined as uniform frames with the same luminance as
the mean luminance of the grating images; 10% of all stimuli) were
used. For each grating, the spatial phase was also varied: each grating
in the set was presented at eight different spatial phases (equally
spaced from 0° to 360°). Several SFs (ranging from 0.5 to 20 cycles/
degree, 5–9 conditions) were used and fixed within the trial. The SF
range was consistent with that used in previous studies60,70,75. The size
of the grating was 4° to 8° and fixed within each session for large
stimulus conditions (n = 59; n = 16 for DQ; n = 26 for DK; n = 17 for QQ).
For sessionswith small stimuli, the size of the grating ranged from0.8°
to 1.2° (n = 32;n = 13 forDQ;n = 13 forDK;n = 6 forQQ). The contrast of
the grating was 90%. The gratings and blanks were randomly chosen
and consisted of a sequence for each spatial frequency. Each stimulus
in a sequencewas randomly chosen and flashed for 20mswith at least
50 repetitions (the number of repetitions varied from 50 to 150
between recording sessions). The sequence was divided into small
segments based on the trial length (typically 3 s, with 150 stimuli). Each
trial displayed one segment until all segments were used. The dynamic
response at each site was smoothed with a rectangular window filter
possessing a width of 20ms (10 time points). We used the stimulus-
driven energy ratio (SER) to select visually driven sites. To define the
SER, we calculated the energy of all orientations at different time
delays as Energy (θ, t) = Resp (θ, t)2 for each SF condition. We then
averaged all orientations anddefined the peak timeas the timedelay at
which the energy reached its maximum value. The SER for each SF
condition was then calculated as the maximum energy divided by the
mean energy before the onset of a stimulus (−20–0ms). We used the
maximum SER value among all SF conditions as the final SER. MUA
levels with final SER values greater than 3 were used for a further
analysis.

To obtain the laminar pattern of the signal-to-noise ratio (SNR) of
each SF, we first calculated the variance in the responses to the
orientation at different time delays to obtain the dynamic variance.
The dynamic SNRwas then calculated as the dynamic variance divided
by themean variance at the baseline (−20 to 0msbefore the onset of a
stimulus).

Laminar alignment
The detailedmethods used to determine laminar alignment have been
previouslydescribed34. To align different probe placements in termsof
depth, we used the laminar pattern of the MUA responses combined
with a current source density (CSD) analysis of the LFP signals. The
MUA and CSDs across laminar channels were measured while pre-
senting random orientations. We averaged the responses induced
under all stimulus conditions and calculated theMUA andCSD laminar
patterns of every probe placement. We then summarized the common
features used to guide laminar alignment. Because the thickness of the
cortex and depth of the probe differed between probe placements, we
assigned the recording site of each channel to a relative depth (nor-
malized cortical depth, ranging from 0 to 1).

SF tuning curves and cutoff SF
The SF tuning curves were measured with random presentations of
stimuli possessing different orientations and spatial frequencies.
Gratings were presented for 3 s with fixed SFs, and the raw response
was defined as the mean firing rate during this period. Spontaneous
firing rates weremeasured with a uniform screen possessing the same
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mean luminance as that of the grating stimuli during the time period
(0.4 s) before the gratings were presented. The response to each SF
was calculated by subtracting the spontaneous firing rate from the raw
response. The SF tuning curves were fitted by the following equation:

R SFð Þ=A1 × exp � SF2

2σ2
1

 !
� A2 × exp � SF2

2σ2
2

 !
ð1Þ

The goodness of fit (gof) was defined as follows:

gof = 1�
Pn

1 Rdata ið Þ � Rf it ið Þ
� �2

Pn
1 Rdata ið Þ � Rdata

� �2 ð2Þ

where n is the number of SF conditions, Rdata denotes the observed
response data,Rfit is thefitting response, andRdata is themeanvalueof
the observed responses. Only the sites with high goodness of fit values
(larger than0.8) were used to calculate the cutoff SF. The cutoff SFwas
defined as themaximal SF with response amplitudes exceeding 50% of
the maximum response. The difference between the cutoff SFs of the
input layer and the output layer (relative cutoff SF) was calculatedwith
the following equation:

relative cutof f SF = log10
cutof f SFoutput

cutof f SFinput

 !
ð3Þ

To compare the response properties produced for low and high
SFs, we selected one low SF condition and one high SF condition for
each probe placement based on the SF tuning strategy of L4Cβ. The
low SF condition was defined as the lowest SF among all conditions,
which was typically 0.625 for most probe placements (as shown in
Figs. 1h and 3g). The high SF condition was defined as the highest SF
with response amplitudes greater than 90% of themaximum response
(higher than or equal to 6 cycles/degree). The high SF condition for
eachprobeplacementwas used for further analyses, suchashistogram
in Fig. 1h, K-means clustering (Supplementary Fig. 2) and correlation
analysis (Figs. 3d, 4e, 6g, j, k).

K-means clustering
We first calculated the average response patterns at each probe pla-
cement for high SFs across time (n = 59, average response during
50ms around the peak response time; the high SF condition). For each
probe placement, we sorted the channels into five cortical layers (L2,
L3, L4B, L4Cα andL4Cβ) and calculated themean responsewithin each
layer. Next, we used the matrix of all probe placements in the five
cortical layers to perform k-means clustering (Supplementary Fig. 2)
and calculate the response differences, as shown in Fig. 1g. We per-
formed principal component analysis (PCA) for dimensionality
reduction purposes and selected the first two PCs for visualization.

Granger causality analysis. Multivariate Granger causality was cal-
culated using the MVGC MATLAB Toolbox76. For a time series X with
dimensions of ½E,T ,N�, where E is the number of electrodes, T is the
trial length and N is the number of trials, we first estimated the cor-
respondingVARmodel parameters ½Ak ,Σ� (tsdata_to_var.m)with afixed
order of 15 (corresponding to 30ms; similar results can be obtained
using the optimal order determinedbased on information criteria).We
then calculated the autocovariance sequence Γk (var_to_autocov.m)
from the VAR parameters. Finally, we obtained the time-domain con-
ditional Granger causality value (autocov_to_pwcgc.m) with dimen-
sions of ½E,E�, where the first dimension indicates the receiver of the
projection (to) and the second dimension indicates the sender of the
projection (from).

Model fitting and evaluation. To dissect the feedforward and recur-
rent components underlying the dynamic responses, we fit a three-
component model to the dynamic responses of each recorded chan-
nel. The parameters were determined by the ‘fmincon’ MATLAB
function.We fitted the neuronal responses evoked by different SFs at a
V1 layer (represented by i) as Riðsf ,tÞ with two computational models.
In the FF model (no recurrent component), the neuronal responses in
the input layers of theMandPpathways (L4Cα andL4Cβ),Rmðsf ,tÞ and
Rpðsf ,tÞ, respectively, were linearly convolved with a temporal kernel
and then weighted and summed, yielding the following neuronal
responses Riðsf ,tÞ:

Ri sf ,tð Þ=wi,m ×Rm sf ,tð Þ*Ki,m tð Þ+wi,p ×Rp
sf ,tð Þ*Ki,p tð Þ ð4Þ

where wi,m is the weight of the recording site due to the response in
L4Cα, and Ki,m tð Þ is the feedforward temporal kernel representing the
transmission of a signal from L4Cα to sites in other layers with a log-
normal form, as follows:

Ki,m tð Þ= e
� log tð Þ�4ti,m,1ð Þ2

2σ2
i,m,1 �gi,m × e

� log tð Þ�4ti,m,2ð Þ2
2σ2

i,m,2
ð5Þ

Ki,p tð Þ= e
�ðlog tð Þ�4ti,p,1 Þ2

2σ2
i,p,1 �gi,p × e

� log tð Þ�4ti,p,2ð Þ2
2σ2

i,p,2
ð6Þ

where 4ti,m,1 and 4ti,m,2 control the peak time of the temporal kernel
and σi,m,1 and σi,m,2 control the width of the temporal kernel. The
computations ofwi,p,1,wi,p,2 4ti,p,1,4ti,p,2, σi,p,1 σi,p,2 and gi,p are similar
to those ofwi,m,1,wi,m,2,4ti,m,1,4ti,m,2, σi,m,1, σi,m,2 and gi,m but for the P
pathway.

In the FF & Rec model (including a recurrent component),
in addition to feedforward convergence from the input
layer, the sites in the output layer received an SF-dependent com-
ponent:

Ri sf ,tð Þ =wi,m ×Rm sf ,tð Þ*Ki,m tð Þ+wi,p ×Rp
sf ,tð Þ*Ki,p tð Þ+wi,rec sfð Þ×Ri,rec tð Þ

ð7Þ

where wi,recðsf Þ represents the weight of the recurrent component,
which was dependent on sf, and Ri,rec tð Þ represents the dynamic
response of the recurrent component with a log-normal form:

Ri,rec tð Þ= e
�ðlog tð Þ�4ti,rec Þ2

2σ2
i,rec

ð8Þ

where4ti,rec and σi,rec control the peak time and width of the dynamic
responses, respectively.

The raw goodness of fit (gof) was calculated with the following
equation:

gof raw = 1�
Pn

i = 1

P150
t =0 Rdata i,tð Þ � Rmodel i,tð Þ� �2

Pn
i = 1

P150
t =0 Rdata i,tð Þ � Rdata

� �2 ð9Þ

To evaluate the goodness of fit of the FF model and FF & Rec
model with different numbers of parameters, we defined the adjusted
gof as described by the following equation:

gof = 1� N � 1ð Þ 1� gof raw
� �

N � P � 1
ð10Þ

whereN is the number of samples (combined time and SF domain) and
p is the number of variables. Only the sites with high goodness of fit
values (larger than0.8) were used to analyze the relative contributions
of the three components.
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Contributions of different mechanisms
The contributions of the three mechanisms to the output laminar
activation patterns were calculated for different SFs (Fig. 6e–g).
We first obtained the laminar activation patterns (LAPs) of the three
mechanisms from the FF & Rec model for each probe placement. The
corresponding functions are as follows:

LAPm sf ,t,ið Þ=wi,m ×Rm sf ,t,ið Þ � Ki,m t,ið Þ ð11Þ

LAPp sf ,t,ið Þ=wi,p ×Rp
sf ,t,ið Þ � Ki,p t,ið Þ ð12Þ

LAPrec sf ,t,ið Þ=wi,recðsf Þ×Rrec t,ið Þ ð13Þ

where i is the number of recording sites for each probe placement.
Then, we defined the contribution of theM pathway as Contributionm,
the contribution of the P pathway as Contributionp, and the con-
tribution of the recurrent mechanism as Contributionrec. The corre-
sponding functions are as follows:

Contributionm sfð Þ= 1�
P150

t =0

Pn
i = 1 LAPdata sf ,t,ið Þ � LAPm sf ,t,ið Þ� �2

P150
t =0

Pn
i= 1 LAPdata sf ,t,ið Þ � LAPdata

� �2
ð14Þ

Contributionp sfð Þ= 1�
P150

t =0

Pn
i = 1 LAPdata sf ,t,ið Þ � LAPp sf ,t,ið Þ
� �2

P150
t =0

Pn
i = 1 LAPdata sf ,t,ið Þ � LAPdata

� �2
ð15Þ

Contributionrec sfð Þ= 1�
P150

t =0

Pn
i = 1 LAPdata sf ,t,ið Þ � LAPrec sf ,t,ið Þ� �2

P150
t =0

Pn
i= 1 LAPdata sf ,t,ið Þ � LAPdata

� �2
ð16Þ

The contribution of each mechanism to the laminar activation
patterns was further normalized by dividing by the total contribution
of the three mechanisms. We calculated the relative contribution of
the feedforward components of the M and P pathways as MP index =
(Contributionp- Contributionm)/(Contributionp+ Contributionm).

We also calculated the contributions of the three mechanisms to
the response at each recording site (Fig. 6h–k). The dynamic strength
of each component at each site is reflected by LAPm sf ,t,ið Þ,
LAPp sf ,t,ið Þ or LAPrec sf ,t,ið Þ. For site i under stimulus condition sf, the
maximum dynamic strength value was defined as the raw contribu-
tion of each mechanism. These raw contributions were further nor-
malized by dividing by the total contribution of the three
mechanisms.

Statistical analysis
To identify significant differences, we used the Wilcoxon signed-rank
test for paired data and the Wilcoxon rank-sum test for independent
data. Pearson’s correlation analyses were used to test the correlations
between pairs of variables. Welch’s ANOVA method was used to
compare the means of multiple populations. All error bars represent
the mean ± standard error of the mean (SEM). All p values were two-
tailed. To test for distribution bimodality, we used the calibrated
Hartigan dip test77, which is a version with better test sensitivity to
unimodality than the original Hartigan dip test78.

The nonparametric test (bootstrap method) in Fig.1c was imple-
mented by the following steps: (1) for a given probe placement, we
obtained the output/input activation at a high SF (value R); (2) we
randomly selected 1000 samples with replacement from the low SF
distribution (each sample with value M); and (2) we counted the
number (K) of samples with R <M (out of 1000 total samples). The

equivalent p value for the bootstrap method was calculated as
1-K/1000. In this way, any probe placement with p <0.05 was deter-
mined to have significant amplification at a high SF, and any probe
placement with p > 0.05 was determined to have suppression at a high
SF; the process was similar for a low SF.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The data used in the figures in this study are provided in a source data
file. The dataset underlying the results can be found in https://github.
com/BNUTW2023/PSLPSFV1 and deposited at https://zenodo.org/
records/10890515. Source data are provided with this paper.

Code availability
The customMATLAB functions and scripts used to produce the results
presented in this study arepublicly available viaGitHub:https://github.
com/BNUTW2023/PSLPSFV1 and deposited at https://zenodo.org/
records/10890515.
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