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Data leakage inflates prediction
performance in connectome-based machine
learning models

Matthew Rosenblatt 1 , Link Tejavibulya 2, Rongtao Jiang 3,
Stephanie Noble 3,4,5 & Dustin Scheinost 1,2,3,6,7

Predictive modeling is a central technique in neuroimaging to identify brain-
behavior relationships and test their generalizability to unseen data. However,
data leakage undermines the validity of predictive models by breaching the
separation between training and test data. Leakage is always an incorrect
practice but still pervasive in machine learning. Understanding its effects on
neuroimaging predictive models can inform how leakage affects existing lit-
erature. Here, we investigate the effects of five forms of leakage–involving
feature selection, covariate correction, and dependence between subjects–on
functional and structural connectome-based machine learning models across
four datasets and three phenotypes. Leakage via feature selection and repe-
ated subjects drastically inflates prediction performance, whereas other forms
of leakage have minor effects. Furthermore, small datasets exacerbate the
effects of leakage. Overall, our results illustrate the variable effects of leakage
and underscore the importance of avoiding data leakage to improve the
validity and reproducibility of predictive modeling.

Understanding individual differences in brain-behavior relationships is
a central goal of neuroscience. As part of this goal, machine learning
approaches using neuroimaging data, such as functional connectivity,
have grown increasingly popular in predicting numerous phenotypes1,
including cognitive performance2–6, age7–10, and several clinically-
relevant outcomes11–13. Compared to classic statistical inference, pre-
diction offers advantages in replicability and generalizability, as it
evaluates models on participants unseen during model training14,15.
Essentially, the data are split into training and test subsets, such
as through k-fold cross-validation or simple train/test splits, so that
the model is strictly evaluated on unseen data. Unfortunately, the
boundaries between training and test data can be inadvertently vio-
lated by data leakage. Data leakage is when information about the test
data is introduced into the model during training16, nullifying the
benefits of separating training and test data.

A recent meta-review of machine learning highlighted the pre-
valence of leakage across 17 fields17. Three hundred twenty-nine
papers were identified as containing leakage. This meta-review
described eight types of leakage: not having a separate test set, pre-
processing on the training and test sets, feature selection jointly
on the training and test sets, duplicate data points, illegitimate fea-
tures, temporal leakage, non-independence between the training and
test sets, and sampling bias. Data leakage often led to inflated
model performance and consequently decreased reproducibility17.
In another review specific to predictive neuroimaging, ten of the 57
studies may have leaked information by performing dimensionality
reduction across the whole dataset prior to train/test splitting18. Since
leakage may dramatically change the reported results, it contributes
to the ongoing reproducibility crisis in neuroimaging17,19–21. Despite
the prevalence and concern of leakage, the severity of performance
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inflation due to leakage in neuroimaging predictive models remains
unknown.

In this work, we evaluate the effects of leakage on functional
connectome-based predictive models in four large datasets for the
prediction of three phenotypes. Specifically, in over 400 pipelines, we
test feature leakage, covariate-based leakage, and subject leakage.
These leakage types spanfiveof the leakage types describedbyKapoor
and Narayanan17 (Supplementary Table 1). We first show the effects of
leakage on prediction performance by comparing two performance
metrics in various leaky and non-leaky pipelines. Then, we evaluate the
effects of leakage on model interpretation by comparing model coef-
ficients. Furthermore, we resample the datasets at four different
sample sizes to illustrate how small sample sizes may be most sus-
ceptible to leakage. Finally, we extend our analysis to structural con-
nectomes in one public dataset. Overall, our results elucidate the
consequences, or in some cases lack thereof, of numerous possible
forms of leakage in neuroimaging datasets.

Results
Resting-state fMRI data were obtained in each of our four datasets:
the Adolescent Brain Cognitive Development (ABCD) Study22

(N = 7822–7969), the Healthy Brain Network (HBN) Dataset23

(N = 1024–1201), the Human Connectome Project Development
(HCPD) Dataset24 (N = 424–605), and the Philadelphia Neurodeve-
lopmental Cohort (PNC) Dataset25,26 (N = 1119–1126). Throughout this
work, we predicted age, attention problems, and matrix reasoning
using ridge regression27 with 5-fold cross-validation, 5% feature
selection, and a grid search for the L2 regularization parameter.
Specific measures for each dataset are described in the methods

section, but these three broad phenotypes were selected because
they are available in all the datasets in this study. In addition, these
three phenotypes are appropriate for benchmarking leakagebecause
they span a wide range of effect sizes, with strong prediction per-
formance for age, moderate performance for matrix reasoning, and
poor performance for attention problems.

We first evaluated the effects of leakage on prediction in HCPD
(Sections “Performance of non-leaky pipelines”–”Subject-level leak-
age”), and then, we showed effects of leakage in the other three
datasets (ABCD, HBN, PNC) (Section “Evaluation of performance in
additional datasets”). Moreover, we compared model coefficients
(Section “Comparing coefficients in leaky and non-leaky pipelines”),
varied the sample size (Section “Effect of sample size”), and performed
sensitivity analyses (Section “Sensitivity analyses”). The types of leak-
age used in this study are summarized in Fig. 1 and further detailed in
the “Methods” section.

Performance of non-leaky pipelines
Weevaluated four non-leaky pipelines and found that different analysis
choices led todifferent predictionperformance (Fig. 2), as evaluatedby
Pearson’s correlation r and cross-validation R2, also called q2 28. Our
gold standardmodel included covariate regression, site correction29–31,
and feature selection within the cross-validation scheme, which was
split accounting for family structure. It exhibited no prediction per-
formance for attention problems (median r =0.01, q2 = −0.13), strong
performance for age (r =0.80, q2 =0.63), and moderate performance
for matrix reasoning (r =0.30, q2 =0.08). Notably, q2 may be negative
when the model prediction gives a higher mean-squared error than
predicting the mean, as was the case for attention problems.

Train

Test

K-fold split

(accounts
for families)

Covariate
regression

ComBat site
correction

Model training
and evaluation

βv=(Ctrain
TCtrain)-1Ctrain

TXv,train

Xv,train= Xv,train - Ctrainβv

Xv,test= Xv,test - Ctestβv

Feature selection
Hyperparameter search
Training and evaluation

xi,j,v,train= (xi,j,v,train - αv,train - γi,v,train)/δi,v,train + αv,train  

xi,j,v,test= (xi,j,v,test - αv,train - γi,v,train)/δi,v,train + αv,train  

(Fortin et al., 2018, 2017; Johnson et al., 2007)

Site correction
Covariate regression

Family leakage

Feature leakage
Duplicate subjects

Fig. 1 | Summary of the prediction pipelines used in this study. The various forms of leakage thatmay occur are shown in orange. Feature leakage, leaky site correction,
leaky covariate regression, and subject leakage may occur prior to splitting the data into training and test sets. Family leakage may occur during the splitting of data.

Fig. 2 | Prediction performance in HCPD of the non-leaky pipelines, including
thegold standard, omitting covariate regression, omitting site correction, and
omitting both covariate regression and site correction. Rows represent differ-
ent non-leaky analysis choices, and columns show different phenotypes. The black
bar represents the median performance of the gold standard models across

random iterations, and the exact value of the bar is shown as the median r, rmed.
The histograms show prediction performance across 100 iterations of 5-fold cross-
validation. See also Supplementary Fig. 1. HCPD Human Connectome Project
Development.
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Performancewhen excluding site correctionwas nearly identical to the
gold standard model (|Δr| < 0.01, Δq2 <0.01). However, not regressing
out covariates inflated r but had varying effects on q2 for all three
phenotypes, including attention problems (Δr =0.05, Δq2 = −0.08), age
(Δr =0.06, Δq2 =0.11), and matrix reasoning (Δr =0.05, Δq2 =0.01).
Though not the main focus of this paper, these results highlight how
prediction performance may change with different analysis choices,
especially regarding whether or not covariates are regressed from
the data.

Feature leakage
Features should be selected in the training data and then applied to the
test data. Feature leakage occurs when selecting features in the com-
bined training and test data. Feature leakage inflated prediction per-
formance for each phenotype (Fig. 3). The inflation was small for age
(Δr = 0.03, Δq2 =0.05), larger for matrix reasoning (Δr =0.17,
Δq2 =0.13), and largest for attention problems (Δr = 0.47, Δq2 =0.35).
Notably, age had a strong baseline performance and was minimally
affected by feature leakage, whereas attention problems had the worst
baseline performance and was most affected by feature leakage. Fur-
thermore, the attention problems prediction went from chance-level
(r =0.01, q2 = −0.13) to moderate (r =0.48, q2 = 0.22), which highlights
the potential for feature leakage to hinder reproducibility efforts.

Covariate-related leakage
Covariate-related formsof leakage in this study included correcting for
site differences and performing covariate regression in the combined
training and test data (i.e., outsideof the cross-validation folds) (Fig. 4).
Leaky site correction had little effect on performance (Δr = −0.01-0,
Δq2 = −0.01–0.01). Unlike the other forms of leakage in this study,
leaky covariate regression decreased performance for attention pro-
blems (Δr = −0.06, Δq2 = −0.17), age (Δr = −0.02, Δq2 = −0.03), and
matrix reasoning (Δr = −0.09, Δq2 = −0.08). These results illustrate that

leakage can not only hamper reproducibility by false inflation of per-
formance, but also by underestimating the true effect sizes.

Subject-level leakage
Since families are often oversampled in neuroimaging datasets, leak-
age via family structure may affect predictive models. Given the her-
itability of brain structure and function32–34, leakage may occur if one
family member is in the training set and another in the test set. Family
leakage did not affect prediction performance of age or matrix rea-
soning (Δr =0.00, Δq2 =0.00) but did slightly increase prediction
performance of attention problems (Δr =0.02, Δq2 = 0.00; Fig. 5).

Furthermore, subject-level leakage may occur when repeated
measurements data (e.g., multiple tasks) are incorrectly treated
as separate participants or when data are accidentally duplicated.
Here, we considered the latter case, where a certain percentage of
the subjects in the dataset were repeated (called subject leakage),
at three different levels (5%, 10%, 20%; Fig. 5). In all cases, subject
leakage inflated prediction performance, with 20% subject leakage
having the greatest impact on attention problems (Δr = 0.28,
Δq2 = 0.19), age (Δr = 0.04, Δq2 = 0.07), and matrix reasoning
(Δr = 0.14, Δq2 = 0.11). Similar to the trend seen in feature leakage, the
effects of subject leakage were more dramatic for models with
weaker baseline performance. Overall, these results suggest that
family leakage may have little effect in certain instances, but poten-
tial leakage via repeated measurements (i.e., subject leakage) can
largely inflate performance.

Additional family leakage analyses in ABCD
Since the two datasets in this study with family information contained
mostly participants without any other family members in the dataset
(HCPD: 471/605, ABCD: 5868/7969 participants did not have family
members), we performed several additional experiments to determine
the effects of family leakage with a larger proportion of families.

Fig. 3 | Predictionperformance inHCPDof leaky feature selection, comparedto
the gold standard. Rows represent different leakage types, and columns show
different phenotypes. The black bar represents the median performance of the

gold standard models across random iterations, and the histograms show predic-
tion performance across 100 iterations of 5-fold cross-validation. See also Sup-
plementary Fig. 1. HCPD Human Connectome Project Development.

Fig. 4 | Prediction performance in HCPD of covariate-related forms of leakage,
including leaky site correction, and leaky covariate regression. Rows represent
different leakage types, and columns show different phenotypes. The black bar
represents the median performance of the gold standard models across random

iterations, and the histograms show prediction performance across 100 iterations
of 5-fold cross-validation. See also Supplementary Fig. 1. HCPD Human Con-
nectome Project Development.
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We used ABCD instead of HCPD for these experiments because ABCD
has more families with multiple members in the dataset.

First, ABCD was restricted to only twins (N = 563 pairs of twins,
1126 participants total), after which we performed 100 iterations of
5-fold cross-validation for all three phenotypes and model types. In
one case, family structure was accounted for in the cross-validation
splits. In another, the family structure was ignored, constituting leak-
age. Leakage in the twindataset exhibitedminor tomoderate increases
in prediction performance (Fig. 6), unlike when using the entire data-
set. The inflation was Δr = 0.04 for age and Δr =0.02 matrix reasoning
and attention problems.

We included several additional phenotypes and models to com-
pare how leakage may affect twin studies (Supplementary Fig. 2),
which showed similar results. The phenotype similarity between the
twin pairs did not have a strong relationship with changes in perfor-
mance due to leakage (Supplementary Fig. 3). Furthermore, based on a
simulation study, leakage effects increased with the percentage of
participants belonging to a family with more than one individual
(Supplementary Fig. 4).

Evaluation of performance in additional datasets
Compared to HCPD, we found similar trends in each of the 11 pipelines
forABCD,HBN, andPNC (Supplementary Figs. 5 and6).While excluding
site correction had little to no effect in HCPD or HBN, there was a
small effect in ABCD (Δr =0.01–0.02, Δq2 =0.00–0.01). Furthermore,
not performing covariate regression generally inflated performance

relative to the baseline for attention problems (Δr =0.02–0.05, Δq2 =
−0.08–0.04), age (Δr = −0.01–0.06, Δq2 =0.00–0.11), and matrix rea-
soning (Δr=0.01–0.05, Δq2 = −0.02–0.01).

Across all datasets and phenotypes, leaky feature selection and
subject leakage (20%) led to the greatest performance inflation. Feature
leakage had varying effects based on the dataset and phenotype
(Δr =0.03–0.52, Δq2 =0.01–0.47). The dataset with the largest sample
size (ABCD), was least affected by leaky feature selection, and weaker
baseline models were more affected by feature leakage. Subject leak-
age (20%) also inflatedperformance across all datasets andphenotypes
(Δr =0.06–0.29, Δq2 =0.03–0.24). Corroborating the results in HCPD,
leaky covariate regression was the only form of leakage that con-
sistently deflated performance (Δr = −0.09–0.00, Δq2 = −0.17–0.00).
Family leakage (Δr =0.00–0.02, Δq2 =0.00) and leaky site correction
(Δr = −0.01–0.00, Δq2 = −0.01–0.01) had little to no effect.

The change in performance relative to the gold standard for each
pipeline across all four datasets and three phenotypes is summarized
in Fig. 7. Overall, only leaky feature selection and subject leakage
inflated prediction performance in this study.

Comparing coefficients in leaky and non-leaky pipelines
Determining whether the performance of leaky and non-leaky pipelines
is similar only tells part of the story, as two models could have similar
prediction performance but learn entirely different brain-behavior rela-
tionships. As such, establishing how model coefficients may change for
various forms of leakage is an equally important facet of understanding

Fig. 5 | Predictionperformance inHCPDof subject-level formsof leakage.These
included family leakage and subject leakage at three different levels. Rows repre-
sent different leakage types, and columns showdifferent phenotypes. Theblackbar
represents the median performance of the gold standard models across random

iterations, and the histograms show prediction performance across 100 iterations
of 5-fold cross-validation. See also Supplementary Fig. 1. HCPD Human Con-
nectome Project Development.

Fig. 6 | Prediction performance in ABCD comparing the gold standard to twin/
family leakage. The black bar represents the median performance of the gold
standard models across random iterations, and the histograms show prediction

performance across 100 iterations of 20-fold cross-validation. See also Supple-
mentary Figs. 2–4. ABCD Adolescent Brain Cognitive Development.
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the possible effects of leakage. We first averaged the coefficients over
the five folds of cross-validation and calculated the correlation between
those coefficients and the coefficients of the gold standard model
(Fig. 8). Excluding site correction (median rcoef=0.75–0.99) led tominor
coefficient changes. Meanwhile, excluding covariate regression (median
rcoef=0.31–0.84) or excluding both covariate regression and site cor-
rection (median rcoef=0.32–0.81) resulted in moderate coefficient
changes. Amongst the forms of leakage, leaky feature selection was,
unsurprisingly, the most dissimilar to the gold standard coefficients
(median rcoef=0.39–0.72). Other forms of leakage that notably affected
the coefficients included family leakage (median rcoef=0.79–0.94) and
20% subject leakage (median rcoef=0.74–0.93). Otherwise, the coeffi-
cients between the leaky and gold standard pipelines were very similar.
We also compared the coefficients for each pair of 11 analysis pipelines
(Supplementary Fig. 7). Interestingly, although the coefficients for
excluding covariate regression or performing leaky feature selection
were relatively dissimilar to the gold standard coefficients (median
rcoef=0.31–0.84), these coefficients were relatively similar to each other
(median rcoef=0.68–0.92). This result could be explained by covariates
contributing to brain-behavior associations in the entire dataset.

In addition to correlating the coefficients at the edge level,we also
considered the similarity of feature selection across 10 canonical
networks35 (Supplementary Fig. 8). We calculated the number of edges
selected as features in eachof the 55 subnetworks, whicharedefined as
a connection between a specific pair of the 10 canonical networks. We
then adjusted for subnetwork size and compared the rank correlation
across different leakage types. Similar to the previous analysis, not
performing covariate regression changed the distribution of features
across subnetworks (median rspearman,network =0.28–0.88). Amongst
the forms of leakage, leaky feature selection showed the greatest
network differences compared to the gold standard model (median
rspearman,network =0.25–0.85), while the other forms of leakage showed
smaller differences (median rspearman,network =0.75–1.00).

Effect of sample size
All previously presented results investigated the four datasets at their
full sample sizes (ABCD: N = 7822–7969, HBN: N = 1024–1201, HCPD:

N = 424-605, PNC: N = 1104–1126). Yet, although these can lead to less
reproducible results21, smaller sample sizes are common in neuroima-
ging studies. As such, consideration of how leakage may affect repor-
ted prediction performance at various sample sizes is crucial. For leaky
feature selection, leaky site correction, leaky covariate regression,
family leakage, and 20% subject leakage, we computed Δr = rleaky-rgold,
where rleaky is the performance of the leaky pipeline and rgold is the
performance of the gold standard non-leaky pipeline for a single seed
of 5-fold cross-validation. For each combination of leakage type, sam-
ple size (N = 100, 200, 300, 400), and dataset, Δr was evaluated for 10
different resamples for 10 iterations of 5-fold cross-validation each
(over 20,000 evaluations of 5-fold cross-validation in total; Fig. 9). In
general, the variability of Δr was much greater for the smallest sample
size (N = 100) compared to the largest sample size (N = 400). For
instance, formatrix reasoningprediction inABCD,Δr for family leakage
ranged from −0.34 to 0.25 for N = 100 and from −0.12 to 0.13 for
N = 400. Another example is site correction in ABCD matrix reasoning
prediction, where Δr ranged from −0.13 to 0.06 for N = 100 and from
−0.11 to 0.03 for N = 400. While not every dataset and phenotype
prediction had large variability in performance for leaky pipelines at
small sample sizes (e.g., HBN age prediction), the overall trends sug-
gest that leakage may be more unpredictable and thus dangerous in
small samples compared to large samples.

However, when taking the median performance across multiple
k-fold splits for a given subsample, the effects of most leakage types,
except feature and subject leakage, decreased (Supplementary Fig. 9).
In general, the best practice is to perform at least 100 iterations of
k-fold splits, but due to the many analyses and pipelines in this study,
we only performed 10 iterations. For instance, for the ABCDprediction
of matrix reasoning, taking the median across 10 iterations resulted in
a slightly smaller range of Δr values for all forms of leakage (N = 400),
including feature leakage (Δrmultiple=0.17–0.67 for multiple iterations
vs. Δrsingle =0.10–0.71 for a single iteration), leaky site correction
(Δrmultiple = −0.11–0.03 vs. Δrsingle= –0.06–0.01), leaky covariate
regression (Δrmultiple = −0.08 to −0.01 vs. Δrsingle = −0.10–0.01), family
leakage (Δrmultiple= −0.02–0.04 vs. Δrsingle = −0.12–0.13), and 20% sub-
ject leakage (Δrmultiple = 0.21–0.33 vs. Δrsingle =0.17–0.43). Overall,

Fig. 7 | Evaluation of performance differences between all pipelines and the
gold standard pipeline across all datasets and phenotypes for Pearson’s
r andq2.Theplots are ranked from themost inflatedperformance (top) to themost
deflated performance (bottom) by two different performancemetrics, a) Pearson’s

r and b) q2. Boxplot elements were defined as follows: the center line is the median
across all datasets, phenotypes, and iterations (100 per dataset/phenotype com-
bination); box limits are the upper and lower quartiles; whiskers are 1.5x the
interquartile range; points are outliers. See also Supplementary Figs. 5 and 6.
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performing multiple iterations of k-fold cross-validation reduced, but
did not eliminate, the effects of leakage. Leakage still led to large
changes in performance in certain cases, particularly at small sam-
ple sizes.

Sensitivity analyses
Two main sensitivity analyses were performed to support the robust-
ness of our findings. First, we analyzed the effects of leakage in two
other models (SVR, CPM). Second, we performed similar analyses
using structural connectomes to demonstrate the effects of leakage
beyond functional connectivity.

We repeated the analyses for support vector regression (SVR)
(Supplementary Figs. 10 and 12) and connectome-based predictive
modeling (CPM)2 (Supplementary Figs. 11 and 13) and found similar
trends in the effects of leakage. CPMgenerally hada slightly lower gold
standard performance (age: median r =0.16–0.61, q2 =0.02–0.37;
attention problems: r = −0.04–0.11, q2 = −0.25–0.00; matrix reasoning:
r =0.18–0.27, q2 =0.02–0.05) than ridge regression (age:
r =0.25–0.80, q2 =0.06–0.63; attention problems: r = −0.01–0.13,
q2 = −0.21–0.00; matrix reasoning: r =0.25–0.30, q2 =0.06–0.08) and
SVR (age: r = 0.24–0.80, q2 =0.04–0.64; attention problems:
r =0.00–0.12, q2 = −0.15 to -0.09; matrix reasoning: r =0.25–0.34,
q2 =0.05–0.10). Notably, CPM was less affected by leaky feature
selection (Δr = −0.04–0.39, Δq2 = 0.00–0.38) compared to ridge
regression (Δr =0.02–0.52, Δq2 =0.02–0.47) and SVR (Δr =0.02–0.48,

Δq2 = −0.01–0.38). In addition, subject leakage had the largest
effect on SVR (Δr = 0.06–0.45, Δq2 =0.10–0.31), followed by ridge
regression (Δr = 0.04–0.29, Δq2 = 0.03–0.24) and CPM (Δr =0.00–0.17,
Δq2 =0.00–0.16). Regardless of differences in the size of the effects
across models, the trends were generally similar.

In addition, we extended our leakage analyses from functional to
structural connectomes with 635 participants from the HCPD dataset.
Gold standard predictions of matrix reasoning, attention problems,
and age exhibited low to moderate performance in the HCPD struc-
tural connectome data (Fig. 10 and Supplementary Fig. 11) (matrix
reasoning: median r =0.34, q2 = 0.12; attention problems: r = 0.11,
q2 = −0.07; age: r =0.73, q2 =0.53). The forms of leakage that most
inflated the performance were feature leakage (Δr = 0.07–0.57,
Δq2 =0.12–0.52) and subject leakage (Δr = 0.05–0.27,Δq2 =0.06–0.20).
Compared to its effect on functional connectivity data, leaky covariate
regression in this particular instance showed milder reductions in
performance (Δr = −0.04–0.00, Δq2 = −0.04–0.00). Despite minor dif-
ferences, these results in structural connectivity data follow similar
trends as the functional connectivity data.

Discussion
In this work, we demonstrated the effects of five possible forms of
leakage on connectome-based predictive models in the ABCD, HBN,
HCPD, and PNC datasets. In some cases, leakage led to severe inflation
of prediction (e.g., leaky feature selection). In others, therewas little to

Fig. 8 | Similarity of coefficients between the gold standard and various forms
of leakage.The boxes are colored by the leakage family: orange (non-leaky analysis
choices), blue (feature leakage), green (covariate-related leakage), yellow (subject-
level leakage). Boxplot elements were defined as follows: the center line is the
median across 100 random iterations; box limits are the upper and lower quartiles;

whiskers are 1.5x the interquartile range; points are outliers. Certain values, such as
leaky site correction in PNC, are omitted because the relevant fields (e.g., site) do
not exist. See also Supplementary Figs. 7 and 8. ABCD Adolescent Brain Cognitive
Development, HBN Healthy Brain Network, HCPD Human Connectome Project
Development, PNC Philadelphia Neurodevelopmental Cohort.
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no difference (e.g., leaky site correction). The overall effects of leaky
pipelines showed similar trends across the different phenotypes,
models, and connectomes investigated in this work. Furthermore,
subsampling to smaller sizes—typical in the neuroimaging literature—
led to an increased effect of leakage. Leakage is never the correct
practice, but quantifying its effects in neuroimaging is still important
to understand exactly how much leakage may impede reproducibility
in neuroimaging. Given the variable effects of leakage found in this
work, the strict splitting of testing and training samples is particularly
important in neuroimaging to accurately estimate the performance of
a predictive model.

Feature leakage is widely accepted as a bad practice, and as
expected, it severely inflated prediction performance. Although fea-
ture leakage is likely rare in the literature, it can dramatically increase
model performance and thus hinder reproducibility. For instance, a
recent work36 demonstrated that a high-profile article predicting sui-
cidal ideation in youth had no predictive power after removing feature

selection leakage. The original paper, which has now been retracted,
received 254 citations since its publication in 2017 according toGoogle
Scholar. As such, it is essential to re-emphasize the importance of
avoiding feature leakage. Though avoiding feature leakagemay appear
obvious, it can occur in more subtle ways. For example, one may
investigate which networks significantly differ between two groups in
the whole dataset and then create a predictive model using those
networks. Notably, the effects of feature leakage were smaller in ABCD
due to its large sample size. In other words, when using thousands of
samples, the selected features are likely robust acrossdifferent folds of
training data. This result is consistent with recent findings regarding
association studies21. In general, feature leakage can be reduced by
sharing code on public repositories. Although it requires additional
work, we strongly urge authors to share their analysis code in all cases
and preprocessed data when appropriate. Then, the community can
quickly and easily reproduce results and look for potential leakage in
the code.

Fig. 9 | Difference between leaky and gold standard performance for various
types of leakage and four sample sizes (N = 100, 200, 300, 400).Rows represent
the dataset, and columns show the phenotype. For each leakage type (x-axis), there
are four results (N = 100, 200, 300, 400). For each sample size, we repeated 10
random seeds of resampling for 10 iterations of 5-fold cross-validation. Boxplot
elements were defined as follows: the center line is the median across all

subsampling seeds and cross-validation iterations; box limits are the upper and
lower quartiles; whiskers are 1.5x the interquartile range; points are outliers. See
also Supplementary Fig. 9. ABCD Adolescent Brain Cognitive Development, HBN
Healthy Brain Network, HCPD Human Connectome Project Development, PNC
Philadelphia Neurodevelopmental Cohort.
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Similarly, subject leakage led to inflated effects. It is more likely in
datasets withmultiple runs of fMRI, time points, or tasks. For example, a
high-profile preprint used deep learning to predict pneumonia from
chest X-rays, and the authors did not account for patients having mul-
tiple scans, causing leakageacross the trainingand test sets. Fortunately,
this leakage was identified by a community member and quickly cor-
rected in a subsequent version of the preprint37, which illustrates the
importance of writing detailed methods and sharing code. Extra care
should be taken for predictionwhenusingmultiple scans per individual,
such as when collecting multiple task scans or longitudinal data.

We typically associate leakage with inflated prediction perfor-
mance. However, leaky covariate regression deflated prediction

performance. Our results corroborate previous works, suggesting that
covariate regression must be performed within the cross-validation
loop to avoid false deflation of effect sizes38–40. Interestingly, per-
forming covariate regression itselfmay lead to leakage41 and is another
considerationwhendecidingwhether andhowto implement covariate
regression.

Aside from feature and subject leakage, no other leakage sig-
nificantly increased prediction performance when using large sample
sizes. Notably, leaky site correction did not affect prediction perfor-
mance. Family leakage had little to no effect when using the entire
dataset due to the small percentage of participants belonging to
families with more than one individual. Still, a twin subset and various

Fig. 10 | Evaluation of leakage types for matrix reasoning, attention problems,
and age prediction in structural connectomes using r. The rows show different
leakage types, and the columns show different phenotypes. The black bar repre-
sents the median performance of the gold standard models across random

iterations, and the histograms show prediction performance across 100 iterations
of 5-fold cross-validation. See also Supplementary Fig. 14. HCPD Human Con-
nectome Project Development, DTI diffusion tensor imaging.
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simulations demonstrated that the effects of family leakage are more
pronounced when datasets have a larger proportion of multi-member
families. Large, public datasets, like ABCD and the broader HCP life-
span datasets, are increasingly multi-site with complex nested
dependencybetween participants (i.e., twins)42. These factors facilitate
larger sample sizes for better statistical power and more representa-
tive samples, which can minimize model bias1,43–45. However,
accounting for these factors can rapidly increase the complexity of a
prediction pipeline. Thus, these results are reassuring for the broader
field. Overall, they likely mean that results with these forms of leakage
remain valid, at least in these datasets and phenotypes. Although,
there is no guarantee that any of these forms of leakage will not inflate
performance. Thus, avoiding data leakage is still necessary to ensure
valid results.

Among the phenotypes in this work, age, which had the best
prediction performance, was the least affected by leakage. This result
suggests that leakage may moreso affect phenotypes with a weaker
brain-behavior association. When there is a strong brain-behavior
relationship, a model may capture the relevant pattern regardless of
leakage. However, when there is a weak brain-behavior relationship,
the model may predominantly rely on patterns arising from leakage,
thus possibly leading to the larger effects of leakage in behaviors with
weak effect sizes. In other words, when the effects are very weak (e.g.,
attention problems in this study), leakage appears to overtake the true
effect. Because effect sizes in brain-behavior association studies are
often weak, attention to leakage is particularly important. Yet, it is
important to note that the effects of leakage were tested in three
phenotypes in this study, and do not comprehensively test across all
effect sizes.

Crucially, leakage exhibited more variable effects in smaller
datasets. As such, accounting for leakage is even more crucial with
small samples. All researchers should avoid leakage, but those using
small clinical samples or patient groups shouldbeparticularly careful.
Taking the median performance of the models over multiple itera-
tions of k-fold cross-validation (i.e., different random seeds) miti-
gated the inflation. This example underscores the benefits of
performing many (≥100) iterations of k-fold cross-validation28,46.
Though k-fold cross-validation is the most common form of evalua-
tion in neuroimaging, train/test splits are not uncommon. Given that
train/test splits are often only performed for one random seed,
leakage with small sample sizes may be a greater issue when using
train/test splits.

Along with its effects on performance, we found that leakage also
affected model interpretation, and therefore neurobiological inter-
pretation. Coefficients for feature leakage were unsurprisingly dis-
similar to the gold standard because the leaky feature selection relies
on one feature subset, whereas the gold standard pipeline selects a
different subset of features for each fold of cross-validation. Other-
wise, the most notable differences in coefficients arose from omitting
covariate regression. This result highlights that, in addition to avoiding
leakage, researchers should consider howvarious analysis choicesmay
affect results47,48.

The results presented in this work focus on neuroimaging, spe-
cifically functional and structural connectivity prediction studies.
However, the lessons from this workmay be valuable to any field using
scientific machine learning. Since we expect that leakage will be pre-
valent across many fields for the foreseeable future, quantifying the
effects of leakage may provide valuable field-specific insight into the
validity of published results. Thus, we encourage researchers in other
fields to use their domain-specific knowledge to identify possible
forms of leakage and subsequently evaluate their effects. Although
quantifying the effects is essential due to the pervasiveness of leakage,
researchers should pay careful attention to avoiding leakage.

Numerous strategies can help prevent leakage in neuroimaging
and other machine-learning applications. These strategies include

carefully developing and sharing code, alternative validation strate-
gies, model information sheets17, skepticism about one’s own results,
and cross-disciplinary collaborations. Writing and maintaining code
should incorporate several facets to reduce the likelihood of leakage,
including establishing ananalysis planprior towriting code, usingwell-
maintained packages, and sharing code. One’s analysis plan should be
set aheadof time, either informally or, if appropriate, formally through
pre-registration. As one triesmore pipelines, especially if searching for
a significant result (i.e., p-hacking), leakage is more likely to occur. A
predefined plan could minimize the likelihood of leakage by detailing
how features will be selected, which models will be trained, and how
possible covariates and nested structures will be handled. Another
suggestion for reducing the likelihood of leakage is using well-
maintained packages. For example, Scikit-learn has a k-fold cross-
validation package27 that has been thoroughly tested, whereas devel-
oping k-fold cross-validation code from scratchmay lead to accidental
leakage. Among many other benefits, sharing code, particularly well-
documented code, could decrease the effects of leakage by allowing
external reviewers to investigate published pipelines for leakage.
Relatedly, although not always possible, distributing preprocessed
data can make the reproduction of results much easier and less time-
consuming for reviewers or those who want to verify the validity of a
predictive model.

Moreover, most neuroimaging papers are evaluated with train/
test splits or k-fold cross-validation. However, alternative validation
strategies, such as a lockbox49 or external validation, may reduce the
likelihood of leakage. Both these strategies help to maintain a clearer
separation between training and test data, where a lock box entails
leaving out a subset of the data until a final evaluation49 and external
validation consists of applying a model to a different dataset. Another
strategy to decrease the prevalence of leakage is using model infor-
mation sheets, such as the one proposed by Kapoor and Narayanan17.
Model information sheets allow for the authors, reviewers, and public
to reflect upon thework and identify possible leakage. However, itmay
be difficult to verify the accuracy of model information sheets when
data cannot be shared17. This limitation is especially true for neuroi-
maging datasets, which often require applications to access the data.
As a result, we also recommend healthy skepticismof one’s results. For
instance, if a machine learning pipeline leads to a surprising result, the
code should be scrutinized by asking a collaborator to view one’s code
or repeat the analyses on synthetic data. Finally, collaborations across
disciplines to incorporate domain and machine learning experts will
help prevent leakage17. Domain experts can bring knowledge of the
nuances of datasets (e.g., the prevalence of family structures in neu-
roimaging datasets). In contrast, machine learning experts can help
domain experts train models to avoid leakage.

While this study investigated several datasets, modalities, phe-
notypes, andmodels, several limitations still exist. Inmany instances in
this work, leakage had little to no effect on the prediction results, yet
this finding does not mean that leakage is acceptable in any case.
Another limitation is that this study cannot possibly cover all forms of
leakage for all datasets and phenotypes. Other possible forms of
leakage, like leakage via hyperparameter selection49, were not con-
sidered in this study, as detailed in the “Methods” section. Further-
more, we studied child, adolescent, and young adult cohorts in well-
harmonized datasets in this work, but differences in populations and
dataset quality could alter the effects of leakage. For example, we
showed that family leakage had greater effects in twin studies. As
another example, in the case of site correction, if a patient group was
scanned at Site A and the healthy control group at Site B, then site
leakage would likely have a large impact. Alternative methods may be
more appropriate for accounting for possible covariates or site dif-
ferences in a prediction setting, such as comparing neuroimaging data
models to models built only using covariates or leave-one-site-out
prediction50. Nevertheless, we still included covariate regression and
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site correction in our analysis because they are common in the field
and may still be well-suited for using prediction to explain the gen-
eralizability of brain-behavior relationships. Also, differences in scan
lengths between datasetsmay drive differences in performance across
datasets. However, it should not affect the main conclusions of this
paper regarding leakage in machine learning models. In addition, we
used the types of models most common in functional connectivity
brain-phenotype studies51. Yet, complex models like neural networks
are likely more susceptible to leakage due to their ability to memorize
data52,53. Relatedly, many other evaluation metrics exist, such as mean
squared error and mean absolute error; we focused primarily on r and
secondarily on q2 because r is the most common performance metric
in neuroimaging trait prediction studies51.

Another limitation is that leakage is not always as well-defined as in
this paper. Some examples are universally leakage, such as ignoring
family structure, accidentally duplicating data, and selecting features in
the combined training and test data. In other cases, whether training
and test data are independent may depend on the goal. For example,
onemaywish todevelop amodel thatwill be applied todata fromanew
site, in which case leave-one-site-out prediction would be necessary.
Here, leakage would be present if data from the test site were included
when training the model. However, other applications, such as those
presented in this paper, may not require data to be separated by site
and can instead apply site correction methods. Similarly, if one wishes
to demonstrate that a model generalizes across diagnostic groups, the
model should be built on one group and tested on another. The
application-dependent nature of leakage highlights the importance of
attention to detail and thoughtful experimentation in avoiding leakage.

Concerns about reproducibility in machine learning17 can be
partially attributed to leakage. As expected, feature and subject
leakage inflated prediction performance. Positively, many forms of
leakage did not exhibit inflated results. Additionally, larger samples
and running multiple train and test splits mitigated inflated results.
Since the effects of leakage are wide-varying and not known before-
hand, the best practice remains to be vigilant and avoid data leakage
altogether.

Methods
Preprocessing
In all datasets, data were motion corrected. Additional preprocessing
stepswere performedusing BioImage Suite54. This included regression
of covariates of no interest from the functional data, including linear
and quadratic drifts, mean cerebrospinal fluid signal, mean white
matter signal, and mean global signal. Additional motion control was
applied by regressing a 24-parameter motion model, which included
six rigid body motion parameters, six temporal derivatives, and the
square of these terms, from the data. Subsequently, we applied tem-
poral smoothing with a Gaussian filter (approximate cutoff fre-
quency=0.12 Hz) and gray matter masking, as defined in common
space. Then, the Shen 268-node atlas55 was applied to parcellate the
denoised data into 268 nodes. Finally, we generated functional con-
nectivitymatrices by correlating each pair of node time series data and
applying the Fisher transform.

Data were excluded for poor data quality, missing nodes due to
lack of full brain coverage, high motion (>0.2mm mean frame-wise
motion), or missing behavioral/phenotypic data, which is detailed
further for each specific dataset below.

Adolescent Brain Cognitive Development Data
In this work, we used the first and second releases of the first year of
the ABCD dataset. This consists of 9-10-year-olds imaged across
21 sites in the United States. 7970 participants with resting-state con-
nectomes (up to 10minutes of resting-state data) remained in this
dataset after excluding scans for poor quality or highmotion (>0.2mm
mean frame-wise displacement [FD]). Family information was not

available for one participant, leaving 7969 participants, with 6903
unique families. Among these participants, themean agewas 9.94 (s.d.
0.62) years, with a range of 9-10.92 years, and 49.71% self-reported
their sex as female.

For the attention problems measure, we used the Child Behavior
Checklist (CBCL)56 Attention Problems Raw Score. One participant was
missing the attentionproblems score in ABCD.Of the participantswith
an attention problems score, the mean was 2.80 (s.d. 3.40), with a
range of 0-20.

For the matrix reasoning measure, we used the Wechsler Intelli-
gence Scale for Children (WISC-V)57Matrix Reasoning Total RawScore.
WISC-V measurements were missing from 147 participants (N = 7822).
The mean matrix reasoning score in ABCD was 18.25 (s.d. 3.69), with a
range of 0-30.

Healthy Brain Network Data
The HBN dataset consists of participants from approximately 5-22
years old. The data were collected from four sites near the New York
greater metropolitan area. 1201 participants with resting-state con-
nectomes (10minute scans) remained after applying the exclusion
criteria. 39.80% were female, and the average age was 11.65 (s.d. 3.42)
years, with a range of 5.58–21.90. Family information is not available in
this dataset.

For the attention problemsmeasure, we used the CBCL Attention
Problems Raw Score56. 51 participants were missing the attention
problems score, but the mean score of the remaining participants was
7.41 (s.d. 4.54), with a range of 0–19.

For the matrix reasoning measure, we also used the WISC-V57

Matrix Reasoning Total Raw Score. 177 participants were excluded for
missing this measure. The mean score was 18.36 (s.d. 4.46), with a
range of 2–31.

Human Connectome Project Development Data
The HCPD dataset includes healthy participants ages 8–22, with ima-
ging data acquired at four sites across the United States (Harvard,
UCLA, University of Minnesota, Washington University in St. Louis).
605 participants with resting-state connectomes (up to 26min of
resting-state data) remained after excluding low-quality or high-
motion data. Among these 605 participants, the average age was
14.61 (s.d. 3.90) years, ranging from 8.08 to 21.92 years. 53.72% of
participants self-reported their sex as female, and there were 536
unique families.

For the attention problems measure, we used the Child Behavior
Checklist (CBCL)56 Attention Problems Raw Score. 462 participants
had this measure available, and the mean was 2.03 (s.d. 2.56), with a
range of 0–18.

For the matrix reasoning measure, we used the WISC-V57 Matrix
Reasoning Total Raw Score. 424 participants remained in this analysis,
with a mean of 21.08 (s.d. 3.96) and a range of 11–31.

Philadelphia Neurodevelopmental Cohort Data
The PNCdataset consists of 8-21 year-olds in the Philadelphia areawho
received care at the Children’s Hospital of Philadelphia. 1126 partici-
pants with resting-state scans (six minute scans) passed our exclusion
criteria. The average age was 14.80 (s.d. 3.29) years, with a range of
8–21. The percentage of self-reported female participants was 54.62%.

For the attention problems measure, we used the Structured
Interview for Prodromal Symptoms58: Trouble with Focus and Atten-
tion Severity Scale (SIP001, accession code: phv00194672.v2.p2). 1104
participants had this measure available, and the mean was 1.03 (s.d.
1.19), with a range of 0–6.

For the matrix reasoning measure, we used the Penn
Matrix Reasoning59,60 Total Raw Score (PMAT_CR, accession code:
phv00194834.v2.p2). 1119 participants remained in this analysis, with a
mean of 11.99 (s.d. 4.09) and a range of 0–24.
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Baseline models
For the primary analyses, we trained a ridge regression model using
5-fold cross-validation27. For HBN, HCPD, and PNC, five nested folds
were used for hyperparameter selection, while only two nested folds
were used in ABCD to reduce computation time. Within the folds, the
top 5% of features most significantly correlated with the phenotypic
variable were selected. Furthermore, we performed a grid search over
the L2 regularization parameter α (α = 10{-3,-2,-1,0,1,2,3}), with the chosen
model being the one with the highest Pearson’s correlation value r in
the nested folds.

For our baseline gold standard model (Figs. 2–5: labeled as gold
standard), the data were split accounting for family structure, where
applicable (ABCD and HCPD only), such that all members of a single
family were included in the same test split. In addition, we performed
cross-validated covariate regression, where several covariates were
regressed from the functional connectivity data within the cross-
validation scheme38,40. Covariates were first regressed from the train-
ing data, and then those parameters were applied to regress covariates
from the test data. The covariates included mean head motion (FD),
sex, and age, though age was not regressed from the data for models
predicting age. Furthermore, where applicable (ABCD, HBN, and
HCPD), site differences were corrected within the cross-validation
scheme using ComBat29–31. ComBat was performed separately from
covariate regression becauseComBat is designed for batch effects, not
continuous variables61. In addition to the baseline gold standard
model, we evaluated numerous forms of leakage, as described in the
following sections (see also Fig. 1).

Selection of forms of leakage
Due to themyriad forms of leakage, investigating every type of leakage
is not feasible. In this work, we focused on three broad categories of
leakage, including feature selection leakage, covariate-related leakage
(leakage via site correction or covariate regression), and subject-level
leakage (leakage via family structure or repeated subjects). We chose
these particular forms of leakage because we expect that they are the
most common and/or impactful errors in neuroimaging prediction
studies. In our experience, feature selection leakage is an important
consideration because it may manifest in subtle ways. For example,
one may perform an explanatory analysis, such as determining the
most significantly different brain networks between two groups, and
then use these predetermined networks as predictive features, which
constitutes leakage. As for covariate-related leakage, we have noticed
that site correction and covariate regression are often performed on
the combined training and test data in neuroimaging studies. Finally,
for subject-level leakage, family structure is often ignored in neuroi-
maging datasets, unless it is being explicitly studied. Thus, under-
standing how prediction performance may be altered by these forms
of leakage remains an important question.

Some forms of leakage were not considered in this work, including
temporal leakage, the selection of model hyperparameters in the com-
bined training/test data, unsupervised dimensionality reduction in the
combined training/test data, standardization of the phenotype, and
illegitimate features. Temporal leakage, where a model makes a predic-
tion about the future but uses test data from a time point prior to the
training data17, is not relevant for cross-sectional studies using static
functional and structural connectivity, but it could be relevant for pre-
diction studies using longitudinal data or brain dynamics. While evalu-
ating models in the test dataset to select the best model
hyperparameters is a form of leakage, it has been previously studied in
neuroimaging49 and therefore was not included in this study. Various
forms of unsupervised dimensionality reduction, such as independent
component analysis62,63, are popular in neuroimaging and constitute
leakage if performed in the combined training and test datasets prior to
performing prediction. Leakage via unsupervised dimensionality reduc-
tion should be avoided, but we felt that leakage via feature selection is a

dimensionality reduction technique that is both more common and
more impactful, due to its involvement of the target variable. Moreover,
phenotypes are sometimes standardized (i.e., z-scored) outside of the
cross-validation folds, but this form of leakage was not investigated in
this work because it is insensitive to the most common evaluation
metrics in prediction using neuroimaging connectivity (Pearson’s r, q2).
Finally, leakage via illegitimate features entails the model having access
to featureswhich it should not, such as a predictor that is a proxy for the
outcome variable17. Studies using both imaging and clinical or pheno-
typicmeasures to predict other outcomes should be cautious of leakage
via illegitimate features, but it is less relevant for studies predicting
strictly from structural or functional connectivity data.

Feature leakage
Feature selection is a common step in many connectome-based
machine learning pipelines. Often, it consists of determining which
features are the most relevant to the phenotype of interest, such as by
selecting the edge features most correlated with this phenotype. A
possiblemistake is selecting features in the entire dataset, then training
models and evaluating performance with k-fold cross-validation or a
train/test split. Whelan and Garavan64 previously demonstrated inflated
performance via non-nested feature selection using random data,
though we think it is also useful to demonstrate this with neuroimaging
data. To do so, we selected the top 5% of features in the entire dataset,
and then evaluated the performance using 5-fold cross-validation.

Covariate-related leakage
A common example of leakage is correcting for site effects, such as with
ComBat29–31, in thewhole dataset prior to splitting data into training and
test sets. Toavoid leakage, one shouldapplyComBat to the trainingdata
within each fold of cross-validation, and then use those ComBat para-
meters to correct for the site of the test data, as described in a recent
workbySpisak61. Here,weevaluated theeffect of leakage via performing
ComBat on the entire dataset and compared this to the gold standard of
applying ComBat within cross-validation folds. As described in several
previous works29–31, ComBat performs the correction based on the fol-
lowing equation for feature v of the data X, with site i and scan j29–31:

xadjustedi, j,v =
xi, j,v � α̂v � γ*i,v

δ*
i,v

+ α̂v ð1Þ

where αv is the overall measure for that edge, γi,v is the additive site
effects for site i and feature v, andδi,v is themultiplicative site effects for
site i and feature v30. However, unless performed in a cross-validated
manner, leakage occurs when estimating αv, γi,v, and δi,v on the
combined training and test data. In practice, these parameters should
be estimated only in the training data, and then applied to correct for
site in both the training and test data. Crucially, we are performing site
correctionwithin individual datasets, where the imagingparameters are
generally harmonized across sites. As such, we may underestimate the
effects of site in other scenarios, such aswhen combining small datasets
into one large study.

Another common form of leakage is covariate regression. For
example, regressing the covariates/confoundsout of thewhole dataset
in a non-cross-validated manner has been shown to negatively affect
prediction performance40. The following equations describe regres-
sing covariates out of the whole dataset for feature X of size [N x p],
covariates C of size [N x (k + 1)], which includes an intercept term, and
the OLS solution β̂38:

β̂= CTC
� ��1

CTX ð2Þ

Xadjusted =X � Cβ̂ ð3Þ
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Leakage occurs above by finding the OLS solution β̂ using both
training and test data. Performing covariate regression within
the cross-validation folds is the recommended solution to avoid
leakage38,40:

β̂train = ðCT
trainCtrainÞ

�1
CT
trainXtrain

ð4Þ

Xtrain,adjusted =Xtrain � Ctrainβ̂train ð5Þ

Xtest,adjusted =Xtest � Ctest β̂train ð6Þ

The above equations avoid leakage by finding the OLS solution β̂
only in the training data, and subsequently applying it to the test data.
Cross-validated and non-cross-validated covariate regression have
been compared in several previous studies38,40, and we build upon
those previousworks here by evaluating them in three phenotypes and
four datasets through the view of leakage.

Subject-level leakage
Neuroimaging datasets, such as ABCD and HCPD, are often over-
sampled for twins or siblings. Given the heritability of brain structure
and function32–34, family structure should be specifically accounted for
in analysis pipelines, such as in permutation tests65. In the context of
this work, having one familymember in the training set and another in
the test split is a formof leakage. For instance, in a hypothetical case of
predicting a highly heritable phenotype from a highly heritable brain
network, themodel couldmemorize the data fromone familymember
in the training set and strongly predict the phenotype of another
family member in the test set. However, splitting the data into cross-
validation folds by family instead of on the individual subject level
prevents leakage. If a dataset contains 1000 participants from 500
unique families, 5-fold cross-validation should include training data
belonging to 400 randomly selected families, and test data belonging
to the other 100 randomly selected families.

Another possible case of leakage is where various scans from the
same participant are treated as separate samples, whichwe call subject
leakage. This could include, for instance, treating longitudinal data as
cross-sectional or including various runs (or tasks) of fMRI acquisition
for the same participant as separate data points. To evaluate an
extreme version of subject leakage, we considered the case when a
certain percentage of the subjects in the dataset were repeated. For
example, in a hypothetical dataset with 1000 participants, 20% subject
leakage would include an additional 200 repeats of random partici-
pants in the dataset, for a total dataset size of 1200. Then, in this larger
sample, we repeated nested cross-validation and compared the pre-
diction performance results to the original sample. In this form, sub-
ject leakage is not directly comparable to longitudinal or repeated
measurements studies, sinceweare insteadduplicating the exact same
scan. Yet, we can use repeated subjects to demonstrate the concept of
leakage. Notably, we did not account for family structure in subject
leakage, otherwise the leaked subjects would always be in the same
training or test split.

Evaluation metrics
Ourmain evaluationmetric is Pearson’s correlation r between the true
and predicted phenotype. This evaluation metric does not necessarily
reflect predictive power but is commonly used to establish brain-
behavior relationships28. In addition, we reported cross-validation R2,
also called q2, as defined below28:

q2 = 1�
Σ y� ypred
� �2

Σ y� �yð Þ2
ð7Þ

where y and ypred are the observed and predicted behavior, respec-
tively, and �y is the mean of the observed behavior. Performance
metricswere calculated by concatenating predictions across folds, and
then these metrics were calculated for 100 random seeds of cross-
validation. Importantly, q2 is sometimes substantially negative when
the model prediction gives a higher mean-squared error than
predicting the mean.

Sample size
To evaluate the interaction between sample size and leakage, we
randomly sampled without replacement N = 100, 200, 300, and 400
participants from ABCD, HBN, HCPD, and HBN. The ABCD data was
only resampled from the four largest sites (total N = 2436) to avoid
issues with ComBat where only one data point was present from a
particular site after resampling. In addition, for the two datasets with
family structure (ABCD and HCPD), data were resampled by family,
not by individual, to keep approximately the same proportion of
related participants in our subsample. We repeated the resampling
procedure 10 times for each dataset and sample size, and for each
resampled dataset we evaluated the gold standard and leaky pre-
diction performance across 10 repeats of 5-fold nested cross-
validation.

Structural connectome analysis
Our structural connectome analyses included 635 participants from
the HCPD dataset. We started with the diffusion tensor data of the 635
participants. Then,we corrected for susceptibility artifacts and applied
DSI-studio to reconstruct the diffusion data using generalized
q-sampling imaging. Finally, we created structural connectomes using
automatic fiber tracking for the Shen 268-node atlas55.

Additional models
We evaluated the effects of leakage in two additional models: support
vector regression (SVR)27 and connectome-based predictive modeling
(CPM)2. In both cases, we performed 5% feature selection, as described
above. For SVR, the radial basis functionwas used, andweperformed a
grid search for the L2 regularization parameter (C = 10{-3,-2,-1,0,1,2,3}),
where C is inversely proportional to regularization strength. For CPM,
the positive and negative features were combined into a single num-
ber, and a univariate linear regression model was then fitted.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
Data are available through the Adolescent Brain Cognitive Develop-
ment Study22 (https://abcdstudy.org/), the Healthy Brain Network
Dataset23 (https://data.healthybrainnetwork.org/main.php), the
Human Connectome Project Development Dataset24 (https://www.
humanconnectome.org/study/hcp-lifespan-development/overview),
and the Philadelphia Neurodevelopmental Cohort Dataset25,26 (https://
www.med.upenn.edu/bbl/philadelphianeurodevelopmentalcohort.
html, accession code: phs000607.v3.p2). The ABCD dataset was
downloaded from the NIMHData Archive (NDA). The HBN dataset was
downloaded via the HBN portal on through the Longitudinal Online
Research and Imaging System (LORIS). The HCP-Development 2.0
Releasedataset was downloaded from theNDA and came fromhttps://
doi.org/10.15154/1520708. The PNC dataset was downloaded via
dbGaP (accession code: phs000607.v3.p2). Funding details of these
datasets are included in the Acknowledgments section of the manu-
script. Source data (i.e., prediction performance values) that
can be used for creating the plots are provided with this work
and also available at https://github.com/mattrosenblatt7/leakage_
neuroimaging. Source data are provided with this paper.
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Code availability
Preprocessing was carried out using BioImage Suite, which is freely
available here: (https://medicine.yale.edu/bioimaging/suite/). Code
for the analyses and plots is available at: https://github.com/
mattrosenblatt7/leakage_neuroimaging66. This includes a link to a
Google Colaboratory session, where an environment is set up to re-
create all plots (based on a processed.csv file of the results from our
scripts). Please note that the connectome files cannot be shared due to
data sharing restrictions, and thus we do not provide data for running
the main analysis code. Python 3.7 was used to analyze the data, and
additional packages included numpy 1.24.367, pandas 2.0.368, scikit-
learn 1.2.227, and scipy 1.10.169.
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