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Induced neural phase precession through
exogenous electric fields

Miles Wischnewski 1,4 , Harry Tran1,4, Zhihe Zhao 1, Sina Shirinpour1,
Zachary J. Haigh 1, Jonna Rotteveel1, Nipun D. Perera 1, Ivan Alekseichuk 1,
Jan Zimmermann 1,2,3 & Alexander Opitz 1

The gradual shifting of preferred neural spiking relative to localfield potentials
(LFPs), known as phase precession, plays a prominent role in neural coding.
Correlations between the phase precession and behavior have been observed
throughout various brain regions. As such, phase precession is suggested to be
a global neural mechanism that promotes local neuroplasticity. However,
causal evidence and neuroplastic mechanisms of phase precession are lacking
so far. Herewe showa causal link between LFPdynamics andphaseprecession.
In three experiments, we modulated LFPs in humans, a non-human primate,
and computational models using alternating current stimulation. We show
that continuous stimulation of motor cortex oscillations in humans lead to a
gradual phase shift of maximal corticospinal excitability by ~90°. Further,
exogenous alternating current stimulation induced phase precession in a
subset of entrained neurons (~30%) in the non-human primate. Multiscale
modeling of realistic neural circuits suggests that alternating current
stimulation-induced phase precession is driven by NMDA-mediated synaptic
plasticity. Altogether, the three experiments provide mechanistic and causal
evidence for phase precession as a global neocortical process. Alternating
current-induced phase precession and consequently synaptic plasticity is
crucial for the development of novel therapeutic neuromodulation methods.

The timing of neural spiking is often coupled to ongoing oscillating
local field potentials (LFPs)1,2. LFPs represent the spatiotemporal sum
of extracellular electric fields in the brain3. Oscillatory extracellular
electric fields can reciprocally determine spike timing by mechanisms
such as ephaptic coupling4,5. This coupling between neural firing and
extracellularfluctuations is referred to as entrainment6. That is, spiking
predominantly occurs at a specific phase of the extracellular oscilla-
tion. Notably, this phase preference can change over time7–13. Such a
shift in spike timing relative to LFPs is hypothesized to transfer infor-
mation about behavioral processes8,14,15. Known as phase precession,
gradual shifts in the timing of neural firing relative to the LFP were
initially found in hippocampal place cells and entorhinal grid cells7,9.

For example, a gradual shift in spike preferenceobserved in rats during
spatial navigation reflects the encoding of different locations within a
maze7,9,16. Recently, phase precession was demonstrated in humans
using invasive recordings8,17. Further, phase precession has been
shown to manifest in a wide range of cortical and subcortical
regions18–23, indicating a global neural mechanism that promotes
synaptic plasticity and ultimately enables learning14,15,24–30. However, to
date, evidence for this hypothesis ismostly correlational. That is, there
has been a lack of causal evidence, such as the direct modulation of
phase preference in neural firing.

Given the codependence between spike timing and LFPs it could
be expected that exogenous modulation of LFPs influences phase
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precession and related brain functions. An emerging scientificmethod
to achieve such modulation is via exogenously applied low-intensity
alternating currents (AC). A plethora of studies in cellular slices5,31–34,
rodents35–38, and non-human primates (NHP)39–42 show that the appli-
cation of AC at frequencies corresponding to the neurons’ natural
firing rhythm can entrain neurons and change spike-timing43. Further,
the non-invasive application of AC through electrodes on the scalp can
result in physiological and behavioral changes in humans44–48. For
example, the use of transcranial alternating current stimulation (tACS)
was found to improve working and long-term memory49–53, as well as
learning54–58. Further, tACS effects can outlast the stimulation period
and have been linked to synaptic plasticity59–61.

Outside modulation is thought to cause the LFP to adapt to the
exogenous field35,40,41. Thus, preferred spiking at a specific endogenous
oscillation phase would transition to spiking at the corresponding
exogenous oscillation phase39. A question that follows is whether the
modulationof LFPs throughAC stimulation canprompt aphase shift in
neural output. Evidence towards this notion would advance our
understanding of phase precession in humans and how it relates to
functional processes. For this, three key questions must be addressed:
First, are phase preferences of neural firing shifted during application
of external AC? Second, are these changes in spiking phase preference
consequential for the system-level brain functions? Third, can
observed phase shifts be explained through neuroplasticity mechan-
isms? To address these questions, we combine evidence from human
experiments, invasive recordings in a NHP and neuronal network
modeling. We investigated the effects of AC neuromodulation at both
macroscopic and microscopic scale. Additionally, we developed a
computational model to translate from single unit physiology to net-
work activation. We found that overall cortical output and a subset of
neurons are phase-entrained during tACS. Furthermore, the preferred
phase for cortical output was gradually shifted during tACS. Together,
we provide comparative evidence in humans, in NHPs, and in silico for
induced phase precession of single neurons and neuronal populations
in the neocortex by electricfields. The recognition of phase precession
as a global brain process connected to neuroplasticity, which can be
externally altered, could prove crucial for understanding the effects of
neuromodulation therapies in neurological and psychiatric disorders.

Results
Experiment 1: AC stimulation modulates cortical excitability
in humans
Alternating currents were applied in healthy human volunteers to
modulate direct motor cortical output to the right-hand muscle
(Fig. 1a).Oscillatory electricfieldswere applied through twoelectrodes
placed on the scalp anterior and posterior of the motor cortex at
frequencies mimicking the endogenous sensorimotor alpha (7–13 Hz)
and beta (14–30Hz) rhythm. The induced electric field strength in the
precentral gyrus was 0.31mV/mm based on electric field modeling
(Supplementary Fig. S3). Polarization of pyramidal neurons in the
anterior and posterior precentral gyrus depends on the AC phase.
During the AC phase in which the electric current direction is
posterior-anterior (PA; from here on referred to as 0°) the soma of
pyramidal neurons in the primary motor cortex, i.e., Brodmann areas
(BA) 4a and 4p are depolarized. During the AC phase where electric
current direction is anterior-posterior (AP; from here on referred to as
180°) soma in thepremotor cortex, i.e., BA6 are depolarized (Fig. 1d, e).

We found that motor cortex excitability significantly depends on
AC phase (F = 8.62, p = 8.30e-5, ηp

2 = 0.312; Fig. 2a, b). This effect did
not differ between the two frequencies (p >0.3). At 90° and 180° of the
AC phase cortical excitability was significantly increased (p < 0.04,
Cohen’s d >0.5), whereas at 0° excitability was decreased (p =0.001,
Cohen’s d =0.86). These data show that rhythmicdepolarization of the
premotor cortex at alpha and beta frequency yields an increase in
descending volleys towards the muscle. This suggests a transsynaptic

effect of AC that is mediated by premotor cortex, whereas direct
entrainment of monosynaptic primary motor cortex neurons leads to
decreased motor output. We explored this possibility further using
computational modeling, as is discussed below.

Further, we observed that the optimal phase for motor output
shifts over time. We calculated the polar vector strength and direction
of the average normalized cortical excitability over AC phases. Note
that larger values of polar vector strength (non-uniformity) relate to a
stronger bias towards a specific phase. These estimates were obtained
using a moving average (sliding window length: 55 trials, ~120 s, 20
steps of 5 trials, averaged over four blocks). For alpha and beta sti-
mulation we observed a gradual forward moving phase shift (circular-
linear correlation, alpha: r = 0.655, p = 0.014, beta: r =0.825, p =0.001).
The preferred phase for motor excitability starts at 92.7° (window 1)
and moves to 163.6° (window 20) when alpha stimulation is applied
(Fig. 2c). Preferred phase formotor excitability starts at 131.8° (window
1) and moves to 189.2° (window 20) during beta stimulation (Fig. 2d).
Permutation testing on excitability with randomized phases suggested
that spurious uniform phase shifts in our data are unlikely (p <0.05,
Supplementary Fig. S5). Also, we investigated potential phase shifts to
a virtual tACS signal in a dataset where no active stimulation was
applied, and found no apparent phase preference, nor phase shifts
(Supplementary Fig. S6). Furthermore, phase shifts were consistently
observed within each stimulation block and a reset of phase was
observed between blocks (Supplementary Fig. S7). Resampling with
N-2 subgroups suggested that the observed phase shifts were not
driven by outliers (Supplementary Fig. S8).

Besides a shift in preferred phase, we also observed a general
increase in excitability during stimulation blocks (linear Pearson cor-
relation, alpha: r =0.722, p <0.001; beta: r =0.552, p < 0.001; Supple-
mentary Figs. S9, S10). This effect was absent when no stimulationwas
applied (p > 0.5). These increases in excitability were independent of
phase shifts (Supplementary Fig. S11). Furthermore, the observed
changes in phase preference and excitability are not associated with
subjective measures on participants’ arousal (Supplementary Fig. S12).
The observed phase shift in cortical excitability is reminiscent of
single-cell phase precession7,9. Whether AC stimulation can induce
phase precession in single units was investigated in an awake non-
human primate (experiment 2).

Experiment 2: AC stimulationmodulates neuron spiking activity
in the non-human primate brain
We recorded single unit activity using a 128-channel microdrive
recording system implanted over the left hemisphere in an awake non-
human primate (Supplementary Fig. S13). AC stimulation (10 and
20Hz) was then applied through two scalp electrodes positioned on
the frontal and parieto-occipital area (Fig. 1b). The electric field
strength had a maximum value of 0.84mV/mm and was between ~0.1
and ~0.75mV/mm in the region that contained the recording electro-
des (Supplementary Fig. S14). Using an offline spike sorting method,
we identified the spiking activity of 81 single units (Supplementary
Fig. S15).

Out of a total of 81 neurons, 46 (56.8%) and 48 (59.3%) were sig-
nificantly entrained during AC stimulation at alpha and beta fre-
quencies respectively (Fig. 3a, g), as shown by Rayleigh’s test for non-
uniformity (alpha: t(45) = −5.48, p = 1.85e-6; beta: t(47) = −5.57,
p = 1.20e-6). The phase locking value (PLV) of responsive neurons
increased during stimulation compared to the pre-stimulation period
for both frequencies (alpha during: 0.20±0.028 vs alpha pre:
0.05 ±0.004, Fig. 3d; beta during: 0.22 ± 0.20 vs beta pre: 0.06 ± 0.04,
Fig. 3j). The firing rate was not significantly different between the pre-
stimulation, during stimulation and post-stimulation for both alpha
and beta tACS (p >0.15, Fig. 3c, l).

To classify neuron behaviors based on their phase shifts, we cre-
ated a framework that could be divided into three steps
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(Supplementary Fig. S16): (1) we keep neurons that are responsive in at
least 10 time windows (or 50% of the total number of time windows),
(2) we select neurons that exhibit a significant circular-linear correla-
tion and finally (3) we keep neurons exhibiting a phase shift greater
than |15°| between the preferred phase in the first timewindow and the
last time window. We found that several entrained neurons exhibit a
shift in preferred phase over time during the stimulation block. This
was observed for both AC frequencies. As in experiment 1, we esti-
mated phase shifts using a moving average (sliding window length:
132 s, 20 windows, 12 s step size, averaged over four blocks). Only
neurons exhibiting a phase shift of >15° and a circular-linear correla-
tion greater than 0.5 were included in the analysis (alpha stimulation:

n = 15, mean r =0.80 ±0.031; beta stimulation: n = 13, mean
r =0.81 ± 0.081, but see Supplementary Table 2). For alpha stimulation,
8 neurons showed a clockwise (negative) phase shift (mean: −38.26°),
meaning that neural spiking was pushed backward in the oscillatory
cycle by AC stimulation (Fig. 3b, e, Supplementary Figs. S17A, S19). We
observed a counter-clockwise (positive) phase shift in 7 neurons
(mean: 31.94°) suggesting that neural spiking preference moved to
later in the oscillatory cycle (Fig. 3b, f, Supplementary Figs. S17B, S19).
Themaximal andminimal value is respectively 76.92° and −57.75°. The
remaining 31 entrained neurons did not show a uniform phase shift.
This means that they either showed a stable phase preference (Sup-
plementary Fig. S20A) or showed phase shifts in more than one
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Fig. 1 | Overview of the three experiments. a In experiment 1, two sessions of AC
stimulation targeting the motor cortex (intensity: 2mA peak-to-peak, frequencies:
9.92 ± 0.25 Hz and 20.24 ± 0.89Hz; Supplementary Fig. S4) were performed in 20
healthy human volunteers. Cortical excitability was probed using single-pulse
transcranial magnetic stimulation, which resulted in a motor-evoked potential in
the first dorsal interosseous muscle. b In experiment 2, AC stimulation (intensity:
2mA peak-to-peak, frequencies: 10 and 20Hz) was performed in a non-human
primate implanted with 128 microelectrodes to record neural spiking (left frontal
cortex covering motor to prefrontal areas). c In experiment 3, we used multi-scale
computational modeling to investigate the effect of AC stimulation on spiking

activity and neuroplastic changes.d Electric field directionwith respect to the gyral
surface at the 0° tACS phase. Inward current flow is shown inmagenta and outward
current flow is shown inblue. eThephases of AC stimulation relate todifferences in
current direction. At 0° current direction is posterior-to-anterior (PA) and at 180°
current direction is in anterior-to-posterior (AP). In the lower panel a sagittal
depiction of the precentral gyrus is shown at different ACphases. AC stimulation at
0° primarily depolarizes soma in Brodmann area 4a and 4p (primarymotor cortex).
AC stimulation at 180° primarily depolarizes soma in Brodmann area 6 (premotor
cortex).
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direction over time (Supplementary Fig. S20B). For beta stimulation, 4
neurons showed a clockwise (negative) phase shift (mean: −38.51°;
Fig. 3h, k, Supplementary Figs. S18A, S20) while 9 neurons showed a
counter-clockwise (positive) phase shift (mean: 27.23°; Fig. 3b, e,
Supplementary Figs. S18B, S19). The maximum and minimum value is
respectively 69.13° and −67.16°. The remaining 35 responsive neurons
showed no or non-uniform phase shifts (Supplementary Fig. S21). Of
the 28 neurons that showed significant phase precession during AC
stimulation (alpha n = 15, beta n = 13), none were found to display sig-
nificant phase shifts in a 6-min period without stimulation (Supple-
mentary Fig. S22). Analysis of phase shifts across all entrained neurons
confirms this observation (Supplementary Fig. 23). Furthermore,
phase shiftswere consistent across the four blocks andphasewas reset
between blocks (Supplementary Fig. S24), comparable to what was
observed in the human data (Supplementary Fig. S7). Results for dif-
ferent angle thresholds are shown in Supplementary Table 2. Together
these results suggest that a subset of neurons displays phase
precession-like behavior in response to an external AC field7,9.

Experiment 3a: spatial distribution of entrainment
In ourmultiscale computationalmodeling approach (experiment 3a),
we first simulated entrainment effects by populating the head model
with realistic model neurons in a region of interest consisting of the
left motor hand knob, including BA4 and BA6 (Supplementary
Figs. S25, S26). For this simulation the tACS electrodes were placed
concordant to experiment 1. Within the modeled region, the electric
field is strongest at crown of the precentral gyrus and decreases with
depth into the sulcus (Supplementary Fig. S3). To investigate the
rhythmic membrane de- and hyperpolarization effects on spiking
activities, we determined the effect of tACS on the firing rate during
and without stimulation. Synaptic inputs were tuned for cells to have
similar intrinsic firing rates around 10 and 20 spikes per second,
based on the assumption that these values contribute to the endo-
genous alpha and beta oscillations and are more susceptible to sti-
mulation at these frequencies38,62,63. The overall firing rates of all
model neurons in the pre-stimulation baseline period and during the
stimulation were numerically equivalent (Supplementary Fig. S27).
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(n = 20humanparticipants).Motor cortex excitability was probed at four phases of
the tACS oscillation (0°, 90°, 180°, and 270°). Motor cortex excitability is defined as
the normalized motor-evoked potential following a single transcranial magnetic
stimulation pulse. Averaged over a total of 600 trials (~150 per phase), there is a
significant effect of phase (2 × 4 repeated measures ANOVA; F = 8.62, p = 8.3e-5),
with higher excitability at 90° and 180° compared to 0° (paired t-test (two-sided,
Bonferroni-corrected); t = 3.60, p =0.004; t = 4.63, p = 1.8e-4 respectively), as well
as for 180° compared to 270° (paired t-test (two-sided, Bonferroni-corrected);
t = 3.11, p =0.017). The phase-dependency was similar for AC applied at the alpha
(blue) and beta (orange) frequency. Shaded areas reflect standard error of mean.

*p <0.05, **p <0.005. b Polar plots of changes in phase of primary motor cortex
excitability over time averaged over participants (n = 20 human participants). A
sliding time window was used on the polar vector of the motor-evoked potential
amplitudes collected at the four phases, averaged over four blocks. Each dot
represents the polar vector of 55 trials, which equates to approximately two min-
utes. The sliding windowmoves in steps of 5 trials (~12 s), resulting in 20 windows.
Results show phase shifts both alpha and beta stimulation over time (circular-linear
correlation, alpha: r =0.655, p =0.014, beta: r =0.825, p =0.001). Preferred phase
for primary motor cortex output starts at 92.7° (window 1) and moves to 163.6°
(window 20) when alpha stimulation is applied. During beta stimulation starts
phase preference shifts from 131.8° (window 1) to 189.2° (window 20). Source data
are provided as a Source Data file.
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To quantify the tACS effect on neural entrainment, we calculated the
PLV for all cells. Layer 5 (L5) pyramidal neurons showed significantly
increased PLV during AC stimulation compared to the pre-
stimulation baseline period (c), suggesting increased entrainment

(Fig. 4c). Crucially, neural entrainment during AC stimulation
depends on the orientation of the cortical neurons. L5 pyramidal
neurons in the anterior and posterior wall of the precentral gyrus,
which are located along the current direction are more entrained

18
0°

90°

0°

270°

18
0°

90°

0°

270°

Al
ph

a

tim
e 

w
in

do
w

1
20

0.24
0.16
0.08

0
PLV

Number of neurons
40 50200 10 30

Stable phase/
Non-uniform
phase shift

Clockwise
phase shift

Counter-
clockwise
phase shift

80°60°40°20°0°-20°-40°-60°-80°
Individual neuron phase shift (in degrees)

10
12
14

8
6
4
2
0

Fi
rin

g 
ra

te
 (H

z)

du
rin

g
po

stpre

0.8

0.6

0.4

0.2

0

PL
V

du
rin

g
po

stpre

****

a

c d e f

b

18
0°

90°

0°

270°

18
0°

90°

0°

270°

Be
ta

tim
e 

w
in

do
w

1
20

0.24
0.16
0.08

0
PLV

Number of neurons
40 50200 10 30

Stable phase/
Non-uniform
phase shift

Clockwise
phase shift

Counter-
clockwise
phase shift

80°60°40°20°0°-20°-40°-60°-80°
Individual neuron phase shift (in degrees)

10
12
14

8
6
4
2
0

Fi
rin

g 
ra

te
 (H

z)

du
rin

g
po

stpre

0.8

0.6

0.4

0.2

0

PL
V

du
rin

g
po

stpre

****

g

i j k l

h
Beta stimulation

Alpha stimulation

Fig. 3 | Effects ofAC stimulationonsingleunit activity in anon-humanprimate.
Results on stimulation at the alpha frequency (10Hz) are shown in (a–f), and results
on stimulation at beta frequency (20Hz) are shown in (g–l). Shifts in preferred
neural firing phase were calculated over time using a moving average (20 sliding
windows) approach. a 46 of 81 recorded neurons showed significant entrainment
during alpha stimulation. Of these 46 entrained neurons, 8 showed a clockwise
(negative) phase shift over time, whereas 7 showed a counter-clockwise (positive)
phase shift over time. Remaining neurons either showed stable entrainment or had
phase shifts inmore than one direction.bRepresentationof phase change (window
20 vs. window 1) of each neuron that showed a unidirectional shift during alpha
stimulation. c Changes in average firing rate during AC stimulation, compared to
pre- and post-stimulation (n = 81 neurons; paired t test (two-sided); pre vs during:
t =0.56, p =0.578, during vs post: t = 1.44, p =0.151). Box limits represent 25th and
75th percentile, with the center line representing the median, and whiskers
representing 1.5x interquartile range. d Changes in average phase locking value
(PLV) during AC stimulation, compared to pre- and post-stimulation (n = 81 neu-
rons; paired t test (two-sided); pre vs during: t = 4.93, p = 2.05e-6, during vs post:
t = 4.56, p = 1.03e-5). Note the significant increase during the stimulation compared

to before and after, suggesting significant entrainment. Box limits represent 25th
and 75th percentile, with the center line representing the median, and whiskers
representing 1.5x interquartile range. e, f Two example neurons showing a clock-
wise and counter-clockwise phase shift during alpha stimulation. g 48 neurons
showed significant entrainment during beta stimulation. Of these, 4 showed a
clockwise phase shift over time, whereas 9 showed a counter-clockwise phase shift
over time. Remainingneurons either showed stable entrainmentor hadphase shifts
in more than one direction. h Representation of phase change (window 20 vs.
window 1) of each neuron that showed a unidirectional shift during beta stimula-
tion. i, jChanges in average firing rate (n = 81 neurons; paired t test (two-sided); pre
vs during: t = 1.23, p =0.220, during vs post: t = 1.27, p =0.205) and PLV during AC
stimulation (n = 81 neurons; paired t test (two-sided); pre vs during: t = 4.68,
p = 6.09e-6, during vs post: t = 5.29, p = 4.04e-7), compared to pre- and post-
stimulation. Box limits represent 25th and 75th percentile, with the center line
representing the median, and whiskers representing 1.5x interquartile range.
k, l Two example neurons showing a clockwise and counter-clockwise phase shift
during beta stimulation. *p <0.05, **p <0.005. Sourcedata areprovided as a Source
Data file.
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than those at the crown and the bottom of the sulcus (Fig. 4a). Fur-
thermore, L5 pyramidal neurons located in BA6 have a higher prob-
ability of spiking between at AC phases of 90° and 180°, whereas
neurons located in BA4 are entrained between −90° and 0° (Fig. 4b).
We repeated the analyses with intrinsic firing rates as observed in the
baseline measurements of experiment 2 (3.02 spikes per second and
2.74 spikes per second for the alpha and beta blocks respectively).
The results of these analyses were similar to the findings mentioned
above (Supplementary Fig. S28).

Experiment 3b: Phase-dependency of neural entrainment using
neuronal microcircuit modeling
In experiment 3b, we used microcircuit modeling with two-
compartment pyramidal (PY) and inhibitory (IN) neurons to repli-
cate the phase shifts as observed in experiment 1. The physiology of
theprecentral gyruswas used as a template fordeveloping ourmodel
(Fig. 4d). Our simplifiedmodel consists of a PY neuron in the AP axis,
mimicking a premotor neuron in BA6. Additionally, a PY neuron in
the PA axis and an IN neuron mimic primary motor neurons in BA4.
Two alternative models are explored in Supplementary Fig. 29. We

then quantified neural entrainment and the preferential phase of
neural firing with respect to the tACS oscillation. We hypothesized
that phase shifts over time, as observed in experiment 1, result from
tACS-induced synaptic plasticity. Therefore, in the model we sys-
tematically changed the N-methyl-D-aspartate (NMDA) synaptic
strength of BA6-PY to BA4-PY connection. We found that BA4-PY
showed a counter-clockwise phase shift for both alpha and beta sti-
mulation conditions (Fig. 4e). The resulting trajectories (from ~90° to
~180°) in themodel are in good agreementwithphase shifts observed
in experiment 1 (Fig. 2b). Additionally, we found similar phase shifts
when increasing synaptic strength of α-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid (AMPA) for alpha stimulation (Supplemen-
tary Fig. 30A). For beta stimulation AMPA strength-related phase
shifts were slightly weaker compared to NMDA. Increasing strength
of γ-Aminobutyric acid-A (GABAA) synaptic connections did not
cause any phase shifts (Supplementary Fig. 30B). Together, this
suggests that AMPA- andNMDA-mediated synaptic plasticity, but not
GABAA-mediated plasticity, between premotor and primary motor
neurons captures the observed shifts in preferred phase of cortical
motor output.
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Fig. 4 | Computationalmodeling ofAC stimulationon single neuronactivity. In
experiment 3 A, a ROI containing the precentral gyrus was populated by 4650
realistic L5 pyramidal neurons. a A spatial representation of phase locking values
(PLV) during alpha and beta stimulation in the precentral gyrus. Using the current
AC stimulation montage, strongest entrainment is observed in the walls of the
precentral and central sulcus. b A spatial representation of preferred phase during
alpha and beta stimulation. The anterior wall is entrained at phases between 90°
and 180°, whereas the posterior wall is entrained at phases between −90° and 0°.
c Change in PLV from no stimulation (baseline) compared to AC stimulation for
alpha and beta stimulation (4650 realistic neurons). PLVwas significantly increased
(paired t-tests (two-sided); alpha: t = 64.73, p < 1.0e-10; beta: t = 92.35, p < 1.0e-10).
In experiment 3B we used a microcircuit model consisting of two-compartment

neurons to investigate whether AC stimulation-induced phase changes can be
explained by NMDA synaptic plasticity. Box limits represent 25th and 75th per-
centile, with the center line representing the median, and whiskers representing
1.5x interquartile range. dA representation of themicrocircuit model, consisting of
a BA6-PY, a BA4-PY and a BA4-IN. e Systematic increases in synaptic weight of the
BA6-PY to BA4-PY connection caused a gradual change in phase preference from
~90° to ~150°when alpha AC stimulationwas applied. Similarly, beta AC stimulation
and increased synaptic weight of the BA6-PY to BA4-PY connection resulted in a
phase shift from ~100° to ~180°. These findings are consistent with findings in
experiment 1, suggesting that tACS-related changes in phase preference of cortical
motor output could result from induced synaptic plasticity. Source data are pro-
vided as a Source Data file.
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Discussion
In three experiments involving in-vivo human and NHP data as well as
computational modeling, we show that non-invasive neuromodula-
tion, through the application of AC, biases timing of cortical excit-
ability and induces phase precession. At the macroscopic scale in
humans, we observed that cortical motor output was increased during
particular phases of AC stimulation. Furthermore, gradual phase shifts
were observed over stimulation blocks. Consistent with this observa-
tion, at the microscopic level in NHP, we show that a subset of
entrained neurons displays phase precession in clockwise or counter-
clockwise direction when AC stimulation is applied. Finally, under the
hypothesis thatphaseprecessionunderlies synaptic plasticity,weused
multiscale computational modeling to investigate changing synaptic
weights in a local network. We found that increases in synaptic plas-
ticity in themodel go hand in handwith AC stimulation-induced phase
precession in experimental data.

Results in the non-human primate suggested that a subset of
neurons displayed phase precession during the presence of an exter-
nal AC field. Effects were similar for alpha and beta stimulation fre-
quencies. Specifically, ~55–60% showed significant entrainment in at
least half of the time windows used for analysis. This observation is
consistent with previous NHP studies39–41. Furthermore, a subset of the
entrained neurons showed a clockwise or counter-clockwise phase
shift (~17% of neurons). It shouldbe noted that several neurons showed
non-uniformphase shifts (Supplementary Figs. S20B, S21B). Aprevious
study has shown that tACS can entrain neurons at a phase that is
different from their intrinsic preferred phase, hinting at the possibility
of external electric field induced phase shifts39. However, to our
knowledge, our study is the first to show AC-induced gradual phase
precession. Also, our study provides further evidence that phase pre-
cession is not limited to the hippocampus and entorhinal cortex18,23.
The intracranial recordings in the NHP spanned over a variety of
regions in the frontal cortex (motor to prefrontal), suggesting that
phase precession is a global process the brain20. Furthermore, phase
precession was independent of firing rate, as it did not significantly
change with stimulation, which is consistent with prior reports40,41.

Reorganization of spike timing in relation to ongoing LFPs is
thought to be one key mechanism for synaptic plasticity28–30. There-
fore, it is expected that phase precession is not a phenomenon in
isolated single cells, but rather reflects local network connectivity20,30.
We exploredwhether AC stimulation-induced phase precession can be
observed on a macroscopic scale in humans. For this, we probed
corticospinal excitability by non-invasively activating local motor
cortical networks with TMS. We used a previously verified
algorithm64,65 that allowed us for phase-specific probing of motor
output in real-time. Overall, we observed that the phase of AC stimu-
lation significantly modulated themagnitude of cortical output. At the
preferred phase (between 90° and 180°) motor cortex excitability was
~7% larger than at the least preferred phase (~0°). This effect was
independent of whether stimulation was applied at the alpha or beta
frequency. Notably, this phase preference shifted over time. Although
the exact phase shift trajectories differed between alpha and beta
tACS, generally a shift from 90° to 180° was observed. Interestingly, in
our study the 180° phase corresponds to an AP current direction.
Based on the orientations of pyramidal neurons in the motor cortex66,
this implies that rhythmic depolarization of the premotor cortex (BA6)
is associated with larger muscle responses, which is in line with prior
observations67,68. BA6 neurons predominantly have disynaptic and
trisynaptic connections to spinal motoneurons, in contrast to the
monosynaptic connections of BA466,69–71. Therefore, it is most likely
that our observation of AC modulation reflects a transsynaptic circuit
level effect of BA6 and BA4 neurons72,73, which is in line with the idea
that phase precession reflects plasticity local networks20,30. Together,
our results in human participants indicated that macroscale phase
precession relates to premotor-to-motor cortex connectivity.

Next, we explored the idea that synaptic plasticity is the under-
lying mechanism for network-level phase precession by using multi-
scale modeling. First, a model of the precentral gyrus with realistic
layer 5 pyramidal cell was used to determine the neurons’ preferred
phase for depolarization. In line with our hypotheses, AC in PA direc-
tion depolarized BA4 neurons, whereas AC in AP direction depolarized
BA6 neurons. Next, we used a microcircuit model with two-
compartment PY and inhibitory IN neurons, based on simplified pre-
central anatomy74,75. We hypothesized that the observed phase pre-
cession in human cortical output is explained by changes in synaptic
weight of the BA6-to-BA4 connection. In linewith our expectations, we
found that systematic increase in BA6-to-BA4 excitatory synaptic
weights (NMDA and AMPA)mirrored the AC-induced phase shifts over
time (Figs. 4e and 2b respectively). Alsonote that this phaseprecession
is independent of firing rate, as AC stimulation did have no effect on
the amount of spiking (Supplementary Fig. S27). Thus, our findings
indicate that when tACS is applied to the motor region, counter-
clockwise phase precession reflects synaptic plasticity in local excita-
tory premotor-to-motor connections. Changing inhibitory connection
weights (GABAA) had no effect, suggesting that inhibitory plasticity
does not directly cause phase precession (Supplementary Fig. S30).
Still, inhibitory neurons play a crucial role inoverall network dynamics.
In two alternative models, which did not contain GABAergic connec-
tions, phase precession direction and trajectory were significantly
altered (Supplementary Fig. S29). This hints towards phase precession
being network-dependent, which is in line with the various phase shift
trajectories observed in different neurons of the NHP data. An
exhaustive understanding of network dynamics on phase precession
requires systematic testing of complexmodelswith a variety of neuron
types and layer-specific connections, which is beyond the scope of the
present study.

Further evidence for the presence of short-term plastic effects
comes from theobservation that the cortical output increasedover the
course of a stimulation block (Supplementary Figs. S9, S10). Note that
this cannot be explained by an accumulation effect of the TMS probe
or an effect over time, as no increased responses were observed in a
control condition without AC stimulation. Excitability returned to
baseline before the start of each subsequent block, suggesting that
there were no long-lasting aftereffects. This is likely explained by the
relatively short stimulationdurationof 6min. In contrast, other studies
have found that longer stimulation durations of 20min can results in
tACS aftereffects of an hour or more59,76.

Since thepresent study is thefirst to showACstimulation-induced
phase precession, follow up questions arise that may inspire future
research. Our study focused on the mechanistic understanding of
phase precession, yet it would be fascinating to study the functional
consequences of the observed effects. One hypothesis is the signaling
between premotor and primary motor regions becomes more effi-
cient. Premotor-to-motor connectivity is crucial for motor learning77,78

and is abnormal in disorders of motor control79,80. Furthermore, tACS
to motor regions has shown to facilitate motor learning81–83. While we
observed phase precession in stimulation periods of approximately
6min, it is possible that some neurons respond slower. Therefore,
stimulation durations should be systematically investigated. Another
avenue for forthcoming studies is to investigate phase precession in
larger samples, as well as in other brain regions. The prefrontal cortex
is associated with various cognitive functions and abnormal plasticity
in this region relates to psychiatric disorders84. As such, investigating
AC-induced phase precession in the prefrontal cortex, by for example
investigatingTMS-evokedpotentials, canbeof clinical importance85. In
tandem with exploring effects in other brain areas, computational
modeling of electric fields could be used to investigate different sti-
mulationmontages. Thereby, the effects of AC stimulation ondifferent
neural orientations and cell types can be studied. Additionally, sys-
tematically exploring various intensities would allow for establishing a
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dose-response curve for externally induced phase precession43,86. It
should be noted that using TMS only a finite number of phases can be
probed (every 90° in this study). Future studies with next generation
closed-loop TMS systems could investigate the phase precession in
more resolution by testing oscillatory phases at finer grade, such as
every 30°. Finally, the translation from single cell phase precession to
network-level phase shifts may be explored in further detail. One way
would be via combining intracortical and non-invasive recordings.
Another possibility comes with the advancement of multiscale com-
putational modeling. TMS, which was used to probe cortical excit-
ability in this study, generates a complex cascade of direct- and
indirect-waves87. As such, integrating modeling of AC fields and TMS
dynamics would further enhance the understanding network-level
phase precession.

In sum, across three studies, involving human, NHP and compu-
tational modeling data we show that: First, phase precession reflects
both a single cell and a network-level process. This implies that phase
precession operates on functional systems and may be a crucial
mechanism for explaining human behavior, learning and cognition.
Second, phase precession can be induced by the application of exo-
genous AC fields. Third, AC stimulation-induced phase precession
directly relates to increase synaptic plasticity within local cortical
connections. The latter two points demonstrate the therapeutic
potential of applying external AC stimulation. Recent years have seen a
significant increase in clinical trials using tACS44. Although still in an
early stage, application of tACS has shown promising results in redu-
cing symptoms of depression88, Alzheimer’s disease89, and Parkinson’s
disease90. Altogether, the present study demonstrated that the shifting
of preferred phase is one key mechanism by which tACS modulates
neural activity.

Methods
The present study consisted of three experiments. The first experi-
ment was performed in healthy human volunteers. The second
experiment was performed on a non-human primate (NHP). The final
experiment consisted of multiscale computational modeling. An
overview of experimental design and parameters is shown in Fig. 1a–c
and Supplementary Table 1.

Experiment 1 – electric fields on human neurophysiology
Subjects. We included 20 healthy volunteers (9 female, mean ±
standard deviation age: 22.5 y ± 4.2) in a double-blind randomized
crossover study. Each participant visited for two sessions (targeting
mu and beta oscillations). All participants were between 18 and 45
years of age, right-handed, and without a history of (I) epilepsy of
seizures, (II) neurological or psychiatric disorders, (III) head injuries, or
(IV) metal or electric implants in the head, neck, or chest area. Besides
these criteria, we used no pre-selection based on electrophysiological
characteristics, such as motor threshold or sensorimotor oscillatory
power. All volunteers gave written informed consent prior to partici-
pation. The study was approved by the institutional review board of
the University of Minnesota.

Electric stimulation. A sinusoidal electric current was applied through
two surface electrodes placed on the scalp targeting underlying cor-
tical neurons, referred to as transcranial alternating current stimula-
tion (tACS). The target location was the subject-specific finger
(specifically first dorsal interosseous) region of the left primary motor
cortex. TACS electrodes were placed 7 cm anterior and posterior of
muscle hotspot, placed such that the electric field direction is
approximately perpendicular to the orientation of the precentral
gyrus67. Therefore, tACS-induced electric fields target distinct neural
populations at different phases of the alternating current (AC). These
phases were defined with respect to the posterior electrical stimula-
tion electrode. Accordingly, 0° corresponds to the AC phase when the

electric field is aligned in posterior-to-anterior (PA) direction. In this
phase the AC depolarizes soma in Brodmann area 4a and 4p located in
the posterior bank of the precentral gyrus. A phase of 180° reflects an
anterior-to-posterior (AP) electric field. During this phase AC depo-
larizes soma in Brodmann area 6 (premotor cortex; PMC) in the
anterior precentral gyrus. Oscillation phases of 90° and 270° reflect
the build up towards AP and PA current directions respectively.

Stimulation was applied with a multi-channel tACS StarStim
8 system (Neuroelectrics®, Cambridge, MA) through circular Ag/AgCl
electrodes with 1 cm radius (Pistim; 3.14 cm2). Electrodes were directly
attached to the scalp using adhesive conductive gel (Ten20, Weaver
and Company, Colorado, USA) and impedances were kept below
10 kΩ. Two AC frequencies were used in separate sessions, based on
individual peak activity in a three-minute resting-state EEG (Supple-
mentary Fig. S2). For alpha stimulation peak activation between 7 and
13Hz was used (mean± standard error of mean, 9.92 ±0.25). For beta
tACS peak activation between 14 and 30Hzwas used (mean± standard
error of mean, 20.24 ± 0.89). The order of sessions was randomized. A
stimulation intensity of 2mA peak-to-peak was used. A ramp up and
ramp down of 10 s was used. Per session four stimulation blocks of
~6min (total stimulation time ~24min) with ~2min breaks in between
were done.

Probing cortical excitability. To assess the excitability of the sen-
sorimotor region we used single-pulse suprathreshold transcranial
magnetic stimulation (TMS; Magventure, MagPro X100, Farum, Den-
mark), using aCool-B65figure-of-eight coil. Through the application of
a short magnetic pulse an electric field is generated in the targeted
brain region91. TMSwasapplied to the left primarymotor cortex region
that corresponds to the right hand first dorsal interosseous muscle.
TMS-induced motor-evoked potentials were measured at the muscle
using self-adhesive, disposable electrodes connected to
electromyography92,93. For this, the sampling rate was set to 10 kHz
using a BIOPAC ERS100C amplifier (BIOPAC systems, Inc.,
Goleta, CA, USA).

For TMS a 70mm figure-of-eight coil was used and single biphasic
pulse (280μs) was applied at an intensity of 120% of the resting motor
threshold. Motor threshold was defined as the minimal intensity to
evoke a response at the target location, determined using an adaptive
threshold-hunting algorithm94,95. A total of 600 TMS pulses were
applied over four blocks of 150 trials (~6min) concurrently with tACS.
Inter-stimulus intervals were jittered between 2 and 3 s. TMS pulses
were applied at four phases (0°, 90°, 180°, and 270°) of the alternating
current stimulation cycle. To optimally align TMS to the tACS phase,
we used a closed-loop system that reads out the oscillation phase in
real time and simultaneously sends a trigger to the TMS64,65. Algorithm
details and accuracy of phase targeting are shown in Supplementary
Figs. S1 and S2.

FEM head model. FEM simulations of electric field distributions were
done using SimNIBS version 3.296. Electrode shape (circular), size
(3.14 cm2), material (Ag/AgCl) and location (7 cm anterior and poster-
ior of themotor hotspot), aswell as intensity (2mApeak-to-peak) were
modeled in accordance with experimental procedures. Simulations
were performed in an individual head model of a healthy adult male
provided by SimNIBS (“Ernie”). Realistic conductivity values of differ-
ent tissue types were used: σskin = 0.465 S/m, σbone = 0.01 S/m,
σCSF = 1.654 S/m, σgraymatter = 0.275 S/m, and σwhitematter = 0.126 S/m
(Windhoff et al., 2013). Gray matter volume was extracted for calcu-
lation of electric field strength (total volume: 1332 cm3).

Data analysis. First, an analysis on general AC phase-dependency of
motor cortical output (measured by motor-evoked potentials) was
performed. For this data from the four stimulation blocks was con-
catenated andmotor-evoked potentials were averaged per stimulation
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phase for both alpha and beta sessions. A repeated measures analysis
of variance was conductedwith stimulation phase (0°, 90°, 180°, 270°)
and stimulation frequency (alpha, beta) as independent variables.
Motor-evoked potential size was the dependent variable. Bonferroni-
corrected t-test were performed as post-hoc analysis comparing phase
conditions.

Second, we investigated whether the phase preference of motor
cortical output changes over time. For this we calculated the polar
vector strength and direction of the average normalized cortical
excitability over phases. Specifically, x-coordinates were obtained
from normalizedmotor-evoked potential size at 180° minus size at 0°,
and y-coordinates were gathered from normalized motor-evoked
potential size at 270° minus size at 90°. We assumed that motor-
evoked potential data aredistributed along the phaseof targetedbrain
oscillation approximating von Mises probability density function (a
“circular normal distribution”). This results in an estimate of phase
preference and non-uniformity, where larger deviations from zero
relate to a stronger bias towards a specific phase. This approach was
repeated for 20 timewindows using amoving average (sliding window
length: 55 trials, 20 steps of 5 trials, averaged over four blocks). Sub-
sequently, circular-linear correlations were calculated using the
MATLAB circular statistics toolbox97.

Finally, linear Pearson correlations were performed on motor-
evoked potential amplitude regardless of phase, to investigate phase-
independent changes over time. All analyses for human data were
performed in JASP V14.0 (JASP Team, Amsterdam, The Netherlands)
and MATLAB 2020b/2021b (MathWorks, Natick, MA) using customs
scripts.

Experiment 2 – electric fields on NHP neurophysiology
Subject. Data used in this study were collected from one rhesus
macaque (Macaca mulatta, 13.5 kg, 9 years old, male). The animal was
fitted with a cranial form-fitted chamber (Gray Matter Research,
Bozeman,MT) and implantedwith a 128-channelmicrodrive recording
system (Gray Matter Research) over the left hemisphere. All animal
procedures described here were approved by the Institutional Animal
Care and Use Committee of the University of Minnesota (IACUC) and
were conducted in accordancewith the PublicHealth Service policy on
Humane Care and Use of Laboratory Animals.

Animal preparation and surgical procedure. A high resolution T1 and
T2-weighted MRI of the animal head were acquired at 10.5T98,99 to
create a 3D volume of the head to optimize the implantation of the
microdrive and the headholder (GrayMatter Research, Bozeman,MT).
A high-resolution CT image was additionally acquired to aid bone
segmentation. The surgical procedures are divided into three separate
surgeries: chamber implantation, craniotomy and microdrive implan-
tation. The animal was stabilized with a titanium head holder and the
128-channel microdrive recording system was implanted in the region
of interest. The recording system is composed of 128 individually
movable glass-coated tungsten electrodes. Microdrive depths can be
manually controlled using miniature screw-driven actuators. The
chamber placement and microdrive positions were confirmed using
post-operativemagnetic resonance imaging (MRI) aswell as computed
tomography images (CT).

Electrical stimulation. AC stimulation was applied using the same
apparatus as in experiment 1. Electrodes were positioned at the frontal
and parieto-occipital cortex, roughly corresponding to FP1 and PO3 in
the human 10–20 coordinates. For stimulation at the alpha and beta
rhythm stimulation frequencies of 10Hz and 20Hz were used
respectively. For each condition, we have four stimulation blocks of
6min each separated by a 3-min period representing a total of 8 blocks
in a single session. Before and after the stimulation blocks, we recor-
ded a ~ 3-min period without stimulation. The two conditions were

separated by a period of 25min. Stimulation intensity was 2mA (peak-
to-peak), and a 10-s ramp up and down was used.

Electrophysiological recordings. The data was recorded while the
animal sat comfortably in the chair without performing any type of
task. No sensory stimulation of any kind was experimentally induced.
The lights in the recordings room were on. Recordings were made
using a 128-channel headstage (SpikeGadgets, San Francisco, CA, USA)
with a sampling rate of 30,000Hz and a bit depth of 16 bit. Electrodes
were located inmotor and prefrontal regions (Supplementary Fig. 13).
Data was acquired using the dedicated open-source, cross-platform
software Trodes. During the whole session, the animal was remotely
monitored to ensure no signs of distress. The animal remained calm
and did not show any sign of distress or anxiety.

Data preprocessing. Oscillating electrical stimulation can generate
high amplitude artifacts in the raw recordings which, if not well
removed, can affect spike sorting results. To address them, we com-
puted the power spectral density of each channel and used spectral
interpolation using FieldTrip MATLAB toolbox100 to remove fre-
quencies at which artifacts occur. Additionally, removing any fre-
quency artifacts can help reduce undesired effects such as amplitude
modulation. After the signal preprocessing, the channels were visually
verified, and the power spectral density was computed again.

Spike sorting. Spike sorting was done using the open sourceMATLAB
software Wave_Clus, an unsupervised spike sorting method101. Single
units were first identified by bandpass filtering the raw preprocessed
recordings (4th order Butterworth filter, 300–3000Hz). An amplitude
thresholdingmethod based on the noise level was then applied (Eq. 1):

th= λ× σn, σn =median
jxj

0:6745

� �
ð1Þ

is the bandpass-filtered signal, λ is a factor chosen by the user, σn

is an estimate of the standard deviation of the background noise102. In
our case, the factor value of 4 was chosen. The higher it is, the more
selective the method is. 32 data points are saved for each spike (i.e.,
~1.25ms), 8 samples before the negative or positive peak and 24 sam-
ples after and all spikeswere alignedwith the negative or positive peak.
After spikes detection, the algorithm computes the wavelet transform
of the spike shapes to extract features which are used as inputs for the
clustering method. For further details, see101. The latter uses super-
paramagnetic clustering, a method from statistical mechanics and
based on nearest-neighbor’s interactions. We used several metrics to
verify each putative single unit: (1) the waveform shape and its var-
iance, (2) the stability of spike amplitude and (3) the interstimulus
interval distribution of each cluster. The signal-to-noise ratio for each
single unit was computed using the following formula (Eq. 2)103:

SNR=
1
nc

Xnc

i = 1

max si
� ��minðsiÞ
2 × stdðεiÞ

ð2Þ

Where si is a vector of waveforms of spike i, nc is the total number of
spikes of cluster c, and εi = si � �s is the noise, �s is the average spike
waveform of cluster c. The higher the SNR is, the higher the quality of
the clustering is. Each cluster was manually reviewed for quality con-
trol. Overall SNR, as well as examples of extracellular spike waveforms
are shown in Supplementary Fig. 15.

Data analysis. We quantified the neurons firing activity by computing
the phase-locking value (PLV) which estimates spike timing synchro-
nization relative to an oscillation, in our case the tACS waveform. This
metric is commonly used allowing a direct comparison with other
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studies. The PLV was computed using the following formula (Eq. 3)104:

PLV =
PN

k = 1 e
iθk

N

�����
����� ð3Þ

Where N is the number of action potentials and θk is the phase of the
tACS stimulation at which the kth action potential occurs. A PLV of 0
means that there is no synchronizationwhile a value of 1means perfect
synchronization. In addition, we used polar histograms—also called
phase histograms—to highlight the preferred direction at which a
neuron fires a spike (0 degrees equals the stimulation peak, 180
degrees equals the stimulation trough). The tACSwaveformwas based
on the LFP artifact, we quantified the PLV and neuronal phase shift
using a filtered version of the LFP. The latter was filtered with a 2nd-
order Butterworth filter between 9 and 11 Hz for alpha stimulation and
19–21 Hz for beta stimulation. For the no stimulation period we com-
puted the PLV and neuronal phase shift with regards to a virtual tACS
waveformwith the corresponding block frequency (10Hz or 20Hz, for
alpha and beta stimulation respectively).

To classify neuron behaviors based on their phase shifts, we
created a framework that could be divided into three main steps
(Supplementary Fig. S16). Firstly, responsive neurons to tACS were
identified based on a Rayleigh uniformity test (p < 0.05) using the
MATLAB circular statistics toolbox97. We only kept responsive
neurons in at least 10 time windows (or 50% of the total number of
time windows). Since working with a circular data set can be chal-
lenging, we then computed the correlation coefficient between
circular and linear variables using a specific function from the
toolbox previously cited. We only kept neurons showing a high
correlation coefficient (we chose 0.5 as a threshold value) and sig-
nificance (p < 0.05). Finally, we kept neurons exhibiting a phase shift
greater than 15° between the preferred phase in the first time win-
dow and the last time window.

All analyses on NHP data were performed in MATLAB using cus-
toms scripts on a regular desktop workstation.

Experiment 3 – electric fields on microcircuit modeling of the
motor cortex
Experiment 3a - Populated head model with realistic neurons
Neuron model. We used multi-compartmental conductance-based
neuron models with realistic morphologies from cortical layers gen-
erated in theNEURONv7.6105. NEURON is a simulation environment for
simulating neurons with complex biophysical and anatomical prop-
erties. It is based on cable theory, which discretizes neuron morphol-
ogy into small compartments for computing neural dynamics. The
membrane voltage changes can be modeled along branches as a
function of time and space. Branches are divided into small compart-
ments of length dx, and the following equation can be numerically
solved (Eq. 4):

1
ri

∂2V ðx,tÞ
∂x2

� cm
∂V ðx,tÞ

∂t
+ iionic =

1
ri

∂E ðx,tÞ
∂x

ð4Þ

where Ekðx,tÞ is the induced electric field along the neuron com-
partment, V ðx,tÞ is the membrane potential, ri is the cytoplasmic
resistance, cm is the cellmembrane capacitance, iionic are the currents
passing through membrane ion channels, x is the location of neuron
compartment. The morphologically realistic neuron models were
modified and adapted to the biophysical and anatomical properties
of adult human cortical neurons106. Different ion channels and mye-
lination are modeled as outlined in detail in106. Here, we used only L5
thick-tufted pyramidal cell models based on their hypothesized
involvement in the TMS-evoked motor-evoked potential
generation66,69, and high responsiveness to the tACS in the modeling
study107.

Synaptic activity modeling. The synaptic current Isyn at the a single
postsynaptic compartment that results from a presynaptic spike was
modeled as follows108 (Eq. 5):

Isyn tð Þ= gsyn tð Þ V tð Þ � Esyn

� �
ð5Þ

where the effect of transmitters binding to and opening of post-
synaptic receptors is a conductance change, gsyn tð Þ, in the post-
synaptic membrane. V tð Þ denotes the transmembrane potential of the
postsynaptic neuron and Esyn is the reversal potential of the ion
channels that mediates the synaptic current. The dual exponential
equation is used to describe the time course of the synaptic
conductance108 (Eq. 6):

gsyn tð Þ= �gsyn
τ1τ2

τ1 � τ2
exp � t � ts

τ1

	 

� exp � t � ts

τ2

	 
	 

ð6Þ

where ts is the time of a presynaptic spike, τ is the time constant of
single exponential decay, τ1 and τ2 characterize the rise and fall times
of the synaptic conductance in the dual exponential function. Like our
previous modeling study107, spiking activity of all neurons was gener-
ated through a synapse with a Poisson distributionwith the same seed.
The synaptic conductance resulting from the Poisson input was
modeled with Esyn =0mV , τ1 = 2ms and τ2 = 10ms109.

Populating neurons in head model. We can use the quasi-static
approximation to separate the spatial and temporal components of
the electric field110,111. For the spatial component, we calculated tACS-
induced electric fields in the realistic volume conductor human head
model using the head models implemented in SimNIBS112. A spherical
regionof interestwith a radius of 11mmwasusedon theheadmodel to
contain only the precentral gyrus. The gyrus was populatedwith single
neuron models. The gray matter surface mesh of the modeled region
contains 930 triangular elements. The L5 pyramidal neuronmodels are
allocated in element by placing the soma at the center of the elements
and a normalized depth of 0.65 between the gray and white matter
surface meshes106. These model neurons were oriented so that their
somatodendritic axes are normal to the gray matter surface. Five var-
iants of L5 pyramidal neurons with different morphologies were co-
located within each element, resulting in a total number of 4650
neurons in the region of interest. The placement of neurons and
extraction of electric field vectors from the SimNIBS output were
conducted in MATLAB. Because the aim of this investigation is to find
the direct effect of electric fields on neurons, the neuronmodels were
not interconnected. Therefore, higher electric fields are needed to
achieve entrainment effects comparable to in vivo107. Electric fields on
the cortexwere scaled up by 5 resulting in a peak electricfield strength
of approximately 1.5 V/m.

Coupling electric fields to neuronmodels. The spatial component of
the exogenous electric fields can be applied to cable models using the
NEURON software’s extracellular mechanism105. To couple the electric
fields computed in the finite element method simulations of AC sti-
mulation to the neuron models, the electric potential (Ve) was calcu-
lated for each cell by numerically integrating the electric field
component along each neural compartment. In the case of uniformly
distributed electric fields, the electric potential equation can be sim-
plified as follows (Eq. 7)113:

Ve = �
Z

E
*

�d I
*

= � E
*

� I
*

= � ðExx + Eyy+ EzzÞ ð7Þ

Where E
*

is the electricfield vector, I
*

is the displacement. Ex , Ey and Ez

indicate the Cartesian components of the electric field in a three-
dimensional space, and x, y, and z denote the Cartesian coordinates of
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each neuron compartment. The extracellular potential, E|| in Eq. 4, is
calculated for each neuron compartment based on the external
electric field induced by tACS using the electric potential. The electric
field at the model compartments was interpolated from the meso-
scopic tACS-induced electric fields computed in the model. Because
the electric fields in our study are varying at low frequencies <100Hz,
they can be considered quasistatic and can be divided into spatial and
temporal components110,114. After determining the spatial distribution
of electric field, the electric field was computed by scaling the spatial
distribution to the temporal component over time using a sinewave
(10 or 20Hz). The simulation duration was 9min, involving a 3-min no
stimulation baseline period, and a 6-min AC stimulation period. This
setup matches the protocol of our presented human and animal
experiments.

Experiment 3b - Computational modeling of neural microcircuit
Neuronmodels. We hypothesized that synaptic connections between
neurons may contribute to the phase-dependency of tACS effects and
phase shifting of spiking activity observed in experiment 1 and 2. Here
we aimed to investigate how the AC electric field entrains neurons that
are coupled via synaptic connections in a microcircuit. The micro-
circuit model was composed of excitatory regular spiking pyramidal
cells (PY) and a fast-spiking inhibitory interneuron (IN). We imple-
mented two-compartment models of each neuron consisting of soma
and a dendrite. The parameters used for the morphologies of the
neurons are shown in Supplementary Table 3. We used NetPyNE115, a
Python package to simulate and model biological neuronal networks
using the NEURON simulation environment105. The membrane poten-
tial of the model neuron was calculated in NEURON.

Active currents in PY include a fast sodium current (INa), fast
potassium current (IKv), slow non-inactivating potassium current (Ikm),
leak current (IL), calcium current (ICa), and Calcium-dependent potas-
siumcurrent (IKCa). The kinetic equations of these currents are adapted
from themodel116. Membrane electrical properties, such asmembrane
capacitanceand ion channel conductanceof themodel aremodified to
generate a regular-spiking firing pattern. The IN was adapted from
single-compartmentmodel117 and a dendritic compartment is added to
allow for electric field coupling. INs only contain (INa) and (IKv) currents
to create fast-spiking activity.

Modeling of AC stimulation. We used a sinusoidal stimulation wave-
form and simulated themicrocircuit at an electric field strength of 3 V/
m. Two stimulation frequencies (10Hz and 20Hz) were applied during
the simulation, consistent with our experimental conditions. The
electric field was spatially uniform and aligned with the horizontal axis
which corresponds to the somatodendritic axis of themodel cells. The
total duration of the stimulation was 10min, with a 6-min no-stimula-
tion baseline period and a 6-minute period with AC stimulation. We
coupled the AC electric field to all two-compartment neuron models,
as in experiment 3a.

Synaptic current. We implemented α-amino-3hydroxy-5-iso-
xazolepropionic acid (AMPA), N-methyl-D-aspartate (NMDA), and γ-
aminobutyric acid type A (GABAA) mediated synaptic current in the
microcircuit model. Using the same dual exponential equation (Eq. 6),
synaptic conductance resulting from excitatory (AMPA and NMDA)
and inhibitory (GABAA) synapses were simulated with parameters in
Supplementary Table 4118. All neurons received Poisson random inputs
to mimic subthreshold synaptic inputs from the background.

Microcircuit connectivity. The simplifiedmicrocircuit is composed of
2 PYs and 1 IN and all neurons were spatially arranged in a specific
orientation that mimics the spatial distribution of neurons in the pre-
central gyrus (Fig. 4d). One PY corresponds to the premotor neuron in
BA6, with the somatodendritic axis oriented normal to the anterior

gray matter surface. The other PY is oriented normal to the posterior
gray matter surface, as well as the IN corresponding to the primary
motor cortex neurons in BA4. Small INs can be orientated in any
direction, and they are not very responsive to the electric field107. For
simplicity, IN in the microcircuit has the same orientation as the BA4-
PY. BA6-PY connects to the BA4-PY and IN through excitatory con-
nections with a synaptic delay of 2ms. This connection in the model
emulates the premotor-to-motor projection. BA4-PYwas connected to
the IN locallywith a reciprocal connectionand a shorter synapticdelay.
All excitatory synapses were connected to the dendritic compartment
of themodel neurons and the inhibitory synapse was connected to the
soma. The microcircuit parameters are described in Supplementary
Table 5. Several studies have suggested that tACS induced entrainment
effect is stronger when the stimulation frequency is close to the
intrinsic oscillations of neurons38,63. Therefore, the synaptic Poisson
inputs to PYs were tuned to match each stimulation condition. For
alpha stimulation, PYs are tuned to firing around 10 spike/second. For
beta stimulation, PYs are tuned to fire at low beta rhythm (around
17 spikes/second). Due to the higher firing rate of BA6-PY during beta
stimulation, BA6-PY-to-IN NMDA synaptic strength was reduced to
keep the firing rate of IN consistent with the alpha stimulation
condition.

Modeling of plasticity. Although direct monosynaptic output to
muscles primarily originates in BA4a and BA4p, pyramidal neurons in
BA6 play an important role in motor response generation via mono-
synaptic projections to BA466,75. To replicate and explain the experi-
mental results observed from experiment 1, we explored different
realistic parameters in themodel.We hypothesized that phase shifting
of cortical motor excitability could be related to NMDA receptor-
mediated synaptic plasticity during the stimulation period59. Long-
term potentiation was modeled as persistent strengthening of the
NMDA synaptic connection from BA6-PY to BA4-PY. For each stimu-
lation frequency, we simulated 20 trials and systematically increased
the NMDA weights with a constant increment while keeping the other
parameters unchanged.

Data analysis. As in experiment 2, PLV was used to quantify the neural
entrainment. For each neuron, the preferred phase of the neuron was
calculated by taking the average of phases of spikes corresponding to
the stimulation waveform. Data analyses for computational modeling
were conducted in MATLAB.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
Experimental human data is available upon a request to the principal
investigator according to the IRB protocol approved by the University
of Minnesota. Experimental animal data is available upon a request to
the principal investigator according to the IACUC protocol approved
by the University of Minnesota. Source data are provided with
this paper.

Code availability
Matlabversion 2020b/2021bwasused for data analysis.Matlab 2020b/
2021b was used for statistical analysis using the statistics and machine
learning toolbox. ForNHP spiking data analysis open-source and freely
available toolboxes Wave_clus and Fieldtrip were used. For computa-
tional modeling was done in Python using open-source and freely
available toolboxes NetPyNE and NEURON. Further, simulations were
run using our open-source NeMo-TMS repository (https://github.com/
OpitzLab/NeMo-TMS) and the open-source repository related to
Aberra et al. 106 (https://github.com/Aman-A/TMSsim_Aberra2019).
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