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Ripples in thebottomof thepotential energy
landscape of metallic glass

Leo Zella1, Jaeyun Moon 2,4 & Takeshi Egami 1,2,3

In the absence of periodicity, the structure of glass is ill-defined, and a large
number of structural states are found at similar energy levels. However, little is
known about how these states are connected to each other in the potential
energy landscape. We simulate mechanical relaxation by molecular dynamics
for a prototypical Cu64:5Zr35:5 metallic glass and follow the mechanical energy
loss of each atom to track the change in the state. We find that the energy
barriers separating these states are remarkably low, only of the order of 1meV,
implying that even quantum fluctuations can overcome these potential energy
barriers. Our observation of numerous small ripples in the bottom of the
potential energy landscape puts many assumptions regarding the thermo-
dynamic states of metallic glasses into question and suggests that metallic
glasses are not totally frozen at the local atomic level.

It is immensely difficult to characterize the relationship between
structure and dynamics in disordered matters such as liquids and
glasses.Conceptually, at least, the complex states anddynamics canbe
described through the potential energy landscape (PEL)1–4. When a
liquid is cooledwithout a phase change into a crystal, it falls into a local
minimum in the PEL and becomes a glass, trapped in a non-equilibrium
state. Given sufficient thermal and mechanical energies, transitions
from this local minimum to other local minima occur through activa-
tion and relaxationprocesses over energybarriers. Classical depictions
of the PEL focus on basins and metabasins which includes multiple
basins, with the α-relaxation to connect different metabasins and the
β-relaxation to connect basins.Within the basin glasses are assumed to
be ‘frozen’. However, recent simulation5,6 and theory7 suggest a more
complex picture. The basins and metabasins in the PEL form a hier-
archical structure, allowing for a greater diversity of activation-
relaxation phenomena. Since these features in the PEL play a crucial
role in the structure-property relationship in disordered matters, it is
important to characterize features of the basins in the PEL and how
they are inter-connected.

These features within the basins should manifest as relaxation
processes which can be probed mechanically. The α-relaxation and
β-relaxation have been extensively studied using standardmechanical
techniques such as dynamic mechanical spectroscopy (DMS)8,9 and
atomic forcemicroscopy10–12. An early simulationwork13 suggested that

metallic glasses undergo atomic-level plastic deformation even below
the yield point. Because every atom in metallic glasses has a different
local environment, when a macroscopic strain is applied across the
system, there arise non-uniform strains at the atomic-level14. Such non-
uniform strains could result in locally plastic behavior even in the
apparently elastic regime. This prediction is now supported by a
growing body of experimental works showing atomic-level local
deformationupon loading and lowenergymechanical relaxation in the
form of microscopic rearrangements below the yield point14–16, and
also by simulation works demonstrating microscopic rearrangements
in the apparently elastic regime13,17–19.

To probe the microscopic plastic behavior, we utilize molecular
dynamics dynamic mechanical spectroscopy (MD-DMS) on a proto-
typical Cu64:5Zr35:5 metallic glass (Tg∼ 700K). We apply uniform
sinusoidal shear strains with the maximum amplitude of ϵA = 1:0% and
2.5 % and a period of 100 ps at temperatures from 0.1 K to 300K and
decompose the stress into atomic-level stresses to observe the atomic
response to a mechanical perturbation. We perform a cycle-to-cycle
analysis to determine the atomic-level phase shift of the atomic-level
shear stress compared to the macroscopic strain and evaluate the
atomic-level energy loss due to atomic rearrangements. We find that
above 100K, most lossy atoms identified in one shear deformation
cycle convert to non-lossy behavior in the next cycle, demonstrating
high transience of local atomic structure participating in mechanical
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relaxation. In contrast, at cryogenic temperatures lossy atoms are
largely reversible. From this temperature dependence, we find the
activation energy for local structural change to be quite small, only on
the order of EA≈1meV. Given that these activation energies are well
below those of the α and β relaxation, we ascribe this to the small
ripples in the bottom of the basin in the PEL. Such ripples were largely
overlooked in earlier studies, but they may be related to the nearly
constant loss observed at low temperatures20,21. Additionally, we esti-
mate the magnitude of quantum fluctuations using the vibrational
density of states. The zero-point vibration energy is far above the
energy barriers of the ripple, implying that quantum fluctuations easily
connectmultiple subbasins. Our results suggest that the systemmoves
easily within the PEL basin through quantum fluctuations and thermal
excitations and challenges many assumptions regarding the thermo-
dynamic states of metallic glasses.

Results
Lossy atom distribution
In an earlier study, we have demonstrated that the individual atomic-
level shear stress is a powerful tool to identify the subset of atoms in
the system responsible for the mechanical loss in a single cycle of
shear strain (see Methods for details)22. From the atomic-level shear
stress response in frequency space (Fig. 1a, b), we estimate individual
atomic-level phase shift δatom, which corresponds to the atomic-level
mechanical loss. The calculated δatom for all atoms over a single cycle
of shear strain shows a nearly symmetric distribution of atomic-level
phase shift (Fig. 1c). We define atoms directly involved in the
mechanical loss during the strain cycle by an atomic-level phase of
δatom 2 ½π4 , 3π4 �. These lossy atoms are shown in the cross-hatched
region in Fig. 1c. The identification of the phase of lossy atoms during
mechanical loss was shown in a previous work22.

By examining if atoms identified as lossy at a cycle (the cyclen) are
still lossy in the subsequent cycle (the cycle n + 1) we can study how

reversible the mechanical loss is at the atomic level. We find that the
result strongly depends on temperature, but notmuchoncooling rate.
We see that at a cryogenic temperature of 0.1 K, the distribution of
δatomðn+ 1Þ of lossy atoms remains centered around δatom≈

π
2, as shown

in Fig. 2, indicating most lossy atoms remain lossy. However, the dis-
tribution of δatomðn+ 1Þ changes dramatically with a relatively small
increase in temperature, with the peak at δatom≈

π
2 decreasing rapidly in

height and creating a distribution more akin to those of the whole
system, centered around δatom≈0, as seen in Fig. 1c. This rapid change
represents a change frommostly reversiblemechanical loss at very low
temperatures to irreversible/transient mechanical loss at elevated
temperatures. At higher temperatures, atoms identified as lossy in the
first cycle are more likely to be no longer lossy and part of the elastic
peak at δatom≈0 in the next cycle. Comparing these temperature
dependent trends for samples prepared with different cooling rates,
represented in Fig. 2a–d, minimal differences are seen over the four
decades of cooling rates.

Temperature dependence of lossy fraction
To understand the evolution of lossy atoms over many cycles, we
calculate the fraction of atoms identified as lossy at the cycle n, and
remain lossy after additionalm cycles, as 〈 flossy (n,n +m)〉 (see Eq. (2) in
Methods section). Over the 30 cycles in which lossy atoms were
identified, the fraction of lossy atoms that remain lossy for up to 9
cycles later and across a variety of temperatures and cooling rates is
shown in Fig. 2. By definition, the 〈 flossy〉 fraction starts at 1 for m=0,
that is the cycle when lossy atoms were identified. As shown in Fig. 3,
there is a large drop in the fractionwith increasingm. Interestingly, the
fraction decays significantly at the first additional cycle (m = 1) and
does not decay much afterwards (m=2� 9), apart from the sample
with the highest cooling rate which shows a slower decay, at inter-
mediate temperatures (10–75 K) seen in Fig. 3a. For all cooling rates,
〈 flossy〉 at 0.1 K remains high at around 0.7 even up to 9 cycles later,

Fig. 1 | Method for calculating atomic-level phase shift in frequency space and
the resulting distribution of atomic-level phase shift at 300K for the slowest
cooling rate of 0.01K/ps. (a) Atomic-level shear stress of a lossy atom with red
dashed line representing amplitude and phase shift of atom calculated by Fourier

transform. (b) Amplitude response in frequency representation of atomic-level shear
stresswith reddatapoint representing the sinusoidal shearing frequency. (c) Atomic-
level phase shift (δatom) distribution for all atoms from 1 cycle at 300K. The hatched
area within dashed lines indicates the bounds of the definition for lossy atoms.
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Fig. 2 | Lossy atom phase shift distribution 1 cycle after initial identification of
lossy atoms at the strain of 2.5%. It is shown that at low temperatures, the
mechanical relaxation ismostly reversible with lossy atoms remaining lossy (that is

with δatom≈π=2). As temperature increases, thedistributionmore closely resembles
thatof thedistributionof all atoms for all cooling rates at (a) 100 K/ps, (b) 1 K/ps, (c)
0.1 K/ps, and (d) 0.01 K/ps.

Fig. 3 | The average fraction of lossy atoms that remain lossy using a strain of
2.5 %, 〈 flossy (n, n +m)〉, where m is the number of cycles later from cycle of
identification n. Data is averaged from 20 cycles with error bars representing the

standard deviation. This is done for a variety of cooling rates at (a) 100K/ps,
(b) 1 K/ps, (c) 0.1 K/ps, and (d) 0.01 K/ps.
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indicating lossy atoms remain largely lossy in a largely reversible, non-
transientmanner atT =0.1 K. Remarkably, the 〈 flossy〉 fraction is rapidly
reduced with the increase in temperature until reaching a plateau of
〈 flossy〉 ≈0.2 at around 100K. This represents a characteristic change in
mechanical loss from highly reversible, non-transient behavior at
cryogenic temperatures to highly transient behavior at temperatures
above 100K.

In order to study the role of the magnitude of strain, we plot the
〈 flossy (n, n + 1)〉 for just one cycle after identification at a shear strain of
ϵA = 2:5% and ϵA = 1%, both of which are in the elastic regime macro-
scopically as shown in Supplementary Fig. 1. Theplotof 〈 flossy (n,n + 1)〉
in Fig. 4 clearly shows the same massive decrease in the lossy fraction
as a function of temperature for both strain magnitudes. Interestingly,
for the strain of 1 %, we observe that the transition in temperature
dependence to theplateauoccurs at a lower temperature than for 2.5%
strain. To further confirm that the large drop in lossy fraction occurs
mostly after the first cycle, we also calculated 〈 flossy (n, n + 9)〉, that is
the fraction of lossy atoms that remained lossy 9 cycles later, as seen in
Supplementary Fig. 2, which largely demonstrates the same trend.

To characterize the temperature dependence of the lossy frac-

tion, we fit an exponential function as hf lossyðn,n+ 1Þi≈ae�
EA
kBT +b to

calculate the apparent activation energy of the atomic rearrangements
related to the change in mechanical loss. We find an apparent activa-
tion energy of EA≈0:6meV at ϵA = 2:5% and EA≈0:1meV at a strain of
ϵA = 1%, with fit seen in the inset of Figs. 4a, b for the slowest cooling
rate. These activation energies are significantly smaller than those for
the typical β relaxation in metallic glasses which is on the order of
1 eV23,24. From the use of two different strain magnitudes, we observe a
similar rapid change from reversible to mostly irreversible and tran-
sient mechanical relaxation for two different strain magnitudes.

As this rapid change in mechanical loss happens at low tem-
peratures with such low activation energies, we next examined if
quantummechanical zero-point fluctuation is sufficient to overcome
such small barriers. Utilizing the vibrational density of states (vDOS)
of the system calculated at 0.1 K we calculate the total vibrational
ground state energy to be 26:8meV=atom. By equating this ground
state energy to the total thermal energy of the systemwe estimate an
effective temperature of the zero-point vibrational motion, TZPE, to
be ∼104 K and is indicated in Fig. 4 as the dashed vertical line (see
Methods section for details). This temperature represents the
equivalent thermal energy that the ground state of the zero-point
vibrational motion of the system contains and for both strain mag-
nitudes, TZPE is large enough to be in the region of low mechanical
reversibility. This implies that zero-point vibration energy is enough
to overcome these ripples in the PEL, and the reversible loss will not
occur in reality.

Discussion
The transition we observe in the 〈 flossy (n, n + 1)〉 fraction as a function
of temperature shows that only at very low temperatures and in clas-
sical simulation, mechanical relaxation occurs within mostly the same
groups of atoms and thus is highly reversible. At higher temperatures
or if the quantum effect is included, mechanical relaxation occurs
through new groups of lossy atoms each cycle, thus relaxation is
characterized as irreversible. As temperature increases, so does the
accessible relaxation processes in the PEL, leading to transience. This
observation is consistent with the view of the PEL describing the ‘val-
leys’ of the PEL not as smooth, but rough7,25. The complex, fractal-like
nature of the PEL basinwas shownby Liu et al.6 where an external shear
to an atomistic simulation of a Cu–Zr metallic glass created tortuous
pathways for low-barrier activations in the PEL. The possibility of local
rearrangements even deep in the glassy state is further supported by
the observation that in various metallic glasses the medium range
order freezes at the glass transition but the short range order does
not26. Onewould imagine that the small local energy barriersmay relax
out after some time. However, they do not, most likely reflecting the
fundamental structural frustration27,28.

It is interesting to note that the ‘roughness’ of the PEL allows for
dynamics that are of lower energy29,30 than α and β relaxations. This
changes our view on the nature of mechanical loss; it is mostly sto-
chastic and irreversible, and not reversible as is often assumed. By
using twodifferent strainmagnitudeswefind twodifferent activation
energies of around EA≈0:6meV and EA≈0:1meV. In metallic glasses,
the atomic displacement due to external stress is different for each
atom, because all atoms have different local structures. As a result,
the PEL is altered when stress is applied. The activation energies that
we find at 2.5% and 1% strain reflect these changes. If we assume that
the activation energy is equal to the elastic energy due to the applied
strain, EA≈ GV=2

� �
ε2A, where G is shear modulus, V is the local volume

of the object and εA is external shear amplitude, we find V≈123,
which is comparable to the atomic volume. Thus, this activation
is achieved by the motion of a single atom. This is consistent with
the observation that about 20% of atoms are liquid-like, and can

Fig. 4 | Theaverage fractionof lossy atoms 1 cycle after initial identification at a
strain of 2.5% and 1.0%. Lossy fraction 〈 flossy (n, n +m)〉 for various cooling rates
demonstrating the rapid transition from mostly reversible to mostly irreversible
mechanical loss using (a)m = 1 (one cycle later) at the strain of 2.5%with inset figure
showing exponential fit and (b) m = 1 (one cycle later) at the strain of 1%. For both
strains, a rapid transition from low transience where lossy atoms mostly remain
lossy to high transience is shown with emerging plateau at high temperatures. The
dashed line represents the effective zero-point vibration temperature which is in
the region of high transience. Inset figure shows exponential fit to the slowest
cooled system of 0.01K/ps and gives the calculated activation energy. Data is
averaged from 20 cycles with error bars representing the standard deviation.
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easily be activated31. In Fig. 1, the population of the lossy atoms with
δatom 2 ½π4 , 3π4 � is ∼10%. At temperatures above roughly 50 K, these
lossy atoms largely revert to the systemphase shift distribution in the
subsequent cycle as seen in Fig. 2. However, the percentage of these
lossy atoms that continue to remain lossy is roughly ∼20%, which is a
slight increase over the percentage of lossy atoms in the system. This
small increase may be a consequence of rejuvenation induced by
cyclic deformation. During a deformation event, when the system
reaches the saddle point in the PEL the configurational temperature
is so high that locally a glass turns into a liquid for a very short time32.
When the system relaxes from the saddle point to the final state, the
relaxation process occurs quickly, in the timescale of 1 ps or less, so
that locally liquid is rapidly quenched to a glass. This rapid local
cooling results in a state with high fictive temperature, resulting in
rejuvenation33.

Plastic behavior in disordered solids has been extensively studied
using athermal quasistatic simulations (AQS)34,35. In AQS, small strain
steps are applied to glasses at 0K followed by potential minimization
tomove the system to a localminimum in the PEL, mimicking the slow
timescales of experiments. During these strain steps, there will be
occasional plastic atomic rearrangements which have been linked to
‘defects’ in the structure36–38. While the concept of defects has been
successful in crystals39, our result suggests that identifying defects in a
glassy structure by AQS simulations may be misleading. Classical AQS
simulations donot include any thermal andquantumeffects on atomic
rearrangements. Therefore, the effectiveness of AQS simulations in
glasses is in doubt without assessing these effects. For instance, some
of the reversible mechanical relaxation observed in AQS works40–42

may not be realistic in metallic glasses due to the mechanical and
thermal coupling causing stochastic and irreversible behavior shown
in this work. Metallic glasses having a transient mechanical relaxation
in this timescale is consistent with the observations that periodic
loading below the yielding transition can relax or rejuvenate the
system43–45 and it has been used in other works studying internal fric-
tion and relaxation46,47.

Because the energy barriers identified here (<1meV) are far lower
than the zero-point vibrational energy, quantum-mechanically the
system does not stay at the energy minimum state, but it is in a
quantum resonant state involving multiple local states. Some atoms
are rapidly tunneling among two or more sites. Such resonance was
observed for superfluid 4He by neutron scattering as a peak at 2.3 Å
and 0.4meV48. It will be of interest to try to observe such phenomena
for metallic glasses, although the signals may be much weaker and
more diffuse than in superfluid 4He. Quantum resonance is widely
known for electrons49, spins50, and atoms51. The present results suggest
that it may be more commonly seen among amorphous materials,
particularly in metallic glasses.

In summary, our results demonstrate the complex nature of the
underlying PEL in metallic glass which fundamentally determines the
relaxation dynamics of the system. The activation energies observed
here are much smaller in magnitude in comparison to those for the α
and β relaxations. They are so small that even quantum mechanical
fluctuations could easily overcome these barriers. Thus, the local
structure of glass is not static, but is fluctuating, even at room tem-
perature and below. Our results corroborate the experimental studies
of low energy mechanical relaxation14,15 and simulation and theory
works showing the fractal nature of the PEL6,7. However, our results call
into question many of the assumptions made about the nature of
metallic glass and challenge the relevance of structural defects and the
validity of AQS simulations.

Methods
Molecular dynamics simulation
Classical molecular dynamics simulations were performed using the
Large-scale Atomic/MolecularMassively Parallel Simulator (LAMMPS)52

with a timestep of 1 fs using a Cu64:5Zr35:5 metallic glass with 16,000
atoms and a density of 7.84 g/cm3. Each low temperature glass was
made by a typical melt-quenchmethodwithmelting at 3000K for 1 ns.
Four different cooling rates were used: 100K=ps,1K=ps,0:1K=ps and
0:01K=ps. The embedded atom method (EAM) potential was used to
describe interatomic interactions53 and periodic boundary conditions
were imposed. The relaxed system was then sinusoidally sheared fol-
lowing similar protocols in the literature46,54 with a sinusoidal strain of
ε tð Þ= εA sin ωtð Þ, where t is time, ω= 2π=Tω, a period Tω = 100 ps and
two different maximum strains of εA = 2:5% and εA = 1:0% to compare
impact of strain magnitude. Before collecting data, 30 training/equili-
bration cycles were done followed by another 30 cycles for data
collection.

Atomic-level loss and lossy fraction
To characterize atomic-level viscoelastic response and identify atoms
responsible for mechanical loss, we used atomic-level stresses55,56 to
decompose the system response into atomic-level components22.
Atomic-level stresses are calculated in LAMMPS as follows:

σab
i =

1
Ωi

X
j

ð f aijrbij +miv
a
i v

b
i Þ ð1Þ

where a and b are Cartesian components, Ωi is the atomic volume of
atom i, f aij is the two-body force between atoms i and j, raij is the a
component of the distance vector, rij, between atoms i and j, and vai is
the a component of the velocity of atom i. Atomic-level volume
is calculated by standard Voronoi tessellation57. We identify atoms
responsible for mechanical loss by the Fourier transform58 of the
time dependent atomic-level shear stress response seen in Fig. 1a, b.
Each atom has a corresponding phase shift ranging from ½�π, +π� and
a representative distribution of the system is seen in Fig. 1c. In a
previous work22 we showed atoms with δatom≈

π
2 as responsible for

mechanical loss and thuswedefine ‘lossy’ atoms in this work as δatom 2
½π4 , 3π4 � and are represented by the hatched region in Fig. 1c. The
temperature scaling of our results is not sensitive to the choice of the
boundaries as shown in Supplementary Fig. 5.

The lossy fraction represents the fraction of atoms identified as
lossy in some cycle nwhich remain lossy some cycle n+m later. This is
calculated as follows:

f lossy n,n+mð Þ
D E

=
Nlossy,remain n,n+mð Þ

Nlossy nð Þ

* +
ð2Þ

This lossy fraction represents number of lossy atoms from cycle
(n) which remain lossy at a later cycle (n+m) with � � �h i representing
the average over 20 cycles. This lossy fraction was computed for all
four cooling rates and temperatures for a strainmagnitude of εA = 2:5%
and is shown in Fig. 3.

Zero-point energy calculation
We estimate the effective zero-point motion temperature from
the vibrational density of states (vDOS) given by the Fourier trans-
form of the velocity autocorrelation function by the following
equation:

gðωÞ=
X3Natom

m= 1

δðω� ωmÞ=
1

kBT

Z 1

0

XNatom

n= 1

mnhvnðtÞ � vnð0Þieiωtdt ð3Þ

where Natom is the number of atoms,mn is the mass of atom n, vnðtÞ is
the velocity of atom n at some time t, thus the quantity vn tð Þ � vnð0Þ

� �
represents the autocorrelation function for atom n59–61. For better
statistics, vDOS calculations were done using five different initial
velocity trajectories at 0.1 K. A plot of the vDOS can be found in Sup-
plementary Fig. 6. The effective temperature of the zero-point
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vibration energy, TZPE, can then be approximated from the vibrational
density of states by:

E0 =
Z

1
2
_ωg ωð Þdω= 3NatomkBTZPE ð4Þ

Data availability
All data are available from the corresponding authors on request.
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