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Moving event detection from LiDAR point
streams

Huajie Wu 1,2, Yihang Li1,2, Wei Xu1, Fanze Kong1 & Fu Zhang1

In dynamic environments, robots require instantaneous detection of moving
events with microseconds of latency. This task, known as moving event
detection, is typically achieved using event cameras. While light detection and
ranging (LiDAR) sensors are essential for robots due to their dense and
accurate depth measurements, their use in event detection has not been
thoroughly explored. Current approaches involve accumulating LiDAR points
into frames and detecting object-levelmotions, resulting in a latency of tens to
hundreds of milliseconds. We present a different approach called M-detector,
which determines if a point is moving immediately after its arrival, resulting in
a point-by-point detection with a latency of just several microseconds.
M-detector is designed based on occlusion principles and can be used in dif-
ferent environments with various types of LiDAR sensors. Our experiments
demonstrate the effectiveness of M-detector on various datasets and appli-
cations, showcasing its superior accuracy, computational efficiency, detection
latency, and generalization ability.

Autonomous robots, including self-driving vehicles and autonomous
drones, have the potential to revolutionize various applications such
as last-mile delivery, robotaxi, agriculture, and aerial imaging, making
them increasingly relevant to our daily lives. However, one of the key
challenges in deploying these robots is the detection and avoidance of
non-cooperative moving objects that are prevalent in real-world
environments. Accidents caused by collisions with fast-moving
objects, such as tossed objects or birds that collide with drones1,2,
and sudden-crossing pedestrians or cyclists hit by self-driving
vehicles3–5, are examples of these challenges. To avoid such acci-
dents, a robot must detect fast-moving objects or any of their moving
parts immediately after the occurrence of the motion. This task is
known as moving event detection, or event detection.

The task of event detection is usually achieved by, and also
obtains its name from, event cameras6. These cameras are designed to
detect changes in a scenewith a reaction time ofmicroseconds. Unlike
traditional cameras, which measure the intensity of a pixel at a fixed
rate (i.e., the frame rate), an event camera measures the change in
intensity (rather than the intensity itself) of a pixel. When a change in
intensity is detected at a pixel, such as due tomoving objects, an event
is triggered at that pixel to indicate a change in the scene. This

generates a stream of asynchronous events with microsecond-level
latency. Due to the high dynamic range, low power consumption, and
low detection latency7, event cameras have been used in many inter-
esting applications such as dynamic obstacle avoidance for
quadrotors8, video reconstruction in high-speed motion9, and visual-
inertial odometry for extreme motion conditions10.

Light detection and ranging (LiDAR) sensors are another type of
sensors widely used for autonomous robots. Unlike cameras that mea-
sure the intensity or intensity change at each pixel, LiDAR sensors
measure the depth of that pixel by emitting a laser pulse along the pixel
direction and computing the laser time of flight (ToF). Such an active
and direct ranging mechanism can produce depth measurements that
are very accurate (e.g., centimeter level), efficient (e.g., without extra
triangulation for depth estimation), and independent of external illu-
mination, enabling the robot to perceive its surrounding environments
precisely and timely even at night. Moreover, LiDAR sensors often have
tens to hundreds of laser emitters stacked in an array and each one
emits laser pulses at microseconds interval11,12, producing tens of thou-
sands to millions of points per second. These high-frequency point
measurements, although at a fixed rate, has a temporal resolution of
microseconds to sub-microseconds that is similar to event cameras.
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Fully exploiting these high-frequency measurements could provide
extremely timely detection of any moving events in the scene. Specifi-
cally, it requires a moving point to be detected immediately after its
arrival to minimize the latency. This online detection of moving events
at the rate of point sampling is analogous to event cameras and hence
referred to as event detection.

Moving event detection could be achieved at the measuring stage
of a LiDAR sensor, such as the Frequency-Modulated Continuous Wave
Laser Detection and Ranging (FMCW-LADAR) sensors. Compared to the
standard ToF LiDAR, FMCW-LADAR involves a continuously emitted
laser beam and utilizes the Doppler effect to acquire information on
range and velocity13. While being able to measure the velocity of each
measured point, FMCW-LADAR can only measure the point velocity
component along a laser ray, failing to detect any movements perpen-
dicular to the ray14. Besides, the FMCW-LADAR scene acquisition time
could take several times longer than LiDAR’s15, which restricts its frame
rate that is crucial for robotics applications. Furthermore, the current
FMCW system requires a fairly large processing unit, leading to a system
of bigger size, weight, and power (SWaP) requirements13.

Standard ToF LiDARs have gained much wider applications in
robotics due to their rapidly decreasing cost and requirements for
SWaP. Nevertheless, there are few works addressing the task of event
detection using ToF LiDAR measurements. A relevant task that has
caught much research attention is moving object segmentation (MOS),
which aims to segment points on moving objects from a LiDAR frame.
Existing works on MOS are mainly based on consistency check16–19,
occupancy map20–23, semantic segmentation24–29, and motion
segmentation30–35. Consistency check methods16–19 typically compare
points in a new frame to points from previous frames, labeling incon-
sistent measurements as on moving objects. Occupancy map
methods20–23 often build an occupancy-grid map and label points in a
known-free grid asmoving objects. Semantic segmentationmethods24–29

first segment the LiDAR points, and then determine the points’moving
status based on their segmented class. For example, points belonging to
vehicles or pedestrians are labeled as moving and points belonging to
walls or traffic lights are labeled as static. This labeling mechanism can
detect movable objects (e.g., a parked car) rather than truly moving
ones as required by the MOS task. To address this issue, recent works
focus on training neural network classifiers30–35 to segment true moving
objects in a frame by enforcing the neural networks to learn the
movements instead of appearance contained in the input LiDAR points.

Existing works on moving object segmentation cannot adequately
fulfill the task of event detection for a few reasons. First, existing
methods operate on frames at a rather low frequency (e.g., 10 Hz),
requiring the accumulation of LiDAR points into frames. This accumu-
lation causes an obvious delay that is equal to the frame interval, typi-
cally 100 ms, which nullifies the inherent high-rate sampling feature of
LiDAR sensors. In addition, ref. 19 relies on a future frame for detecting
moving objects, which exacerbates the delay further. For methods that
employ occupancy grid maps20–23, constructing the occupancy map is
often computationally and memory intensive, particularly when
detecting movements over long ranges (e.g., hundreds of meters) or
with small movements (e.g., a few centimeters), making real-time
operation challenging. Moreover, ref. 21–23 are offline systems that
require all LiDAR frames for occupancy map construction. For learning
methods26–35, they often require a substantial amount of ground-truth-
labeled data for training neural networks, which can be difficult to
obtain, especially given the diverse range of LiDAR types used in the
robotics community. Generalization to classes, LiDAR types, and scenes
not included in the training data remains a significant challenge.

Ourmethod for moving event detectionmakes full use of the high-
rate sampling of a ToF LiDAR sensor by detecting themovement of each
point immediately upon its arrival. This point-by-point detection
mechanism leads to an online system operating on the LiDAR point
streams. Moreover, it eliminates the need for frame accumulation and

achieves a detection latency of just 2–4 μs per point. Unlike existing
methods that rely on the appearance of objects in the input point
cloud26–35, ourmethod uses themotion cues of each point. This provides
two key benefits: first, it detects moving, rather than movable, objects
(Fig. 1b); second, it detects anymoving object, or anymoving part of the
object, regardless of its shape or class (Fig. 1a). As a model-based
method that explicitly exploits the motion cues, our method can be
easily adapted to different object classes, LiDAR types, and scenes.

We term our method as M-detector (Supplementary Video 6),
which stands for moving event detector. The low detection latency of
the M-detector also resembles the Magnocellular cell (M-cell) located in
the lateral geniculate nucleus (LGN) of human visual systems, which is a
specialized “motion-sensitive" cell that detects changes in the visualfield
with rapid response time due to their larger sizes and faster processing
capabilities compared to other cells in the LGN36 (Fig. 2).

Themotion cue that enablesM-detector is the occlusion principle
(Fig. 3), where an object that crosses the laser rays of a LiDAR sensor
will occlude the background thatwas visible in the past (Fig. 3a) and an
object that moves along the laser rays will recursively occlude (or be
occluded by) itself (Fig. 3b, c). The occlusion principles hold as long as
the sensor returns points collected on the first visible object, which is
true for existing robotic LiDARs. Building on these basic physical
principles, the M-detector is highly generalizable without requiring
massive ground-truth labels for training.

The system design of M-detector is depicted in Fig. 4. The system
accepts either an individual point or a frame of points as its input, with
the sensor ego-motion compensated in advance. In the case of a frame
input, the system serializes the frame into a stream of individual
points. Each point, whether input directly or serialized from a frame,
undergoes three parallel tests (i.e., event detection) corresponding to
the three occlusion principles (Fig. 3). The point is labeled as amoving
event if any of the three tests are positive or else labeled as a non-event
point (see Methods). The labeled point is then output immediately,
leading to a detection delay equal to the processing time of the event
detection. Then, the currently labeled points are accumulated for a
certain time period, where clustering and region growth are per-
formed to improve the detection results by rejecting possible outliers
and accepting further inliers (see Methods). The accumulated points
with event labels are finally transformed into a depth image, which is
saved in the depth image library for use in detecting future points. The
system can also output the event labels as frames after clustering and
region growth are completed. This mode of output increases the
accuracy but introduces a longer delay due to the time required for
point accumulation, clustering and region growth. A more detailed
explanation forM-detector’s workflow can be found in Supplementary
Notes 2.

Wedemonstrated the effectiveness of the proposedM-detector in
terms of detection accuracy, computation efficiency, success rate
(Supplementary Notes 3), and practical applications. Results on mul-
tiple open datasets, including KITTI37, SemanticKITTI38, Waymo39, and
nuScenes40, as well as our in-house dataset, AVIA-Indoor, showed that
the M-detector achieved consistently higher accuracy while consum-
ing the least computation time among the benchmarked methods.
Notably, it ran in real-time and achieved a detection latency of just 2–4
μs for each received LiDAR point. The method also demonstrated a
high level of generalizability, successfully detecting moving objects of
various sizes, colors, and shapes in different environments (e.g.,
laboratory, road, park, at night, see Supplementary Notes 4) and with
different LiDAR types (e.g., multi-line spinning LiDARs, non-repetitive
scanning LiDARs). Moreover, the high detection accuracy, low detec-
tion latency, and training data-free nature of M-detector provide
timely and robust moving event detection at a low cost (Supplemen-
tary Video 1), which could benefit a substantial number of real-world
robotic applications. We demonstrated several practical applications
of the M-detector, including moving object detection in autonomous
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driving, avoidance of fast-moving obstacles in quadrotor navigation,
vehicle counting in traffic monitoring, intruder detection in surveil-
lance, and dynamic points removal in LiDARmapping. TheM-detector
allowed the quadrotor to avoid obstacles with relative speeds up to 7.6
m/s even when the obstacle has a similar color to its background.

Results
Weevaluate the accuracy and computation efficiencyofM-detector on
three open datasets, including KITTI37, Waymo39, and nuScenes40, and
one in-house dataset, AVIA-Indoor (Supplementary Notes 5), leading to
a total number of 119 sequences and a total duration over 51min

(Supplementary Table 1). These datasets cover various types of LiDARs
(e.g., 32 lines, 64 lines, and non-repetitive irregular scanning), scenes
(urban, residential, highway, and indoor laboratory), objects to be
detected (vehicles, pedestrians, cyclists, and tossed objects of differ-
ent sizes or colors (Supplementary Fig. 1)), platforms (e.g., road vehi-
cles, handheld device), and illumination conditions.More details of the
datasets and their labeling are shown in Supplementary Notes 5 and
Supplementary Notes 6.

In all evaluations,we compared theM-detectorwith twomethods,
LMNet30, which is a representative learning-based motion segmenta-
tion method, and SMOS20, a representative method based on

Fig. 1 | M-detector detects the movements in a scene instantaneously.
aDetection of a sudden-crossing pedestrian. The pedestrian emerged from behind
a wall at 0.01 s and quickly entered the road without checking the road condition.
b Detection of a stationary pedestrian starting to move. The lady waited at an
intersection until 0.4 s, when she lifted her leg and began to cross the street. The
other pedestrians remain stationary and have not begunmoving. In both cases, the
upper row shows the sequence of images (for visualization only). The lower row

shows the detection results over the last 100 ms of M-detector on a Livox AVIA
LiDAR, which has a non-conventional non-repetitive irregular scanning pattern.
M-detector determines whether a point is on amoving object right after the point’s
arrival, leading to a detection latency less than the LiDAR point sampling interval (a
few microseconds). Designed on a first principle, the occlusion principle,
M-detector detects points sampled on any moving part of the scene regardless of
its shape.
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occupancy map. Methods based on semantic segmentation and con-
sistency check are not benchmarked. The reason is that methods
based on semantic segmentation only segment movable objects, not
moving ones, and thus have a different objective fromM-detector. For
consistency check-basedmethods, to the best of our knowledge, there
are no open-source implementations available for a fair comparison.
Weused twovariants of LMNet, namely LMNet-1 andLMNet-8*, and the
author-tuned parameters of SMOS, as detailed in Supplementary
Notes 7. For M-detector, different parameters were adjusted for dif-
ferent LiDAR sensors (Supplementary Table 2) based on the tuning
guidelines provided in Supplementary Notes 8. For each type of LiDAR

used in one dataset, the parameters were kept the same for all
sequences.

Since all datasets were collected in the frame mode, where
points were packed into frames at certain frequencies (Supplemen-
tary Table 1), M-detector serialized a frame into a stream of points
and labeled the movement of each point sequentially (Fig. 4). In
contrast, LMNet and SMOS were both based on frames, where they
leveraged all information in the frame to label each point. To make a
fair comparison, in addition to the point-outmode of theM-detector,
we also compare its frame-out mode, where the event labels were
output after the step of clustering and region growth (Fig. 4). The

Fig. 3 | Principle of occlusion. aWhen an object is crossing the LiDAR’s laser rays,
the current points (blue points) will occlude the previous points (orange points)
collected at time Tk−1. b When an object is moving along laser rays and away from
the sensor, the current points (blue points) will be occluded by all previous points
(i.e., orange points at Tk−1 and green points at Tk−i) that are further occluded by

themselves (i.e., orange points at Tk−1 are occluded by green points at Tk−i). cWhen
an object is moving along laser rays and towards the sensor, the current points
(blue points) will occlude all previous points (i.e., orange points at Tk−1 and green
points at Tk−i) that further occlude themselves (i.e., orange points at Tk−1 occlude
green points at Tk−i).

Fig. 2 | Analogy of M-detector to M-cell. The M-detector detects moving events
from the stream of LiDAR points in a point-by-point manner, leading to a detection
latency of just 2-4 μs. The low latency of M-detector is similar to the Magnocellular
cells (M-cells) in the lateral geniculate nucleus (LGN) of human visual systems61,

which also have a fast response time but a low resolution. In contrast, accumulating
points into frames leads to a higher resolutionbut also a longerdelay (e.g., 100ms),
a phenomenon similar to the Parvocellular cells (P-cells) in the LGN. This figure is
created with the help from a paid third party (https://www.shiyanjia.com).
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odometry for ego-motion compensation in all methods is based on
FAST-LIO241.

Accuracy
To quantify the accuracy, we adopted a commonly used metric for
Moving Object Segmentation (MOS), the Intersection-over-Union
(IoU)42, which is defined below

IoU=
TP

TP+FP+ FN
ð1Þ

where TP, FP, FN denotes the number of true positive, false positive,
and false negative points on moving objects over all sequences in a
dataset.

Figure 5a shows the comparison among M-detector, LMNet, and
SMOS in termsof the IoU.On theKITTIdatasetwhere LMNet and SMOS
were both well trained or tuned, they were still outperformed by
M-detector (frame-out mode) with large margins. Specifically,
M-detector outperformed SMOS by 263.9% (0.746 versus 0.205) and
LMNet-8* by 17.5% (0.746 versus 0.635) despite the lack of semantic
information used by LMNet-8*. Without such semantic information
(i.e., LMNet-1), LMNet’s performance dropped evenmore, achieving an
IoUeven lower than the point-outmode ofM-detector although it used
one entire frame to label each point, while theM-detector labeled each
point sequentially. The performance degradation of LMNet wasmainly
due to false detection caused by static pedestrians or cars and missing
detection on partially occluded moving cyclists (Fig. 5b). This is rea-
sonablebecause itwas difficult to enforce theneural network classifiers
in LMNet to learn the objects’ movements rather than appearances.
The trained neural networks often falsely detected objects that were
movable but not actually moving. In contrast, the M-detector, by
design, is sensitive to only objects’ movements instead of their
appearance, shape, size, etc. As a consequence, the M-detector is able
to distinguish an object inmoving from that at stationary, regardless of
its appearances (e.g., pedestrians, cars, partially occluded cyclists)
(Fig. 5b). For SMOS,manymissing detection occurred due to its design

(Fig. 5b). The method used the number of points in a voxel to deter-
mine the voxel’smoving status, whichwas not effective for objectswith
movements less than the voxel size or objects at far with fewer mea-
sured points (they set the detection range to 25 m in KITTI). These two
factors deteriorated the performance of SMOS considerably.

For the rest three datasets, the performance of LMNet dropped
drastically because its training data do not contain the LiDAR types
(e.g., Velodyne HDL-32E, Waymo-64, and Livox AVIA) or objects (e.g.,
tossed balls) of these datasets. The model-based method, SMOS, per-
formed better than LMNet on the three datasets with our fine para-
meter tuning, but the overall performance was still quite low. In
contrast to LMNet and SMOS, M-detector, both point-out mode and
frame-outmode, achieved consistently high IoU on these datasets and
outperformed LMNet (LMNet-1 and LMNet-8*) and SMOS with large
margins, demonstrating that the M-detector can maintain high accu-
racy across different types of LiDAR (e.g., multi-line spinning (Fig. 5b)
and incommensurable scanning (Fig. 5c)) and scenes (urban, residen-
tial, highway and indoor laboratory). It is also noted that the
M-detector has an IoU that is higher on nuScenes than on the other
datasets. This is because nuScenes has many dynamic points collected
on the ego-vehicle, which is detected by the M-detector. A large
number of event points contributed to a high TP and hence a high IoU
according to Eq. (1).

Time consumption and detection latency
We evaluated the computation efficiency ofM-detector in terms of the
time consumed by processing each frame (or point), including event
detection, clustering and region growth, and depth image construc-
tion (Fig. 4a). The evaluation was conducted on a desktop with a
central processing unit (CPU) of Intel i7-10700 (2.90 GHz, 8 cores) and
48 GB random access memory (RAM). We further compared the
computation time to LMNet on the same computation platform. Since
LMNet involves neuralnetworkswhicharebest performedonGraphics
ProcessingUnit (GPU), we also ran it on adesktopwith an Intel Xeon(R)
Gold 6130 CPU (2.10 GHz, 16 cores), a RAM of 64 GB, and a single
GeForce RTX 2080 Ti graphics card.
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Figure 6a shows the time consumption of M-detector and LMNet.
Overall, M-detector consumed only around 1–6% computation time of
LMNet-1 when running on the same CPU, and only around 20–60% of
LMNet-1 even when LMNet-1 additionally used a GPU. The resultant
time consumption of the M-detector was less than the frame period
(87.3ms versus 100ms inKITTI, 86.2ms versus 100ms inWaymo, 33.6
ms versus 50 ms in nuScenes, and 16.1 ms versus 100 ms in AVIA-
Indoor), suggesting a real-time running performance. The detailed
computation timebreakdownof LMNet is shown in the Supplementary
Table 3. The inference time of LMNet-1 on GPU was 51.1 ms. Never-
theless, other modules, such as residual image construction, con-
tributed substantial computation time, the total timewas0.8–1.9 times
the frame period on the GPU desktop. For LMNet-8*, it infers the
points’ moving status using eight recent residual images and further
leverages the semantic labels generated by SalsaNext. Although the
semantic segmentation ran in parallel to the moving events inference,
the residual image construction contributed considerably more com-
putation time (Supplementary Table 3). As a result, the mean per-
frame computation time of LMNet-8* on CPU was around 10% more
than LMNet-1 and on GPU is 200–500%more than LMNet-1, leading to
an even larger gap fromM-detector. Finally, for themethod SMOS, the
open-source implementation from20 was based on MATLAB, whose
running time was not optimized for efficiency. As a reference, the

computation time of SMOS on the CPU platform was 10-20 times
higher thanM-detector (615.0 ms in KITTI, 2043.9 ms inWaymo, 848.7
ms in nuScenes and 793.5 ms in AVIA-Indoor).

In addition to the computation time, we further evaluated the
detection latency, which plays a crucial role in dynamic objects
avoidance. The detection latency ofM-detector in point-outmodewas
caused by the event detection and that in frame-out mode was caused
by both event detection and clustering & region growth (Fig. 4a). As
shown in Fig. 6b, in the frame-out mode, M-detector had a detection
latency ranging from 11.5 ms to 65.1 ms due to the varying frame rate
and point number in each frame (see further latency breakdown in
Supplementary Table 4). In the point-out mode, the detection latency
was 2–4 μs per point, which ensured a low latency detection. In con-
trast, the detection latency of LMNet and SMOS consisted of the time
consumed by all processing steps in their design. Consequently, the
values of their detection latency were equal to the computation time,
which caused a delay per frame at the level of hundreds of micro-
seconds to seconds.

Application on autonomous driving
The detection of sudden crossing pedestrians is a critical challenge in
autonomous or assisted driving vehicles, particularly in scenarios
where a pedestrian unexpectedly enters the road, providing very little

c
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Fig. 5 | Theperformance ofM-detectorondifferent datasets. aThe IoU results of
different methods on different datasets. b The comparison among M-detector,
LMNet-8*, and SMOS on KITTI. The scene image (for visualization only) is the 68th
frame in sequence 15. c Details of the AVIA-Indoor dataset. The left column shows
images captured in the scene, and the right column shows the corresponding

detection results of M-detector in frame-out mode. In all detection results shown
above, the red points represent event points labeled by the method and the white
points represent non-event points. Boxes in the images and detection results are
manually labeled to highlight the regions of interest.
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time for the vehicle to react. This challenge is further exacerbated
when the sudden crossing occurs outside of intersections, as the
vehicle may not anticipate such behavior in these areas. According to
the National Highway Traffic Safety Administration (NHTSA)43, 6,516
people in the United States were killed in motor vehicle crashes in
2020, with 75% of these fatalities occurring outside of intersections
due to sudden road crossing. The proposed M-detector is particularly
suitable for this scenario due to two reasons: (1) it leverages the
occlusion principle to detect moving objects of any shape, color, or
size; and (2) the method utilizes point-by-point detection (Fig. 4),
allowing for microsecond-interval detection of moving objects. These
features enable the vehicle to immediately detect crossing pedestrians
as soon as any part of the pedestrian enters the sensor’s line of sight or
begins moving.

Figure 1a shows the casewhere apedestrianbehindawall suddenly
entered the road. The M-detector successfully detected the pedestrian
in 10 ms, among which the major delay was due to the LiDAR scanning
(i.e., the time spent on driving the LiDAR prisms to a direction pointing
to themoving objects). Theprocessingdelay from the receipt of a point
to its labeling was only a few microseconds. These point-wise event
labels with microseconds-level delay provide extremely timely feed-
back for a vehicle tomake an emergent decisionwithout going through
the full perception pipeline that requires more complete measure-
ments (e.g., a complete frame) and a longer processing time, causing a
perception delay up to hundreds of milliseconds. Moreover, at the
moment the pedestrian was detected, the sensor only measured a very

small part of the pedestrian’s head. These partial measurements are
very challenging for learning-based methods26–35 to detect because
these methods often leverage the object appearance information and
require massive such unusual data to train. Figure 1b shows the case
where a lady waiting at an intersection began to cross the street. Initi-
ally, she stood still at the intersection. At around0.4 s, she lifted her leg,
which triggered theM-detector todetect twoevent points immediately.
At 0.5 s, she stretched out her leg and triggeredmore event points. The
number of detected event points then increased as her movements
became more apparent while no event points were detected on the
other pedestrians who have not begun moving. These event labels on
moving part of a pedestrian provide timely feedback for the vehicle
decision even before the pedestrian has any actual displacement.

Application on UAV obstacle avoidance
Due to the low detection latency and high computing efficiency,
M-detector can be well applied for UAVs with constrained computa-
tion resources to evade fast-moving obstacles (e.g., tossed objects,
birds). To validate this application, we constructed a quadrotor UAV
carrying a Livox AVIA LiDAR and a DJI manifold2-C microcomputer
with an Intel i7-8550 U CPU (1.8 GHz, 4 cores) and 8 GB RAM (Fig. 7a).
The LiDAR frame rate was set to 50 Hz. Once a LiDAR frame was
received, M-detector began detecting the event points. The labeled
event points were then sent to the planning module for calculating an
evasive trajectory. Details of the system and its modules are presented
in Supplementary Notes 9.

Ti
m

e 
co

ns
um

pt
io

n 
pe

r f
ra

m
e 

(m
s)

a

Waymo nuScenes AVIA-IndoorKITTI

LMNet-8* (GPU)LMNet-1 (GPU)LMNet-8*LMNet-1M-detector (frame-out)

87.3 86.2

33.6
16.1

1684.0 1678.0 1490.7 1501.4
1878.0 1963.3

1549.1 1542.8

141.0
189.9

82.5
70.5

852.8
1192.1

320.0

221.3

b

AVIA-Indoor
(100 ms)

Waymo
(100 ms)

Detection latency (frame-out) Detection latency (point-out)
Depth image constructionClustering & Region growthEvent detection Idle

(100 ms)
KITTI nuScenes

(50 ms)

Fig. 6 | Time consumption and detection latency on different datasets. a The
time consumptionper frameof differentmethods ondifferent datasets. The results
for each dataset were obtained by running all frames of all sequences in that
dataset. Each bar in the plot denotes the mean time consumption. The two edges
around each bar represent one standard deviation among all results in the corre-
sponding dataset and the numbers above the top edges are the value of the mean
time consumption. The red dashed lines denote the frame periods of each dataset.
Note that the time consumption is shown in log scale. b The time consumption
breakdown and detection latency of M-detector on different datasets. The outer
rings represent the time consumption breakdown, including event detection,

clustering & region growth, and depth image construction. The ring’s total length
denotes the frame period, which is occupied by the above three steps shown in
different colors and corresponding numbers. The uncolored portion of each ring
denotes the idle time per frame. The middle ring sectors in pink represent the
detection latency of the M-detector in frame-out mode, which is caused by both
event detection and clustering & region growth. The inner points in brown denote
thedetection latency of theM-detector inpoint-outmode,which is causedby event
detection of a single point only. The words and numbers at the center of the rings
denote the name of the datasets and the corresponding frame period.
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Figure 8a shows one of the indoor experiments, where the UAV
successfully avoided a thrown ball with a diameter around 20.4 cm. In
the experiment, at 0.00 s, the UAV hovered at a stationary position
until the detected moving object was within a specified safety
threshold (i.e., 4 m). Then from 0.20 s to 0.70 s, the UAV began to
avoid the object by moving a certain distance (e.g., 1.5m) along a
direction that is perpendicular to the object incoming direction
(Supplementary Notes 9). The speed of the object at the safety
threshold was about 7.6 m/s. Figure 8b shows one of the outdoor

experiments with a tennis ball of diameter 6.5 cm. The object speed at
the safety threshold was about 6.7 m/s. In both experiments, the time
for event detection per frame was 1.11 ms on average (Supplementary
Table 5), and the total processing time from the receipt of a LiDAR
frame to the transmission of an actuator command was around 1.27
ms, comprising 1.11 ms for event detection, 0.13 ms for trajectory
planning, and 0.03 ms for control (Supplementary Table 5). The low-
latency detection and planning enabled the quadrotor UAV to avoid
the thrown obstacles stably. We have also conducted multiple

b 
HKROBOT camera 

Intel NUC Livox AVIA LiDAR 

x-axis is positive forwards z-axisy-axis

DJI Manifold2-C 

Livox AVIA LiDAR 

CUAV Nora+ flight controller 

a 

Fig. 7 | Platforms used in the experiments. a A small-scale quadrotor equipped
with a Livox AVIA LiDAR, a DJI Manifold2-C with an Intel i7-8550 U CPU (1.8 GHz, 4
cores) and 8 GB RAM, and a CUAV Nora+ flight controller. b A handheld platform

equippedwith a Livox AVIA LiDAR, aHKROBOTcamera, and an Intel NUCwith Intel
i7-1260P CPU (2.1 GHz and 12 cores) and 64 G RAM.

t=0.00s t=0.18s t=0.50s

a

c d e

without event points removal

with event points removal

traffic count: 18

t=0.20s t=0.70st=0.00s
b

Fig. 8 | Demonstrations of applications. a A sequence of the UAV avoiding a
thrown ball with a diameter of 20.4 cm in an indoor environment. b A sequence of
the UAV avoiding a thrown ball with a diameter of 6.5 cm (i.e., a tennis ball) in an
outdoor environment. In both (a, b) to enhance the visualization, a coordinate
framewas attached to the UAV and a box was attached to the thrown ball. c Vehicle
counting at a footbridge. The upper image shows the actual scene and the lower
image shows the LiDARpointswith detection results. In the lower image, the points
colored in red are the detected moving vehicles and the points colored in green

indicate the current vehicle being counted with its number shown as “18".
d Intruder detection at night. Two guests were detected by M-detector (the red
points in the lower picture). The red rectangles on the upper picture were added
manually for better visualization. eComparison ofmappingwith andwithout event
points removal on sequence 00 of KITTI, accumulated from the 7th frame to the
57th frame. With the M-detector, points due to moving vehicles on the road were
successfully detected and removed, leading to a clean point cloudmapof the static
environments.
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experimentswhere the objectwas tossedwhen theUAVwas in forward
flights (Supplementary Video 2). In all the experiments, the UAV
avoided the tossed objects and arrived at its prescribed target posi-
tions successfully. Additional information of the methods and
demonstrations can be found in Supplementary Notes 9.

Application on traffic monitoring
M-detector could be used for traffic monitoring, which aims to obtain
information such as traffic flow and congestion conditions at the
macro level and model the behaviors of the road participants (e.g.,
cars, pedestrians, and cyclists) at themicro level44,45. These information
is key to traffic planning46 aswell as enhancing the sensing capability of
autonomous driving vehicles (e.g., roadside LiDARs47, V2X
techniques48). Based on a first principle, the occlusion principle,
M-detector can detect moving objects on the road reliably, in real-
time, and at a very low cost. To demonstrate this application, we
constructed a sensor suite comprising of a Livox AVIA LiDAR and an
Intel NUC onboard microcomputer with Intel i7-1260P CPU (2.1 GHz
and 12 cores) and 64 G RAM (Fig. 7b) and used it to count the number
of passing vehicles on a road. The LiDAR frame rate was set to 10 Hz.
Once a LiDAR frame was received, the M-detector began to detect
moving points contained in the frame. The labeled points were then
clustered, tracked, and counted (Supplementary Notes 10).

Figure 8c showed the results obtained on a footbridge. Once the
sensor suite was installed, a straight line on the road below the sensor
was calibrated. If a vehicle passed through the line from the prescribed
side, the traffic count would increase by one. As shown in Fig. 8c and
Supplementary Video 3, the system counted the passing vehicles reli-
ably. The average processing time per frame was 66.99 ms (Supple-
mentary Table 5), which ensured real-time running on the onboard
microcomputer.

Application on surveillance and people counting
M-detector could also benefit applications like surveillance andpeople
counting substantially. For surveillance, due to the active measure-
ments of LiDAR sensors, the M-detector could detect any movements
(e.g., caused by intruders) in the scene with low lighting conditions or
even at night. One demonstration of the M-detector was shown in
Fig. 8d (also see Supplementary Video 4). We used a Livox AVIA
LiDAR49 due to its incommensurate scanning12, which ensured a more
complete scanning within the sensor field of view (FoV). With an
onboard microcomputer Intel NUC with Intel i7-1260P CPU (2.1 GHz
and 12 cores) and 64 G RAM, the averaging processing time per frame
was 47.73 ms, which was shorter than frame period (100 ms at 10 Hz)
and suggested a real-time performance. When compared to thermal
cameras, LiDAR sensors augmented by theM-detector could serve as a
potentially more cost-effective alternative due to emerging low-cost
LiDARs. They could also complement thermal cameras by providing
direct 3D measurements and detecting non-human moving objects
(e.g., drones) that have no thermal difference with surroundings.
People counting is an application that aims to improve the spaceusage
or to model human behaviors by analyzing the number of people who
visit a place (e.g., workplaces, supermarkets, malls) or the duration of
the visit50,51. When compared with visual cameras deployed for this
application, LiDAR solutions cause fewer privacy concerns from the
participants due to the inability to perform facial identification.

Application on mapping
LiDAR sensors have been widely used for 3D mapping and
reconstruction52–54. A major problem in LiDAR mapping is the non-
existentmap points caused bymoving objects appearing in the sensor
FoV during data collection. M-detector could address this issue by
removing points on moving objects in each frame. A clean, moving
points-free map could be obtained instantly for preview without any
post processing. Fig. 8e shows one demonstration of the M-detector

onKITTI sequence 00 (also see Supplementary Video 5). The averaging
time of event detection was 84.48ms (versus the frame period 100ms
at 10 Hz).

Discussion
Here we discuss the unique features of the M-detector in comparison
to existing methods, as well as its potential integration with current
robotic techniques. We also discuss the limitations of the M-detector
and its implications in robotics applications. Given space constraints,
we present only the discussion of the M-detector’s new features in the
main text. For a more comprehensive discussion, readers are directed
to the Supplementary Notes 1.

Among existing moving object segmentation methods,
M-detector is unique in both its design principle and exhibited beha-
viors. Designed on the occlusion principle, M-detector is a model-
based method that does not require massive training data of learning-
based methods26–35. This ensures a high level of generalization to dif-
ferent LiDAR types, object classes, scenes, and carrying platforms
without noticeableaccuracy degradation. In contrast, theperformance
of learning-based methods, such as ref. 30, could drop considerably
if the test dataset is different from the training dataset. Although
re-training the network with samples from the test dataset would
improve the accuracy, it would require massive labeled data, which is
exactly the bottleneck problem faced by the community. The data
labeling problem is even more severe for emerging solid-state
LiDARs12,55 whose scanning patterns are often different from multi-
line spinning LiDARs where existing data were labeled.

Besides eliminating the requirement for labeled data, the
M-detector is only sensitive tomovements in the scene. Consequently,
it detects points on objects that are truly moving instead of just
movable. In contrast, learning-based methods26–35 could easily detect
points on movable objects. The reason is that a training dataset con-
tains only a few classes of labeled moving objects (e.g., cars, pedes-
trians, cyclists). Hence it is difficult to enforce the neural networks not
to overfit the object appearance but to learn only features of move-
ments. This further causes two problems: one is the false detection of
movable but stationary objects, and the other is the missing detection
for objects whose appearances were not seen in the training data (e.g.,
untrained objects, trained objects but partially occluded in the test).
These two issues also apply to the semantic segmentationmethods for
moving objects segmentation24–29.

When compared to methods based on consistency check16–19 and
occupancymap20–23, occlusion is a stronger andmore efficient clue for
movements detection. Consistency check16–19 cannot distinguish
between new points scanned from unseen areas and moving points
scanned from seen areas (i.e., the moving points that should be
detected), because both cases lead to inconsistencies between current
and previous frames. Our occlusion principle does not have such
ambiguity since new points scanned from unseen areas would not
occlude or be occluded by any points in previous frames andwould be
always labeled as static (as it should be because it is not possible to
decide if an object is moving by looking it only once). Likewise, the
occupancy map used in ref. 20–23 can address this ambiguity by dis-
tinguishing the unseen areas from seen ones. However, building the
occupancy map is rather time-consuming due to the large number of
traversed voxels caused by long LiDAR measuring range, large points
number, or high map resolution. In contrast, the occlusion principle
examines the occlusion relation between current points and map
points directly without traversing voxels in between them (see Meth-
ods). This leads to a computationally-efficient design that is able to run
in real-time on a single CPU. The computation time was only half of
learning-based methods (e.g., LMNet30) that even leveraged GPU
acceleration.

Another unique feature of the M-detector is the ability to detect
the eventness of a LiDAR point right after its arrival without

Article https://doi.org/10.1038/s41467-023-44554-8

Nature Communications |          (2024) 15:345 9



accumulating a frame (i.e., an online system). This point-by-point
detectionmechanism enables an extremely low detection latency (i.e.,
2-4 μs per point). In contrast, existing methods all operate on frames
(e.g., 10 Hz), where a current frame of LiDAR points (or even a future
frame19)must be accumulated to compare the point cloud difference16,
compute point descriptors17, extract surfels18 or semantic features24,25,
or apply a neural network classifier26–35. This point accumulation
completely relinquishes the high-rate sampling nature of a LiDAR
sensor and causes hundreds of milliseconds delay.

The first occlusion principle employed by M-detector to detect
objects crossing the LiDAR laser rays (Fig. 3a) is not the first time it is
used for moving object segmentation. Ref. 56, 57 used the first
occlusion principle to detect scene changes in long-term simultaneous
localization and mapping (SLAM) and ref. 58 used a similar occlusion
principle for environment monitoring. In these applications, the two
frames for movement detection were often temporally and spatially
distant. Moreover, they were not online systems and required either
all56 or one future frame57 or a prior map of the environment58 for the
detection. In contrast, M-detector exploits the occlusion principle to
detect moving objects continuously and in an online and real-time
fashion without any prior map of the scene. Further, the second and
third occlusion principles proposed in this work for detecting objects
moving along the LiDAR laser rays (Fig. 3b, c) have rarely been
reported before to the best of our knowledge.

Methods
As shown in Fig. 4, the key step of M-detector is event detection
(Fig. 4b), which examines the occlusion between the current point and
points in the past. The event detection consists of three independent
tests, which correspond to the three occlusion principles (Fig. 3),
respectively. If any of the tests are positive, the current point will be
labeled as an event or else non-event. In all the three tests, the occlu-
sion check with previous points is achieved by organizing previous
points into a series of depth images. Moreover, after each occlusion
check in the tests, map consistency check is applied to reject any false
occlusion if the point is too close to any stationarymap points. Finally,
points are accumulated into a frame where clustering & region growth
is utilized to reject the isolated event points and bring back non-event
points mislabeled by the three tests.

Depth image
A depth image refers to a two-dimensional array, where each location
(i.e., a pixel) saves the information, such as event labels and spherical
coordinates of each point that was projected to the reception field of
this pixel (Fig. 9a). A pixel also summarizes those statistical informa-
tion, including the number of points in this pixel, themaximumdepth,
and the minimum depth among all the contained points for fast
inquiry. A depth image is attached with a pose (R, t), referred to as the

depth image pose, which indicates the pose of the LiDAR body frame
(x0 � y0 � z0) with respect to a global reference frame (x − y − z), at the
moment the depth image is constructed.

Depth image construction. Depth images are constructed in a fixed
interval T, where LiDAR points sampled in this interval are all used to
construct the image (Fig. 9b). We choose the LiDAR pose at the
beginning of the interval as the depth image pose, so that all the
subsequent points in the interval can be projected to the depth image
with their event labels. Specifically, let Gp be a labeled point, which has
been registered to the global reference frame (e.g., by the odometry
module). The projection of the point to the depth image could be
achieved by the following steps. First, transform the point into the
depth image frame via

Lp=R�1 Gp� t
� � ð2Þ

where Lp= ½ Lpx ,
Lpy,

Lpz �
T
denotes the coordinate of the point in the

depth image frame. Second, project the transformed point to the
image pixels by obtaining its spherical coordinates (Fig. 9a):

φ= atan2 Lpy,
Lpx

� �
ð3Þ

θ= atan2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lp2

x + Lp2
y

q
, Lpz

� �
ð4Þ

d =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lp2

x + Lp2
y + Lp2

z

q
ð5Þ

where φ, θ, and d represent the point’s azimuthal angle, polar angle,
and radial distance (i.e., depth) in spherical coordinates, respectively.
Finally, determining the pixel location (i, j) of the projected point by

i= bðφ+πÞ=rhc, j = bðθ+π=2Þ=rvc ð6Þ

where rh, rv are the horizontal, and vertical pixel size (i.e., resolution) of
the depth image, and ⌊. ⌋ denotes the floor function. The depth image
could be implemented at the fixed resolution mentioned here or at
multiple resolutions if necessary. After the pixel location is deter-
mined, the point information, such as the spherical coordinate and
event labels, are saved to the pixel and the pixel statistical information
(e.g., point number, maximum and minimum depths) are updated
accordingly.

Note that the construction of the current depth image Ik is parallel
to the event detection (Fig. 4a), which depends on only depth images
up Ik−1 (Fig. 4b). Therefore, the construction does not cause any
detection delay for the event detection in both point-out and frame-
out modes. Furthermore, an initialization stage is required to

Event point
Non-event point

a b

LiDAR

Fig. 9 | Illustration for depth image construction inM-detector. aAdepth image
is a two-dimensional array. A point Gp in global reference frame (x − y − z) is trans-
formed into the depth image frame (x0 � y0 � z0) via Eq. (2) and then projected into

the depth image according to its spherical coordinate (φ, θ, d) and image resolu-
tions (rh, rv). b A depth image is constructed using points sampled in a fixed
interval T.
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construct the first few depth images, during which the event detection
is not performed. This initialization time is often small (e.g., 0.5 s).

Occlusion check on depth image. Based on the depth image repre-
sentation of the previous points, the occlusion check between the
current point and previous points in a depth image can be conducted
as follows. Let Gp be the current point to check, it is projected into the
depth image according to Eqs. (2)–(6) to obtain its pixel location and
depth. If the point depth is larger (with threshold εd) than the max-
imum depth saved in current pixel and that in the neighboring pixels,
the point is considered as being occluded bypoints in the depth image
(Fig. 10a). If the point depth is smaller (with threshold εd) than the
minimum depth saved in current pixel and that in the neighboring
pixels, the point is considered as occluding points in the depth image
(Fig. 10b). Otherwise, the occlusion between the current point and
points in the depth image is undetermined. The neighboring pixels are
those pixels whose distance to the current pixel is less than nh pixels in
the horizontal direction and nv in the vertical direction.

The above occlusion check based on themaximum andminimum
depth of a pixel avoids the enumeration of each point in the pixel,
leading to a high computation efficiency. However, it does not give all
points in the depth image that occlude or are occluded by the current
point. To address this issue, an alternative occlusion check is also
developed. In this strategy, every point in the current pixel and
neighboring pixels is enumerated. If its position on the image plane is
within a small neighborhood (εh degrees in the horizontal direction
and εv degrees in the vertical direction) of the current point, it is
appended to the neighboring point set N . Then, we compare the
depth of each point in the setN to the current point. If the point is εd
further, it is added to the set of occluded pointsN occluded. Otherwise, if
the point is εd closer, it is added to the set of occluding points
N occluding. This finer occlusion check will be used in the test two and
test three of the event detection, while the previous occlusion check
based on pixels will be used in the test one (Fig. 4 and the following
section).

Event detection
The event detection conducts three independent tests according to
the three occlusion principles for each current point (Fig. 3). If any of
them is positive, the point is labeled as an event.

Event detection for perpendicular movement. The first test detects
event points of objects whosemoving direction is perpendicular to the
LiDAR laser rays. In this case, the object must occlude the background
objects that have been observed previously (Fig. 3a). According to this
occlusion principle, the test is developed as shown in Fig. 4b. We
project the current point pcurr to the most recent N depth images and
examine its occlusion with each of them. If there are more than M1

depth images (M1≤N) whose points are occluded by the current point,
the current point is labeled as an event.

Event labeling based solely on the occlusion check may cause
some false positives due to the limited resolution of the depth image.
For example, for a stationary object placed in front of a stationary
background, points collected on the object edge may be projected to
the pixel with points from thebackgrounddue to the rounding error in
the projection (Eq. (6)). Consequently, these points will be falsely
labeled as events. Other factors, such as measurement noises, could
also bring some false positive detection.

Tomitigate such false positive detection, we introduce a rejection
strategy termed as map consistency check. The key idea is that an
event point should not lie in the neighborhood of any stationary map
points. Otherwise, it could be safely treated as part of the stationary
objects since it cannot distinguish if this occlusion is caused by true
movements or measurement noises. If the map consistency check is
positive (i.e., the point is close to anymap points), the candidate event
point will be rejected and labeled as a non-event.

Event detection for parallel movement. The second test detects
points ofobjects that aremoving away fromthe LiDAR inparallel to the
sensor laser rays. In this case, objects must be occluded by themselves
repeatedly (Fig. 3b). According to this occlusion principle, the test is
developed as shown in Fig. 4b. We examine if the current point pcurr is
occludedby anypoints in all of thepreviousM2 depth images (denoted
aspIk�1 , � � � ,pIk�M2 , respectively). Further,we test if each of thesepoints
is occluded by all of its subsequent points (i.e., if pIk�i is occluded by
pIk�j for all i = 1,⋯ ,M2 − 1 and j = i + 1,⋯ ,M2). If all these tests are
positive, it implies that the current point pcurr and previous points
pIk�1 , � � � ,pIk�M2 are on objects that are moving in the mentioned way,
and hence should be labeled as events. To reject possible false posi-
tives, we further apply themapconsistency check similar to test one to
pcurr and pIk�1 , � � � ,pIk�M2 after each of the above occlusion test. If all the
occlusion tests are positive without being rejected by their respective

The neighboring pixelsThe current pixel
The point with the minimum depth in a pixel

The current point

a b

The neighboring pixelsThe current pixel
The point with the maximum depth in a pixel

The current point

Fig. 10 | Illustration for occlusion check in M-detector. a In this figure, after
projecting the current point Gp into the depth image (x0 � y0 � z0) according to Eqs.
(2)–(6), the depth of Gp (denoted in black) is larger (with threshold εd) than the
maximum depth saved in current pixel (denoted in yellow) and that in the neigh-
boring pixels (denoted in cyan), hence thepoint is considered as being occludedby

points in this depth image.b In this figure, after projecting the current point Gp into
the depth image (x0 � y0 � z0) according to Eqs. (2)–(6), the depth of Gp (denoted in
black) is smaller (with threshold εd) than theminimumdepth saved in current pixel
(denoted in purple) and that in the neighboring pixels (denoted in orange), hence
the point is considered as occluding points in this depth image.
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map consistency check, the current point is labeled as an event.
Otherwise, it is a non-event point.

The third test detects points of objects that are moving towards
the LiDAR in parallel to the sensor laser rays. In this case, objects must
occlude themselves repeatedly (Fig. 3c). According to this occlusion
principle, the test is developed as shown in Fig. 4b. We examine if the
current point pcurr occludes any points in all of the previous M3 depth
images (denoted as pIk�1 , � � � ,pIk�M3 , respectively). Further, we test if
each of these points occludes all of its subsequent points (i.e., if pIk�i

occludespIk�j for all i = 1,⋯ ,M3 − 1 and j = i + 1,⋯ ,M3). If all these tests
are positive, it implies that the current point pcurr and previous points
pIk�1 , � � � ,pIk�M3 are on objects that are moving in the mentioned way,
and hence should be labeled as events. Similarly, we further apply the
map consistency check to pcurr and pIk�1 , � � � ,pIk�M3 after each of the
above occlusion test. If all the occlusion tests are positive without
being rejected by their respective map consistency check, the current
point is labeled as an event. Otherwise, it is a non-event point.

Map consistency check. Map consistency check aims to reject wrong
event points according to the principle that a point on the moving
object should be distant from stationarymap points. To maximally re-
use the existing data structure, we perform themap consistency check
on the depth images,where themappoints have been saved. Sinceone
depth image contains only a part of map points, we perform map
consistency check on multiple recent depth images along with each
occlusion check required in the three tests above. Specifically, after
each occlusion check, we retrieve all non-event points in the pixel
where the current point is projected and that inneighboring pixels. For
any retrieved point, if its spherical coordinate is in a small neighbor-
hood (i.e., [ − εφ, εφ] degrees in azimuthal angle, [ − εθ, εθ] degrees in
polar angle, and [ − εf, εb] meters in depth) of the current point, the
current point is considered as a stationary point and the occlusion
check on this depth image (if positive) should be rejected.

To further increase the accuracy of themapconsistency check,we
interpolate the depth at the current point image location, using the
neighboring points retrieved above. Specifically, given a depth image
and an image location ðφ,θÞ 2 R2 whose depth needs to interpolate,
we first find its three neighboring points in the depth image, pi

(i = 1, 2, 3) with spherical coordinates (φi, θi, di). Then, we determine
the contribution of each point,wi, by solving the following three linear
equations:

X3
i= 1

φi

θi

� �
wi

� �
=

φ

θ

� �
,

X3
i = 1

wi = 1 ð7Þ

With the solved weights wi, the interpolated depth is hence

�d =
X3
i = 1

diwi ð8Þ

To avoid extrapolation causing degraded depth estimate, the three
neighboring points should be close to (φ, θ) as much as possible, and
the (φ, θ) should lie in the convex hull formed by (φi, θi) (i.e.,
wi≥0, i = 1, 2, 3) (Supplementary Fig. 2). To fulfill these two conditions,
we enumerate all the neighboring points in a neighbor of εh × εv
degrees around (φ, θ). First, all 3n combinations of three points among
all the n neighboring points are listed and sorted based on the sum of
the absolute difference between the (φ, θ) values and the (φi, θi),
denoted as

P3
i= 1 jφ� φij+ jθ� θij. Then, the weights wi are solved

using Eq. (7) in the order of the sorted sums (fromsmall to large). If the
resulting weights satisfy the condition of wi≥0, i = 1, 2, 3, the inter-
polated position is considered to fall within the convex hull formed by
the three points and the interpolated depth is obtained from Eq. (8). If
the condition is not satisfied, the process continues with the next

combination of three points. If no successful interpolation is achieved
among all neighboring points, the depth interpolation fails.

If the depth is interpolated successfully and its value is in a small
neighborhood (i.e., within [−εf, εb] meters) of the current point, the
current point is considered as a stationary point. Since the interpola-
tion is more time-consuming than the direct comparison, it is only
performed for points at far, where the point density is low.

Clustering and region growth
Clustering and region growth are designed to further suppress possi-
ble false positive event points in the current depth image. The con-
sequences are twofold. In the point-outmode, they donot improve the
detection accuracy of points in the current frame (since these event
labels have been output), but they prevent the adverse effect of cur-
rent false labels on future point detection. For example, the map
consistency check for future points will require to excluding current
event points, hence being affected by the current labels. In the frame-
outmode, the clustering and region growth further improve the event
detection accuracy of the current frame.

Clustering is performed to remove isolated event points since it is
unlikely to collect only one point on a moving object with existing
LiDARs’ resolutions. Clustering directly on event points could be
computationally expensive when the point density is high. To address
this issue, event points are voxelized (voxel size Lv). Those voxels
containing event points are called event voxels, which are clustered by
DBSCAN59 based on their center position. In this way, isolated event
voxels and their contained event points are rejected. Furthermore, all
rawpoints in event voxels are labeled as events,which helps bring back
some event points that weremislabeled by the event detection as non-
events.

The above voxelization can recall some event points, but the
number is not high due to the small voxel size (e.g., 0.3 m), which is
necessary to suppress false detection. To recover more event points,
region growth is performed. For each clustered group of event voxels
in above steps, the minimum axis-aligned bounding box (AABB) con-
taining all the event voxels in this cluster is extracted. Then, the AABB
is expanded to twice its size resulting in an expansion space. A ground
plane isfitted using points in the expansion space by RANSAC60 so that
the ground points and the respective voxels in the expansion space
andAABBcanbe removed. Then,we grow the event voxels in theAABB
by examining its neighboring voxels recursively. If its neighboring
voxels contain non-ground points, they are merged to the set of event
voxels. The growth ends until reaching the boundary of the expansion
space. Finally, all raw points in the set of event voxels are labeled as
events and used to construct the depth image.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The source data presented in the manuscript have been deposited in
Figshare and can be accessed at https://doi.org/10.6084/m9.figshare.
24481966.

Code availability
Source code of M-detector has been provided on the GitHub reposi-
tory. This code is freely accessible. All the information needed to install
and use it, as well as any updates, can be found here: https://github.
com/hku-mars/M-detector.
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