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Microscopic mechanisms of pressure-
induced amorphous-amorphous transitions
and crystallisation in silicon

Zhao Fan 1 & Hajime Tanaka 1,2

Some low-coordination materials, including water, silica, and silicon, exhibit
polyamorphism, havingmultiple amorphous forms.However, themicroscopic
mechanism and kinetic pathway of amorphous-amorphous transition (AAT)
remain largely unknown. Here, we use a state-of-the-art machine-learning
potential and local structural analysis to investigate themicroscopic kinetics of
AAT in silicon after a rapid pressure change. We find that the transition from
low-density-amorphous (LDA) to high-density-amorphous (HDA) occurs
through nucleation and growth, resulting in non-spherical interfaces that
underscore the mechanical nature of AAT. In contrast, the reverse transition
occurs through spinodal decomposition. Further pressurisation transforms
LDA into very-high-density amorphous (VHDA), with HDA serving as an
intermediate state. Notably, the final amorphous states are inherently
unstable, transitioning into crystals. Our findings demonstrate that AAT and
crystallisation are driven by joint thermodynamic andmechanical instabilities,
assisted by preordering, occurring without diffusion. This unique mechanical
and diffusion-less nature distinguishes AAT from liquid-liquid transitions.

It is well-known that some materials have two or more crystalline forms
at a fixed composition, e.g., graphite and diamond for carbon, known as
polymorphism1. Analogously, some systems have two or more amor-
phous forms, known as polyamorphism, and the transition between the
different amorphous states is called amorphous-amorphous transition
(AAT)2–8. AAT has been observed experimentally upon pressurising var-
ious materials, including water9, silicon10,11, oxide glasses12, chalcogenide
glasses13,metallic glasses14, and phase-changematerials15, all of which are
close-relevant to our daily life and living environment and broadly
applied in industry. Therefore, a deep understanding of AAT is essential
to predict and create new materials for technological advances. In
addition, it is of fundamental importance to understand the relationship
between the solid-state AAT and the liquid-liquid transition (LLT), as the
twophenomena are expected to be closely related to one another2–8,16–19.

The nature of AAT remains elusive due to its strongly out-of-
equilibrium nature2–8,16–19. There is still considerable debate regarding

whether AAT is a continuous process or indeed possesses a truly first-
order nature, resembling phase transitions between thermodynamic
equilibrium states such as crystals and liquids. For silica, for example,
Lacks argued in 2000 that the AAT in silica should be a first-order
transition based on classical molecular simulations results20. However,
Hasmy et al. recently suggested that the structural changes from low-
to high-density amorphous structures in silica proceed through a
sequence of percolation transitions according to their ab initio mole-
cular dynamics (MD) simulations21. This controversy is partly due to
the lack of a well-defined local structural order parameter22 that can
describe AAT. Moreover, specific atomic-level evidence is still missing
as to whether AAT can take place via nucleation and growth (NG) or
spinodal decomposition (SD), similar to thermodynamic phase
transitions23. In addition, over the years, more and more evidence
indicates that the transformation into a new product phase from a
parent phase occurs through an intermediate state in
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crystallisation24,25, e.g., ice nucleation26, the nucleation of diamond
crystals27, and the solid-state phase transition in metallurgic systems28.
So far, it remains unclear whether analogical non-classical transition
pathways are involved in AATs.

MD simulation is a promising and powerful tool to resolve these
issues regarding AAT, as it can provide atomic-level details of the
transition processes. For silicon, the classical Stillinger-Weber (SW)
model29 has been known to be a computationally efficient model. The
existenceof an LLT in the SWsiliconhasbeen confirmed throughmany
years of efforts30–32. However, this model is not suitable for studying
AATs properly33 because it is difficult to reproduce the behaviour of
silicon in a very high-pressure region. For example, the simple hex-
agonal (sh) crystal, which is hypothesised to be the crystalline coun-
terpart of the very-high-density amorphous (VHDA) form of silicon34,
has been shown an unfavourable phase in the SWpotential35. Recently,
Deringer et al.33 demonstrated that amachine learning (ML) potential36

is effective in simulating AAT in silicon under pressure. They observed
that low-density amorphous (LDA) and high-density amorphous (HDA)
regions coexist, rather than appearing sequentially, before collapsing
into an intermediate VHDA form and finally crystallising into the sh
phase when increasing hydrostatic pressure P on the LDA form of
amorphous silicon (a-Si) at 500K from0 to 20GPawith a constant rate
of 0.1 GPa ps−1. This work showed the power of the ML potential in
studying AAT; however, continuous pressurisation employed to
induce AAT is not suitable for elucidating the kinetic pathway and
mechanism of AAT. Therefore, the fundamental questions mentioned
above regarding AAT in silicon are yet to be answered.

One potential explanation for why Deringer et al. did not observe
a complete transition between LDA and HDA33 could be attributed to
the continuous pressurisation, sustained at a rate of 0.1 GPa ps−1, which
was utilised in their simulations. In contrast, our approach involves a
different pressure elevation protocol that is better suited for investi-
gating the kinetics of phase transformations. To be more precise, we
executed a rapid linear pressure increase on the a-Si sample, raising it
to a desired level within the range of 10–15 GPa at 300Kwithin 100ps.
This can be approximated as an almost instantaneous alteration in
pressure. Subsequently, we followed the relaxation process for up to
3 ns under isothermal-isobaric conditions.

Here, we utilise advanced machine-learning potential and local
structural analysis to explore the microscopic kinetics of AAT in
silicon following a rapid pressure change. We identify three amor-
phous forms at ambient temperature: LDA, HDA, and VHDA.
Emphasising differences in short-range structure, particularly the
underlying structural order parameters governing AAT, we reveal
kinetic pathways and mechanisms of transitions between these
forms and the crystallisation of denser amorphous states. Specifi-
cally, we observe the LDA-to-HDA transition with non-spherical
interfaces via nucleation and growth, exposing the mechanical nat-
ure of AAT. Conversely, the reverse transition undergoes spinodal
decomposition. Further pressurisation transforms LDA into VHDA,
using HDA as an intermediate state. Finally formed VHDA states are
inherently unstable, transitioning into crystals. Our findings under-
score joint thermodynamic and mechanical instabilities driving AAT
and crystallisation, assisted by preordering without diffusion.
Importantly, our research illuminates the crucial roles of preorder-
ing in AATs and crystallisation, further providing insights into
mechanistic contributions arising from diffusionless solid-state
transformations, such as the mechanical collapse of structural
motifs with a significant local volume reduction.

Results and discussion
We generated an as-quenched a-Si model containing 8192 atoms at
zero pressure using a recently developedMLpotential36 used in ref. 33.
We rapidly increase pressure P of the as-quenched a-Si from 0 GPa to
various target pressures (a linear increase of Pwithin 100 ps) and then

follow isothermal-isobaric relaxation for a long time at ambient tem-
perature (T = 300K), which is similar to usual experimental protocols.
We use coarse-grained local bond orientational order parameters37,38

and a convolutional neural network (CNN) model39,40 to identify dif-
ferent local crystalline and amorphous atomic environments (see
Methods for more details about MD simulations and identifying dif-
ferent local atomic environments).

We emphasise that this protocol of the isothermal-isobaric
relaxation after a rapid pressure change is essential for studying the
phase-transition kinetics. We note that the AATs are strongly depen-
dent on the pressurisation rate, and we did not observe the LDA-HDA
transition at either 300 or 500K when increasing P continuously from
0 to 20GPa at a constant rate, even with a pressurisation rate of
0.01GPa ps−1 (see Supplementary Note 1). We confirmed that our
sample size is large enough for studying the AATs (see Supplemen-
tary Note 2).

Structural characteristics of three amorphous forms and two
crystals
Typical transition behaviours observed at different conditions are
showcased in Fig. 1a, Supplementary Figs. 1 and 2a–c (see also below
and Supplementary Note 3 for further details). In this section, we will
highlight the main structural characteristics of the three amorphous
forms of a-Si. More structural characterisations are described in Sup-
plementary Note 4.

First, we focus on the structure of low-pressure a-Si, LDA, and its
stability in a low-pressure range. We chose a state after relaxing an as-
quenched a-Si sample at 10GPa for 200ps (denoted as LDA10,200 in
Fig. 1a) as a typical LDA state and analysed its structure. We observed a
wide gapwith almost zero intensity between thefirst and secondpeaks
of its g(r) (see Fig. 1b), a single prominent peak around 109° (the
characteristic angle of a tetrahedron) in its bond angle distribution
function (BADF) (Fig. 1c), and more than 95.8% of atoms with a coor-
dination number (CN) of 4 (the average CN of 4.04) (Fig. 1d). These
observations indicate that most atoms in this a-Si form are centred on
distorted tetrahedra. The minor peak around 55° in its BADF should
result from a small fraction of atomswith CN = 5. All these features are
consistent with previous ab initio MD simulation results of the LDA
formof silicon34, suggesting the as-quenched a-Si to be LDA. It is stable,
at least within the timescale accessible to the current MD simulation,
when increasing P up to 11 GPa (see Supplementary Fig. 3).

Next, we consider the structural characteristics of HDA. We take
the sample after relaxing 1 ns at 12 GPa as a typical HDA state. Its g(r) is
distinctly different from that of LDA but without long-range order (see
Fig. 1b). The most pronounced differences are: (i) the position of the
first peak moves to the right side of the first peak of LDA, although its
volume is lower than that of LDA; (ii) the intensity of the trough
between the first and second peaks in g(r) is now much larger than
zero; (iii) the CN of the HDA form is dominantly CN= 6 (the average
CN=6.09) (see Fig. 1d), and the highest peak on its BADF is located
around 90° (see Fig. 1c). These features are consistent with those of
HDA of a-Si reported in ref. 34, suggesting the amorphous form
obtained at 12GPa to be HDA.

As seen from Fig. 1a, the magnitude of the volume drop is much
more significant when increasing P from0 to 15GPawithin 100 ps than
when increasing P from 0 to 12GPa. This suggests a structural trans-
formation occurring during a rapid pressure increase to 15 GPa, in
addition to elastic shrinkage. The structural transition finishes after
relaxing the sample at 15 GPa for a short time (~10 ps). This amorphous
form appearing at 15 GPa is unstable and quickly crystallises during the
subsequent relaxation. The CN of the amorphous form obtained at
15 GPa is dominantly CN= 8 (the average CN= 8.21) (see Fig. 1d), and
the highest peak on its BADF is located around 60° (see Fig. 1c). These
features are consistent with those of VHDA41, indicating this amor-
phous form to be VHDA.
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The density and CN distribution are the most pronounced dif-
ferences among the three amorphous forms. Furthermore, a single
coarse-grained local bond orientational order parameter �q21

4 (see
Methods for the definition) can identify local LDA-like environments
from the other two local amorphous environments (Supplementary
Fig. 4d). In addition, a CNN model39,40 can separate HDA- and VHDA-
like environmentswith an accuracyof >99.66% (Supplementary Fig. 4f,
see Methods for the details).

We also characterise the crystals that form after AAT under
pressurisation. Coarse-grained local bond orientational order para-
meters �q8

4 and �q86 can be used to identify local β-Sn- and sh-like envir-
onments from local amorphous environments (Supplementary
Fig. 4a–c). Supplementary Fig. 5 shows atoms centred on different
local environments with different colours in a typical configuration for
each of the three amorphous forms. Using these local structural order
parameters, we also found that the crystallisation product at 12 GPa is
dominated by β-Sn-like environments (74.1%), in addition to 25.6% of
sh-like environments and a small fraction of residual amorphous
environments. On the other hand, the crystallisation product at 15 GPa
is dominatedby sh-like environments (82.0%), in addition to 16.3%ofβ-
Sn-like environments and a small fraction of residual amorphous
environments. The results are also supported by the g(r) similarity of
the crystallisation products with bulk β-Sn and sh crystals (see Sup-
plementary Fig. 6a). They are also consistent with Morishita’s
hypothesis34 that the crystalline counterparts of LDA, HDA, and VHDA
forms of a-Si should be diamond, β-Sn, and sh structures, respectively,
according to their resemblance in CN. Supplementary Fig. 6b, c show
structural snapshots of the crystallisation products at 12 and 15GPa,
respectively.

For describing thermodynamic LLT theoretically, amultiple order
parameter model was introduced22,42, based on the concept of locally
favoured structures with a specific orientational symmetry, whose

fraction is treated as an additional rotationally invariant scalar order
parameter besides density that describes a vapour-liquid transition.
We now identify structural order parameters relevant to AAT from the
above structural characterisations. The locally favoured structure in
the LDA form of silicon should be a regular four-folded polyhedron—
tetrahedron43,44, which is coincidently the local polyhedron in its
crystalline counterpart—diamond structure. Given that the dominant
CN in the HDA form is 6, and the highest peak of the BADF of the HDA
form is located around 90∘ (see Fig. 1c, d). This suggests that the locally
favoured structure of HDA has octahedral symmetry. Supplementary
Fig. 7 illustrates characteristic octahedral environments displaying
different levels of distortion surrounding atoms that exhibit a CN of 6
in the HDA form. The small peak observed around 60° in the BADF
(Fig. 1c) can be attributed to atoms with CN ≠ 6, and it signifies dis-
tortions occurring within octahedral structures. These distortionsmay
be closely linked to the structural instability that leads to higher-
coordination structures or configurations resembling VHDA structures
(Supplementary Fig. 8b). Wemade further structural analysis focusing
on the similarity of the local symmetry of HDA to those of a regular
octahedron and β-Sn. The result shows that they are very similar, but
more weight on β-Sn (see Supplementary Fig. 9b and Supplementary
Note 5). However, this result could be attributed to the inherent dis-
tortion of octahedral symmetry. Thus, we infer that the locally
favoured structure of HDA has octahedral orientational symmetry,
which needs to be checked in the future.

Wealso tried to identify the locally favoured structure in theVHDA
form but found that even the dominant eight-folded polyhedra in the
VHDA form are pretty irregular, and it is hard to extract some common
features, except that these eight-folded polyhedra favour bond angles
around 60° (see Fig. 1c). The high degree of irregularity of eight-folded
polyhedra in the VHDA form is also reflected in their significant
deviation from the perfect local sh polyhedron (note that the sh crystal

Fig. 1 | Three amorphous forms of silicon and their structural differences. a The
variation of average atomic volume with time at 300 K when relaxing the as-
quenched a-Si at three different constant pressures. During the first 100 ps (from
−100 to 0ps), the pressure was ramped linearly to the various target values from
0GPa. b–d show the radial distribution function g(r), bond angle distribution
function (BADF), and distribution of coordination number (CN), respectively, for
the three amorphous states of silicon indicated by circles in a, i.e., low-density

amorphous (LDA), high-density amorphous (HDA) and very-high-density amor-
phous (VHDA). The inset of b shows g(r) over a longer radial range up to 15Å to
confirm there is no long-range order in the three amorphous forms. The vertical
dashed lines in d represent the average coordination number (CN) of the three
forms. Here we used a cutoff of 2.85 Å, the same as in ref. 33, to determine the first
neighbouring shell. Source data are provided as a Source Data file.
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is the crystalline counterpart of the VHDA form, see ref. 34) (see Sup-
plementary Fig. 9c). We also found that the local atomic environments
centred on atoms with the same CN are comparable between HDA and
VHDA (see Supplementary Note 6). This suggests that the primary
difference within the first neighbouring shell between HDA and VHDA
lies in the fraction of atoms with different CN. This observation sup-
ports a multiple-order-parameter model of LLT and AAT8,22,42. It is
worth noting that, according to this model, two structural order
parameters, in addition to the density order parameter describing the
gas-liquid transition, are necessary to account for the existence of
three distinct amorphous states8,22. Additionally, apart from the pro-
nounced difference in CN, there are structural distinctions within the
intermediate range between HDA and VHDA forms. This is supported
by the radial distribution function, g(r) (depicted in Fig. 1b), as well as
the ring analysis (Supplementary Fig. 10). Furthermore, there are
interesting distinctions among the three amorphous states in terms of
the density difference between an amorphous state and its corre-
sponding crystalline counterpart and the shift in the first peak of g(r)
with increasing pressure, see Supplementary Fig. 11 and Supplemen-
tary Note 4.

Moreover, we calculated the vibrational density of states (VDOS)
for each amorphous form using the Fourier transformations of the
velocity auto-correlation functions (VACFs)45,46. The VDOSs, denoted
as g(ω), as well as those normalised by ω2, represented as g(ω)/ω2, are
shown in Supplementary Fig. 12. It is evident that three amorphous
states exhibit distinct VDOSs. In the case of VHDA, there is a prominent
quasi-elastic component in g(ω)/ω2, indicating its instability. This fea-
ture of VHDA aligns with its disordered local structures, which make it
susceptible to crystallisation. Even in the case of HDA, a similar quasi-
elastic component in g(ω)/ω2 is observed shortly after the transfor-
mation from LDA, but it gradually diminishes as mechanical stability is
acquired over time (see Supplementary Fig. 13). In the future, it will be
essential to conduct a comprehensive study on the thermodynamic
and mechanical stability of these high-pressure amorphous forms,
especially VHDA.

According to Supplementary Fig. 9, the degree of deviation
between the dominant local polyhedra of the three amorphous
forms and its perfect local polyhedron in the corresponding crys-
talline counterpart is the smallest for the LDA form and most sig-
nificant for the VHDA form. Naturally, a pressure increase enhances
structural disorder in a dense solid state, where structural relaxation
is limited. The more substantial structural disorder not only
increases the thermodynamic driving force for crystallisation but
alsomakes a system less resistive against pressure-induced collapse.
This may explain why the resistance to crystallisation is the highest
for the LDA form and lowest for the VHDA form among the three
amorphous forms.

LDA-HDA transition
Now, we turn our attention to transition kinetics. During the linear
ramp of P from 0 to 12GPa, the increase in the fraction of HDA-like
atoms is negligible (Supplementary Fig. 14a); thus, the decrease in the
sample volume should bemainly due to elastic shrinkage. Then, in the
subsequent isothermal-isobaric relaxation, LDA transforms into HDA,
during which the sample volume drops by 17.0% (from 17.99Å3 to
14.93Å3) over the first 500ps (see Fig. 1a). The HDA subsequently
crystallises into β-Sn crystals, resulting in a quick sample volume drop
by 2.4% around 1.7 ns (see Fig. 1a). The crystallisation occurs via NG, as
demonstrated in Supplementary Fig. 15.

We also conducted a structural analysis of the LDA-HDA transition
to determine whether the AAT occurs via NG or SD8,22,47. As seen from
Fig. 2a, b, the size of the largest HDA cluster fluctuates within a range
between 6 and 30 atoms during the first 50 ps in the isothermal-
isobaric relaxation at 12 GPa, then jumps to ~110 atoms over the short
period from 50 to 65 ps, and continuously increases afterwards. These

results indicate that the LDA-HDA transition proceeds via NG. The first
50 ps is the incubation period before nucleation; thus, the critical
nucleus size is between 110 and 240 atoms. In our cluster analysis, we
employed a cutoff distance of 2.85Å, consistent with the approach
used in ref. 33. Importantly, we verified the robustness of our cluster
analysis results by examining their independence from the chosen
cutoff value within a range extending from 2.85Å (corresponding to
the first trough of the radial distribution function, g(r)) to 3.72Å
(corresponding to the secondpeakof g(r) for LDA), asdemonstrated in
Supplementary Fig. 16. Furthermore, Fig. 2c, d, show the evolution of
the CN distribution and atomic volume distribution, respectively (see
Supplementary Fig. 14c–e, respectively, for the evolutionof g(r), BADF,
and distribution of the tetrahedral order parameter48,49). The variation
of the atomic volume distribution during the LDA-HDA transition
(Fig. 2d) is very similar to that during the crystallisation process shown
in Supplementary Fig. 15d, further corroborating that the LDA-HDA
transition takes place through NG. However, it should be noted that
even for a thermodynamic transition, a clear distinction between NG
and SD is valid only in themean-field limit. In systemswith short-range
interactions near the boundary between the metastable and unstable
regions, the transition exhibits a mixed nature50.

We find that the structural changes occurring during the LDA-
HDA transition can be effectively characterised by a systematic tem-
poral evolution of the distribution of the local bond orientational
order parameter �q21

4 . Specifically, a new peak emerges around
�q21
4 = 0:02 and steadily increases while maintaining its position (as

shown in Fig. 2e). This behaviour is reminiscent of the order parameter
evolution observed in the thermodynamic NG process8,22,47. Therefore,
�q21
4 can serve as a suitable local structural order parameter8,22 to

effectively describe the LDA-HDA transition. This discovery of the NG-
like features in AAT further supports the notion that AAT shares
similarities with genuine thermodynamic phase transitions, which has
been recognised as an intriguing and fundamental question in mate-
rials science21. However, it is important to emphasise that the AAT
process in a solid state also involves mechanical contributions, as we
will demonstrate later on.

Here it is worth noting that when calculating the local bond
orientational order parameter �qNl , the choice of the parameter l is
not the only factor influencing its behaviour. The number of
neighbouring atoms N also plays a pivotal role in determining the
distribution of �qNl across various phases. For example, the distribu-
tions of �q84 and �q21

4 for the three amorphous forms of silicon exhibit
distinct differences; see Supplementary Fig. 4a, d. This aspect can
potentially limit the effectiveness of �qN

l in distinguishing between
different phases, particularly when relying solely on a single method
for determining neighbour lists.

A recent research51 haspointed out that �ql maynot be consistently
effective in distinguishing between an amorphous solid and a high-
density liquid in a core-softened model. We hypothesise that the rea-
son behind this limitation might be attributed to the sole use of Vor-
onoi tessellation in constructing neighbour lists. Indeed, �qNl is not
always effective in differentiating between various amorphous forms
and/or liquid states. For instance, as detailed in Methods, identifying a
single �qNl that reliably distinguishes HDA from VHDA in silicon proves
to be a challenging task (Supplementary Fig. 4e, h).

Recent studies, e.g., refs. 24,25,42,52, provided more and more
evidence suggesting that preordering has a critical influence on
crystal nucleation in supercooled liquids. Since the LDA-HDA tran-
sition takes place through NG, it is interesting to explore whether
there is any preordering effect in the nucleation of HDA in LDA. We
thus calculated the �q214 distribution of the 151 atoms, which would
constitute the HDA nucleus upon relaxation at 12 GPa for 100 ps, in
the initial as-quenched sample at 0 GPa. The 151 atoms that would
form the HDA nucleus upon pressurisation are indeed the atoms
with relatively lower �q21

4 in the initial sample (see Supplementary
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Fig. 14b). This implies that preordering (atoms with relatively
lower �q21

4 ) indeed assists HDA nucleation in LDA.
The significant role played by preordering in initiating AAT shares

similarities with the influence of crystal-like preordering in crystal
nucleation24,25,42. This underscores the general significance of pre-
ordering in first-order phase transitions. While thermodynamic
ordering from a liquid is often driven by preordering, with a primary
thermodynamic impact, the situation can be substantially different in
pressure-induced solid-state phase transitions due to theirmechanical
nature. In this context, understanding how HDA-like preordering cat-
alyses the nucleation of HDA domains, both thermodynamically and
mechanically, presents an intriguing question. In addition to local
symmetry matching, which reduces the energy barrier associated with
the formation of new interfaces, the lower mechanical stability of
preordered regions plays a crucial role in reducing the mechanical
work involved in the transformation. Given the enhanced stability of
HDA-like order under high pressure, it is intuitively expected that the
transformation of HDA-like preordering into HDA domains becomes
more feasible under compression. The intricate interplay between
thermodynamic and mechanical factors within this transformation
poses an intriguing question. However, due to the complexity of dis-
entangling these intricate contributions, we leave this issue for future
investigations.

Regarding the influence of preordering on AAT, it is worth noting
that the LDA-HDA transitions observed at both 12.5 and 13GPa for the
same initial state exhibit similarities to those previously discussed
(please refer to Supplementary Fig. 17 and additional discussion in
Supplementary Note 7). Interestingly, both the HDA nucleus

containing 95 atoms at 12.5 GPa (case 1) after relaxation for 20ps and
the nucleus with 151 atoms at 12 GPa after relaxation for 100ps share a
common set of 61 atoms that were part of the initial as-quenched
sample. This commonality suggests that the initiation of HDA nuclea-
tion occurred in approximately the same location at both 12 and
12.5 GPa, providing further evidence for the substantial influence of
preordering on HDA nucleation. In other words, this observation
implies that nucleation sites in solid-state phase transformations are
determined by the initial solid structure, as opposed to the stochastic
nature of nucleation from a fluid.

To further validate this notion, we conducted two additional
simulations, each involving an instantaneous jump in P from 0 to
12GPa on the same initial a-Si sample at 300K. These simulations were
preceded by the assignment of distinct initial velocity fields. Subse-
quently, an isothermal-isobaric relaxation spanning 300 ps was per-
formed. Remarkably, the first HDA nuclei consisting of 151 atoms,
observed across both cases, and even during relaxation following a
linear pressure ramp from 0 to 12GPa, commonly share 42 atoms, as
depicted in Supplementary Fig. 18. This result strongly supports the
conclusion that nucleation sites during AAT in silicon at room tem-
perature are indeed determined by the initial structure. Furthermore,
investigating whether the incubation period preceding nucleation in
AAT adheres to an exponential distribution presents an intriguing
avenue. However, addressing this question would require quenching
multiple independent samples, which is computationally demanding.
Therefore, we leave it for future studies.

Finally, we mention a unique feature of AAT absent in LLT8,19. As
we can see from Fig. 2b, the HDA nucleus has an irregular shape,

Fig. 2 | The low-density amorphous (LDA) to high-density amorphous (HDA)
transition behaviour. This transition occurs when relaxing the as-quenched a-Si
sample at 12 GPa. a The size evolution of the first several largest HDA nuclei. The
dashed line represents the total number of HDA-like atoms. The inset highlights the
initial stage of the transition. A cutoff of 2.85Å was used when conducting cluster
analysis.We verified that the results of the cluster analysis remain consistent across
a range of cutoff values between 2.85 and 3.72Å, see Supplementary Fig. 16.

b Typical structural snapshots during the LDA-HDA transition. Blue and green
spheres represent LDA- and HDA-like atoms, respectively. There is no other type of
local atomic environment in the configurations exhibited here. The atom size is
adjusted for different structural environments for clarity. c–e show the variation of
the coordination number (CN) distribution, atomic volume distribution, and dis-
tribution of coarse-grained local bond orientational order parameter �q21

4 , respec-
tively, during this transition. Source data are provided as a Source Data file.
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unlike LLT, where a nucleus of the new liquid phase tends to become
spherical via diffusion53,54. This behaviour indicates the mechanical
nature of AAT proceeding without diffusion in a solid state while
accompanying elastic deformation, similar to crystallisation in an
amorphous solid state55,56. The non-spherical nature of an HDA
nucleus becomes evident through the analysis of the surface area-to-
volume ratio as it evolves (Supplementary Fig. 19a). Notably, there is
no consistent trend of the nucleus developing a spherical shape over
time. This observation emphasises the combined influence of both
thermodynamics and mechanics during the growth process. It is
important to note that the interface energy does not play a central
role in this process, as the transformation is driven by non-diffusive
mechanical collapse rather than thermal diffusion. This observation
is further supported by the displacement fields in the nucleation-
growth process of HDA (see Supplementary Fig. 19b). These dis-
placement fields lack coherent motion aimed at minimising the
interfacial area of HDA domains. These findings collectively high-
light the distinctive characteristics of non-diffusive solid-state
transformations55,56. In addition, we evaluated the atomic-level
pressure changes during an LDA-HDA transition, as illustrated in
Supplementary Fig. 19c. It is noteworthy that a subtle pressure
contrast between the two phases is observable, along with a wide-
spread atomic-level pressure dispersion even after undergoing a
coarse-graining process. Moreover, we have observed a non-
uniform spatial distribution of the pressure in its coarse-grained
form, as highlighted in Supplementary Fig. 19d. These results toge-
ther serve as distinctive indicators of the mechanical characteristics
inherent in solid-state transformations, a trait that is absent in their
counterparts in the liquid state.

HDA-LDA transition
When relaxing the HDA12,1000 sample at 1 GPa after quickly reducing
pressure from 12 to 1 GPa at a rate of 10GPa ps−1, the fraction of LDA-
like atoms can quickly increase from 4.4% to above 80.0% within 7 ps
(see Supplementary Fig. 2b).We can see a large LDA cluster containing
more than 100 atoms just when the pressure reaches 1 GPa, probably
due to a residual LDA in HDA. Nevertheless, the spatial fluctuations of
tetrahedral order emerge and grow before the rapid growth of the
largest LDA cluster (see Fig. 3a, b). The evolution of the CN distribu-
tion, atomic volume distribution, and �q21

4 distribution during the HDA-
LDA transition are presented in Fig. 3c–e. These transformation
behaviours indicate that the HDA-LDA transition occurs through SD.
The HDA-LDA transitions induced by relaxation at 6 GPa and by a
continuous pressure decrease also behave similarly to the above (see
Supplementary Fig. 2d–h and Supplementary Note 8). TheNG- and SD-
type transformations for the forwardand reverse LDA-HDA transitions,
respectively, may reflect the difference in the mechanical barriers in
addition to that in the thermodynamic one: the transformation of
tetrahedra-dominant LDA to octahedra-dominant HDA may be
mechanically more resistive than the reverse one. Finally, we note that
the HDA-LDA transition was not observed during isothermal-isobaric
relaxation when pressure is >6GPa within the time scale accessible to
the current simulations (see Supplementary Fig. 2c). The HDA-LDA
transition may proceed via NG when pressure is >6 GPa if LDA is more
stable. This hysteresis behaviour deserves further investigation.

LDA-VHDA transition
When relaxing the LDA10,200 sample at 15 GPa after quickly increasing
pressure from 10 to 15GPa at a rate of 10GPa ps−1, the LDA-VHDA

Fig. 3 | The high-density amorphous (HDA) to low-density amorphous (LDA)
transition behaviour. This transition occurs when relaxing the HDA12,1000 sample
at 1 GPa. Thepressure, P, on theHDA12,1000 samplewasfirst reducedquickly from 12
to 1 GPa at a constant rate of 10.0GPa ps−1 before relaxation. a The evolution of the
size of the first several largest LDA nuclei. The dashed line represents the total
number of LDA-like atoms. The inset highlights the initial stage of the transition. A
cutoff of 2.85Å was used when conducting cluster analysis. b Typical structural
snapshots during the HDA-LDA transition. Blue, green, and yellow spheres

represent LDA-, HDA-, and β-Sn-like atoms, respectively. There is neither very-high-
density amorphous (VHDA)- nor simple hexagonal (sh)-like atom during the pro-
cess considered here. The atom size is adjusted for different structural types for
clarity. c–e show the variation of the coordination number (CN) distribution,
atomic volume distribution, and distribution of coarse-grained local bond orien-
tational order parameter �q214 , respectively, during the transition. Source data are
provided as a Source Data file.
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transition occurred through a two-step process, similar to the scenario
known as Ostwald’s step rule57. Specifically, during the LDA-VHDA
transition, the fluctuations of octahedral order (or HDA clusters) grow
very quickly (~2 ps) without an evident incubation period (see Fig. 4b
and Supplementary Fig. 20a). Then, VHDA nuclei emerge exclusively
inside the HDA regions (see the evidence presented in Fig. 4a, c) and
then quickly grow such that 99.5% of atoms (8151 out of the 8192
atoms) in the supercell is VHDA-like after a short relaxation (9.9 ps)
(see Supplementary Fig. 1c). Therefore, HDA is an intermediate state in
the LDA-VHDA transition. This can be rationalised from the fact that
the bond orientational order of the HDA form is intermediate between
LDA and VHDA, i.e., both the �q8

6 and �q1310 distributions of the HDA form
are located in the middle between those of LDA and VHDA (see Sup-
plementary Fig. 4b, e). The same applies to CN. This unique sequential
AAT, i.e., the appearance of HDA clusters as an intermediate state in
the LDA-VHDA transition, is selected since the LDA-HDA transition
barrier is much lower than the direct LDA-VHDA one. Then, VHDA is
preferentially formed in HDA regions due to their structural similarity
and the resulting lower interfacial energy between them. The LDA-
VHDA transitions occurring at other conditions also proceed through
this two-step process (see Supplementary Fig. 20b, c and Supple-

mentaryNote 9). As can be seen fromFig. 4a, the formation of VHDA in
the LDA-VHDA transition appears to be anNGprocess. The rapid onset
of the LDA-VHDA transition is catalysed by the intermediateHDA form.

HDA-VHDA transition
When relaxing the HDA12,1000 sample at 15 GPa, the highest fraction
of atoms of VHDA-like local order reaches 80.8% at 30.8 ps, at which
there are also 0.4% and 11.9% of LDA- and HDA-like atoms, respec-
tively, and the largest crystal nucleus contains 418 (β-Sn- and sh-like)
atoms (see Supplementary Fig. 1d (15 GPa, case 1)). These suggest
that it is hard to obtain a homogeneous amorphous state of VHDA
from HDA, unlike the LDA-VHDA transition, where the highest
fraction of VHDA-like atoms can reach 98.9%. This is not surprising
given that compared to LDA, HDA has more crystal precursors (see
Supplementary Fig. 4a, b). We note that it is reasonable to assume
that atomswith higher �q8

4 or �q
8
6 act as crystal precursors (see the next

section). According to Fig. 5a–c, the HDA-VHDA transition proceeds
via the SD-like process, unlike the NG process of forming the VHDA
form in the LDA-VHDA transition at the same pressure (see above).
This difference is reasonable, considering that VHDA clusters only
emerge from HDA but not LDA regions.

Fig. 4 | The low-density amorphous (LDA) to very-high-density amorphous
(VHDA) transition and subsequent crystallisationbehaviours.These transitions
occur sequentially when relaxing the LDA10,200 sample at 15 GPa (case 1). The
pressure, P, on the LDA10,200 samplewas first increased quickly from 10 to 15GPa at
a constant rate of 10.0GPa ps−1 before relaxation. a Visualisation of the structural
environment of the first neighbouring shell surrounding VHDA-like individual
atoms and clusters during the emergence of VHDA-like atoms in the LDA-VHDA
transition. Only VHDA-like atoms and their first neighbours are shown in each
panel. Blue, green, and red spheres represent LDA-, high-density amorphous (HDA)-
, and VHDA-like atoms. The atom size is adjusted for different structural types for
clarity. There is no crystal-like atom over the time window considered here. b The
size evolution of the largest HDA and VHDA clusters during the LDA-VHDA tran-
sition. c The structural environment of the first neighbouring shell surrounding
VHDA-like individual atoms and clusters during the emergence of VHDA-like atoms
in the LDA-VHDA transition. The circles in c with different colours (see legend)
represent the fraction of atoms in different local structural environmentswithin the

first neighbouring shell surrounding VHDA-like atoms and clusters. The red dashed
line represents the fraction of VHDA-like atoms relative to all atoms in the entire
supercell. There is no crystal-like atom during the first 3 ps of the relaxation.
d Visualisation of the structural environment of the first neighbouring shell sur-
rounding the clusters of simple hexagonal (sh) crystals in the subsequent crystal-
lisation process. Only sh-like atoms and their first neighbours are shown in each
panel. Blue, green, red, yellow, andmagenta spheres represent LDA-, HDA-, VHDA-,
β-Sn-, and sh-like atoms, respectively. The atom size is adjusted for different
structural types for clarity. e The structural environment of the first neighbouring
shell surrounding the clusters of sh crystals during the subsequent crystallisation
process. The circles with different colours (see legend) represent the fraction of
atoms in different local structural environments within the first neighbouring shell
surrounding regions of sh crystal. Themagenta dashed line represents the fraction
of sh-like atoms relative to all atoms in the supercell. Source data are provided as a
Source Data file.
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Precursor of β-Sn crystal
As seen from Supplementary Fig. 21, during the NG processes of β-Sn
crystal from HDA, the β-Sn nuclei regions are always surrounded by
atoms with large �q84 or �q86. This suggests that β-Sn crystals tend to be
nucleated from high �q8

4 or �q86 regions, which can be viewed as the
precursors of β-Sn crystal. We note that a recent study52 indicates that
precursors also play an important role in crystal growth.

Two-step formation of sh crystal
We found that the crystallisation of sh crystals from a-Si is also a two-
step process, consistent with Ostwald’s step rule57. Specifically, we
revealed that sh crystal nuclei always emerge in β-Sn nuclei, and there
is no sh-like atom before the emergence of β-Sn-like atoms in all
crystallisation processes in the current work (see Figs. 4d, e and 5d as
well as Supplementary Note 10). This non-classical transition pathway
of the crystallisation process in a-Si has yet to be recognised in the
recent work33. The reason why the β-Sn structure appears as an inter-
mediate phase in the formation of the sh structure from a-Si should be
that the orientational order of the β-Sn structure is intermediate
between the amorphous forms and sh structure (see Supplementary
Fig. 4a, b).

The observed process might appear to be a result of the ‘con-
tinuous’ evolution of local structures or theorder parameter.However,
this is not the case. Firstly, we emphasise that the distributions of the
order parameters remain distinctly separated and maintain a sig-
nificant distinction (refer to Supplementary Fig. 4a, b). Moreover, the
identification of the crystallisation process leading to sh-crystals as a

manifestation of non-classical two-step nucleation is a conclusion
drawn not only from the order parameter evolutions but also from
spatial and temporal characteristics. As shown in Supplementary
Fig. 15a, sh-crystals consistently emergewithin pre-existingβ-Sn crystal
regions within HDA. Additionally, the surfaces of these crystals are
consistently surrounded by β-Sn crystals. These observations offer
clear indications of a two-step nucleation behaviour. This assertion
gains further support from Supplementary Fig. 22, where the emer-
gence of sh-crystals exclusively follows the formation of β-Sn crystals.

Heating HDA and VHDA
We also heated the HDA12,1000 and VHDA15,10 samples at 12 and 15GPa,
respectively, from 300K to 1500K at a rate of 1 × 1013 K s−1. According
to Fig. 6a, c, upon heating, the HDA-VHDA transition starts slightly
earlier than the crystal nucleation. The fraction of VHDA-like atoms
reaches its maximum of 47.1% at 573 K, at which the largest crystal
nucleus contains 590 atoms. The crystal nuclei grow veryquickly when
further increasing temperature, and two crystalline grains, β-Sn and sh
ones, form around 980K. The sh crystal grain forms through a two-
step process, i.e., β-Sn serves as an intermediate phase. A continuous
temperature increase gradually transforms the sh crystal grain into the
β-Sn structure before melting, indicating the higher stability of the β-
Sn phase structure at higher temperatures. The partial transformation
of HDA-like into VHDA-like atoms upon rapidly heating the HDA
sample from 300K to 500K suggests that VHDA is more stable than
HDA at 12 GPa and 500K. This might explain why the LDA-HDA tran-
sition was not observed at 500K33.

Fig. 5 | The high-density amorphous (HDA) to very-high-density amorphous
(VHDA) transition and subsequent crystallisationbehaviours.These transitions
occur sequentially when relaxing the HDA12,1000 sample at 15GPa (case 1). The
pressure, P, on theHDA12,1000 samplewasfirst increasedquickly from 12 to 15 GPaat
a constant rate of 10.0GPa ps−1 before the relaxation. a The structural snapshots
during the HDA-VHDA transitions. Blue, green, red, yellow, and magenta spheres
represent low-density amorphous (LDA)-, HDA-, VHDA-, β-Sn-, and simple hex-
agonal (sh)-like atoms, respectively. The atom size is adjusted for different struc-
tural types for clarity. b The evolution of the size of the first several largest VHDA
nuclei during the HDA-VHDA transition. The solid red squares represent the size of

the largest crystal nucleus (including both β-Sn-like and sh-like atoms). A cutoff of
2.85Åwas usedwhen conducting cluster analysis. cThe variation of atomic volume
distribution during the HDA-VHDA transition. d The structural environment of the
first neighbouring shell surrounding the clusters of sh crystals during the sub-
sequent crystallisation process. The circles with different colours (see legend)
represent the fraction of atoms in different local structural environmentswithin the
first neighbouring shell surrounding regions of sh crystal. Themagenta dashed line
represents the fraction of sh-like atoms relative to all atoms in the supercell. Source
data are provided as a Source Data file.
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As seen from Fig. 6b, d, the VHDA first crystallises into a sh crystal
through a two-step process, i.e., β-Sn serves as an intermediate phase
when heating the VHDA15,10 sample at 15 GPa, and the crystal also
becomesmore β-Sn-like at a higher temperature before finally melting
into a liquid.

As can be seen fromFig. 6c, d aswell as Supplementary Fig. 23, the
liquid structures obtained at both 12 and 15GPa are similar and closest
to the HDA structure among the three amorphous forms but distinctly
different from the liquid structure at 0 GPa. However, the presence or
absence of LLT needs to be examined carefully.

Outlook
In this study, we conducted an investigation into the structural trans-
formations of amorphous silicon induced by rapid pressure changes.
To accomplish this, we performed extensivemolecular dynamics (MD)
simulations over very long timescales, utilising a novel machine
learning-based potential. Our research unveiled the presence of three
distinct amorphous forms, namely, LDA, HDA, and VHDA, as well as
two high-pressure crystalline forms in silicon, under varying pressure

conditions. These findings align closely with prior experimental
observations10,11 and ab-initio MD simulations34,41.

We then disclosed the short-range orientational orders of the
three amorphous forms and their relationships to the corresponding
crystals, identifying the order parameters governing AAT and reveal-
ing a deep link between polyamorphism and polymorphism in the
system. A summary figure is presented in Fig. 7. In addition, we have
observed that, in comparison to both LDA andHDA, VHDA formeddue
to increased pressure exhibits a significantly greater degree of local
structural disorder. This increased structural disorder renders VHDA
less thermodynamically stable against crystallisation and also results in
a lack ofmechanical stability, as evidencedby the vibrationaldensity of
states.

We also followed the kinetics of AAT and crystallisation, with a
particular focus on tracking the temporal evolution of local structures.
In this context, we discerned two distinct types of structural trans-
formations, categorised as NG and SD types. For the NG-type trans-
formation, occurring as LDA transforms into HDA, we investigated
the roughness of the interface within the nucleated domain. This

Fig. 6 | The transformation of high-density amorphous (HDA) and very-high-
density amorphous (VHDA) upon heating. a The structural snapshots when
heating the HDA12,1000 sample at 12GPa at a rate of 1 × 1013 K s−1. Blue, green, red,
yellow, and magenta spheres represent low-density amorphous (LDA)-, HDA-,
VHDA-, β-Sn-, and simple hexagonal (sh)-like atoms, respectively. The atom size is
adjusted for different structural types for clarity. b The structural snapshots when

heating theVHDA15,10 sample at 15 GPa at a rate of 1 × 1013 K s−1. The colour scheme is
the same as a. The evolution of the volume (left axis) and the fraction of different
local environments (right axis) when heating the HDA12,1000 sample at 12 GPa (c)
and VHDA15,10 sample at 15 GPa (d) from 300 to 1500K at a rate of 1 × 1013 K
s−1. Source data are provided as a Source Data file.
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non-spherical shape of nuclei serves as a manifestation of the
mechanical characteristics inherent in diffusion-less solid-state trans-
formations. Furthermore, we found no direct transition path between
LDA and VHDA; the transition must be through the intermediate HDA
state. Similarly, the formation of sh crystal from amorphous states
follows a two-step process involving an intermediate state known as
the β-Sn crystal. These discoveries underscore the pivotal importance
of preordering and mechanical instability in solid-state transforma-
tions, including both AAT and crystallisation processes. Preordering
and mechanical instability play a crucial role in reducing the thermo-
dynamic and mechanical barriers associated with these
transformations.

Assessing the general applicability of thesefindings across various
materials undergoingAATs anddissecting the distinct contributions of
preordering and mechanical instability represent intriguing avenues
for future research. Such investigations have the potential to shed
further light on the fundamental principles governing structural
transformations in diversematerials and provide valuable insights into
how these factors can be manipulated or controlled in various
applications.

Methods
Molecular dynamics simulations
Weperformmolecular dynamics (MD) simulations of themodel silicon
interactingwith a recently developedMLpotential36, which is the same
as the one used in ref. 33 and was also used to study the mechanical
behaviour of a-Si recently58. The procedure of generating the as-
quenched LDA form of a-Si is similar to that in refs. 33,58,59. Specifi-
cally, a supercell of cubic diamond silicon composed of
8(x) × 8(y) × 16(z) unit cells (thus, containing8192 atoms)washeated to
2800K at zero pressure and then equilibrated for 10 ps, followed by
equilibration at 1800K for 50ps and then at 1500K for 100ps.

Subsequently, the liquid at 1500K was first quenched to 1250K at a
rate of 1 × 1013 K s−1, followed by 1 × 1011 K s−1 to 1050K, then at 1 × 1013 K
s−1 to 300K, and finally relaxed at 300K for 100 ps. Then, the pressure
was increased at various rates specified in the main text to various
target values for performing isothermal-isobaric annealing to study
different AAT and crystallisation processes. Unless otherwise stated,
the temperature is always 300K when applying hydrostatic pressure
on the sample. We conducted all these quenching, pressurisation, and
relaxation in the isothermal-isobaric (NPT) ensemble under a
Nose–Hoover thermostat. The periodic boundary condition was
applied in all three directions. The time step was always 1 fs. All MD
simulations were implemented in the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS)60 and the visualisation of
atomic configurations was realised using the OVITO61 and VESTA62

packages. The initial and final configurations of molecular dynamics
simulations for isothermal-isobaric relaxations at 10, 12, and 15 GPa are
provided as a Supplementary Data file.

Identifying local crystalline environments
Weuse coarse-grained local bond orientational order parameters �qNl ðiÞ
to differentiate local crystalline environments from amorphous
environments and separate β-Sn- and sh-like environments. First, a
complex vector qlm(i) of atom i is defined as37

qlmðiÞ=
1
N

XN
j = 1

Y lmðrijÞ: ð1Þ

Here, the constant N determines how many nearest neighbours of
atom iwill be taken into account, l is a free integer parameter, andm is
an integer within the range of [−l, l]. Ylm(rij) is the spherical harmonic
function, and rij is the vector connecting the central atom i to its
neighbouring atom j. Then, the coarse-grained local bondorientational

Fig. 7 | Schematic Overview. A schematic diagram outlining the structural trans-
formation pathways among the three amorphous forms of a-Si, that is, low-density
amorphous (LDA), high-density amorphous (HDA) and very-high-density amor-
phous (VHDA), along with their crystallisation routes to β-Sn and/or simple hex-
agonal (sh) structures, as elucidated in this study. The transition mechanisms, i.e,

nucleation and growth (NG) and spinodal decomposition (SD), are marked for the
transformations at different pressures (P). Additionally, the diagram presents
representative local structures for the three amorphous forms and two crystal
phases.
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order parameters �qN
l ðiÞ can be calculated as38

�qN
l ðiÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π
2l + 1

Xl
m=�l

j�qlmðiÞj2
vuut , ð2Þ

where

�qlmðiÞ=
1

N + 1

XN
k =0

qlmðkÞ: ð3Þ

Here, the summation runs over the firstN neighbours of atom i and the
atom i itself.

To choose the best �qNl which can accurately differentiate local
crystalline environments from amorphous ones, we generated a set of
snapshots for each of the three amorphous forms and two crystalline
forms, i.e., β-Sn and sh crystals. Specifically,
(i) for LDA, we evenly extracted 21 snapshots when further relaxing

the sample of LDA10,200 denoted in Fig. 1a for 5 ps at 10GPa
and 300K;

(ii) for HDA, we evenly extracted 21 snapshots when further relaxing
the sample of HDA12,1000 denoted on Fig. 1a for 5 ps at 12 GPa
and 300K;

(iii) for VHDA, we evenly extracted 21 snapshotswhen further relaxing
the sample of VHDA15,10 denoted in Fig. 1a for 5 ps at 15 GPa
and 300K;

(iv) for β-Sn, we created a bulk β-Sn crystal containing 4096 atoms,
and after sufficient relaxation at 300 K and 12GPa, we increased
anddecreasedpressureon it from12 to 15 and0GPa, respectively.
31 snapshots were chosen over the pressure range between 0 and
15GPa (the pressure interval is 0.5GPa);

(v) for sh, we created a bulk sh crystal containing 4096 atoms, and
after sufficient relaxation at 300K and 15GPa, we reduced pres-
sure on it from 15 to 10GPa, during which 51 snapshots were
extracted per 0.1 GPa. We found the sh crystal unstable when
pressure is less than 10GPa.

Note that we also considered other silicon crystal structures and
found that the amount of local cubic diamond- or hexagonal diamond-
like environments is negligible, and other crystal structures, such as
Imma and Cmca, are not stable under the conditions we
considered here.

Then, we calculated the distributions of �qN
l using many different

combinations of l andN for the three amorphous forms, i.e., LDA,HDA,
and VHDA, as well as the two crystals, i.e., β-Sn and sh, using these
snapshots. As demonstrated in Supplementary Fig. 4a, the distribu-
tions of �q8

4 for the three amorphous forms are well separated from
those for the two crystals. We thus chose to use �q8

4 =0:4 as the
threshold to differentiate crystal-like environments from amorphous-
like environments. There is a small amount of overlap in the distribu-
tion of either �q84 or �q

8
6 between β-Sn and sh crystals (see Supplementary

Fig. 4a, b), we hence use the boundary in the �q84-�q
8
6 plane (denoted as

the red dashed line in Supplementary Fig. 4c) to separating sh-like
environments from β-Sn-like ones.

Distinguishing LDA-like environments from both HDA- and
VHDA-like environments
Separating different local amorphous-like environments is more
challenging than differentiating different local crystal-like environ-
ments. To quickly choose the best �qN

l which can distinguish different
local amorphous-like environments from a wide range of possible
values for both l and N, we useOαβ as defined in ref. 38 to quantify the
degree of overlap in the distribution of a given �qN

l between twodistinct

structural forms, α and β. Here,

Oαβ =

R
PαðxÞPβðxÞdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
P2
αðxÞdx

R
P2
βðyÞdy

q , ð4Þ

where Pα(x) represents the probability density function of a given �qN
l

for structural form α. Obviously, a smaller value of Oαβ means smaller
overlap in the distribution of a given �qNl between structural forms α
and β.

As seen from Supplementary Fig. 4g, the lowest OLDA-HDA is
0.009 for �q21

4 among all �qN
l with different values of l and N. �q21

4 is
thus expected to separate LDA- and HDA-like environments well.
Then, we plotted the distribution of �q214 for all the three amor-
phous forms in Supplementary Fig. 4d. Visibly, the distribution of
�q21
4 for LDA has a tiny section overlapped with the corresponding

distribution for HDA or VHDA form around the value of �q21
4 =0:03.

We hence determine amorphous-like environments with �q21
4 >0:03

as LDA-like environments. With this threshold of �q21
4 , there are

98.1%, 0.8% and 0.3% of LDA-like environments in the LDA10,200,
HDA12,1000 and VHDA15,10 samples, respectively.

Separating HDA- and VHDA-like environments
We used the same strategy as above to search for the best �qN

l ,
which can separate HDA- and VHDA-like environments. However,
the lowest OHDA-VHDA is 0.363 for �q13

10 among all �qNl with different
values of l and N (see Supplementary Fig. 4h). As shown in Sup-
plementary Fig. 4e, there is indeed a large overlap in the dis-
tribution of �q1310 between HDA and VHDA samples. Table S1 lists
the specific value of N, which can minimise OHDA-VHDA as well as
the corresponding minimum value of OHDA-VHDA for each l over
the range from 1 to 15. We also tried the coarse-grained local
bond orientational order parameter �wN

l (ref. 38) and found that
the corresponding OHDA-VHDA of �wN

l is even much higher than that
of �qN

l . These results suggest that it is hard to well separate local
HDA- and VHDA-like environments using a single coarse-grained
local bond orientational order parameter �qN

l or �wN
l . It may be

because the resemblance between local HDA- and VHDA-like
environments is non-trivial, and there is limited information
contained in an individual �qNl or �wN

l regarding the characteristics
of local atomic environments. To better separate local HDA- and
VHDA-like environments, we then trained a convolutional neural
network (CNN) model39 (a binary classifier) in which local atomic
environments are described using spatial density maps
(SDMs)40,63. The accuracy of the CNN model in separating VHDA-
like environments from HDA-like environments can be as high as
99.66%, as shown in Supplementary Fig. 4f. The details regarding
the construction of the CNN model can be found in the next
section.

To show the advantageof theCNNmodel over otherMLmodels in
separating HDA- and VHDA-like environments, we also trained linear
support vector machine (SVM) and conventional neural network (NN)
models using multiple �qN

l as well as local radial density function
Gið�rÞ46,64 as structure representations. See below for the training pro-
cedures of these ML models. As shown in Supplementary Fig. 4f, the
accuracy of the CNNmodel is much higher than all these SVM and NN
models in separating HDA- and VHDA-like environments. It is inter-
esting to note that the accuracy of the SVM model solely considering
local angular information, i.e., multiple �qNl , is higher than that of the
SVMmodel solely taking into account local radial density information,
i.e., multiple Gið�rÞ (see Supplementary Fig. 4f). This suggests that the
difference in angular order is more pronounced than that in radial
density order between HDA- and VHDA-like environments. The
advantage of the CNN framework over other ML methods is due to (i)
the completeness of the structure representation—SDM—used in the
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CNN framework and (ii) the state-of-the-art learning capability of the
CNN model40,63,65.

The details of the construction of the CNN model
Atomic structure representation. Similar to ref. 40, the atomic
structure representation—SDM for a local atomic environment centred
on atom i is defined as

Ξið�x,�y,�zÞ=
X

exp �ð�rij,x � �xÞ2 + ð�rij,y � �yÞ2 + ð�rij,z � �zÞ2

2Δ2

 !
, ð5Þ

where the summation is performed over all neighbouring atoms with
j�rijj<�rc as well as the central atom i itself. To avoid the influence of
pressure and/or temperature on bond lengths, here we use reduced
vector �rij =

rij
jri,mj, where ∣ri,m∣ is the shortest bond length of atom i. Here,

�rij,x , �rij,y and �rij,z are the components along x, y and z directions of �rij ,
respectively. �x, �y and �z 2 ½�lc +0:5Δ,lc � 0:5Δ� with a constant incre-
ment of Δ, where Δ determines the resolution of SDMs, and lc decides
the sizeof SDMsandshouldbeequal toor slightly larger than�rc,which is
the reducedcutoffdetermining the sizeof the local atomicenvironment.
More discussion regarding choosing suitable values for the free para-
meters in SDMcanbe found in refs. 40,63.Herewechose�rc =2:5, lc =3.0
and Δ=0.25 after multiple trials. As shown in Supplementary Fig. 4i,
there are around40–75and50–80neighbours in the local environments
of HDA and VHDA, respectively, within a reduced cutoff �rc =2:5.

CNN model architecture. The SDMs generated with the parameters
chosen above are three-dimensional (3D) numerical arrays, each con-
taining 24 × 24 × 24 elements, equivalent to 3D images, each containing
243 voxels. Note that here each voxel only has one channel as there is
only one species, i.e., silicon, in the materials we considered here, and
more channels can be included in the SDM when there are more dif-
ferent species in the materials of interest. Therefore, we can directly
feed these SDMs or images into a CNN model. For the binary classifi-
cation task in the current case, i.e., judging whether a local atomic
environment isHDA- or VHDA-like,we foundaCNNmodel containing4
convolutional layers is sufficient to achieve an accuracy very close to
100%. In our CNNmodel, 8 filters with a small receptive field of 3 × 3 × 3
were used in each convolutional layer, and batch normalisation66 was
adopted right after each convolution and before activation with the
rectification (ReLU) nonlinearity67. After activation, each of the first
three convolutional layers was followed by a 3D max-pooling layer.
Max-pooling is performedover a 2 × 2 × 2 voxelwindow,with a strideof
2. The last convolutional layer is directly followed by the output layer, a
single sigmoid neuron, as we perform a binary classification task.

Training/test datasets. To ensure that our CNN model is robust, we
constructed a large test dataset containing 10,000 instances (5000
instances for each class). We found that a training dataset containing
10,000 instances for each class (20,000 instances in total) is large
enough to trainwell thisCNNmodel. Thus,we randomly chose ~477 and
~239 local environments fromeachof the 21 snapshots of theHDA12,1000

sample to construct our training and test datasets, respectively. These
local environments are labelled yi =0. Then, the equivalent numbers of
local environments were selected randomly from the 21 snapshots of
the VHDA15,10 sample and added to the training and test datasets,
respectively. These local environments are labelled yi = 1. Since the SDM
is rotationally non-invariant, we need to ensure that the prediction is
always the same for a local environment at different orientations. Thus,
we rotate each local environment such that its shortest bond to the
central atom is parallel to the x axis, and the first two nearest atoms and
the central atom coexist in the xy plane (the first three nearest atoms

will be required to coexist in the xy plane if the first and second bonds
are parallel to one another) before converting it into an SDM.

Training procedure. During the training of the CNN model, we mini-
mised the binary cross-entropy loss between true andpredicted labels,
used early stopping, and selected themodel with the highest accuracy
on the test dataset. The learning rate started from 0.001 and was then
divided by

ffiffiffiffiffiffi
10

p
once the test accuracy plateaued. We chose an

RMSprop optimiser and used amini-batch size of 300. We augmented
the training data by randomly rotating each local environment before
converting it into an image every time we fed it into the CNN. The
training was implemented in the TensorFlow package68.

The training of the SVM and NN models
Firstly, we trained several linear support vectormachine (SVM)models
using a different number of the fifteen �qNl listed in Supplementary
Table 1 as structure representation. For example, including three �qNl
means that the first three �qNl in Supplementary Table 1 were used. The
variation of the accuracyof the SVMmodelwith increasing the number
of �qN

l used in the SVM model is exhibited in Supplementary Fig. 4f.
Note that we also tried to add several �wN

l into the structure repre-
sentation but found that including several �wN

l cannot improve the
accuracy effectively.

We also used the Gaussian weighted local radial density function
Gið�rÞ46,64 as structure representation to train an SVM model. Gið�rÞ is
defined as

Gið�rÞ=
X
�rij ≤�rc

exp � ð�rij � �rÞ2

2Δ2

 !
, ð6Þ

where �rij = j�rijj and �r 2 ½1:0� 2Δ,�rc +2Δ� with a constant increment of
Δ. Here, we chose �rc =2:5, the same as in the CNN model, and found
that a Δ =0.1 is sufficient. The accuracy of this SVM model is also
described in Supplementary Fig. 4f.

In addition, we used multiple �qNl in conjunction with Gið�rÞ simul-
taneously as structure representation to train SVM models and used
the fifteen �qN

l and Gið�rÞ simultaneously as structure representation to
train a conventional neural network (NN) model. Although the accu-
racy of these ML models can be increased when simultaneously con-
sidering both angular and radial density information or when a linear
SVM model is replaced with a non-linear NN model, the highest accu-
racy achieved with the NN model is still lower than that of the CNN
model (see Supplementary Fig. 4f).

The training of the SVM models was implemented in the Scikit-
learn package69. The training procedure of the NN model is similar to
those of the CNN models and implemented in the TensorFlow
package68. We intensively optimised the architecture of the NNmodel
and found that the optimal NNmodel contains two hidden layers, and
each hidden layer contains 30 neurons activated with the ReLU
nonlinearity67, and a mini-batch size of 150 was used.

Data availability
All study data are included in the article and Supplementary Informa-
tion. Source data are provided with this paper.

Code availability
The simulation codes used in this study are available from the corre-
sponding authors upon request.
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