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Non-reciprocity across scales in active
mixtures

Alberto Dinelli1, Jérémy O’Byrne 1,2, Agnese Curatolo3, Yongfeng Zhao 4,
Peter Sollich 5,6 & Julien Tailleur 1,7

In active matter, particles typically experience mediated interactions, which
are not constrained by Newton’s third law and are therefore generically non-
reciprocal. Non-reciprocity leads to a rich set of emerging behaviors that are
hard to account for starting from themicroscopic scale, due to the absence of
a generic theoretical framework out of equilibrium. Herewe consider bacterial
mixtures that interact via mediated, non-reciprocal interactions (NRI) like
quorum-sensing and chemotaxis. By explicitly relating microscopic and mac-
roscopic dynamics, we show that, under conditions that we derive explicitly,
non-reciprocity may fade upon coarse-graining, leading to large-scale equili-
brium descriptions. In turn, this allows us to account quantitatively, and
without fitting parameters, for the rich behaviors observed in microscopic
simulations including phase separation, demixing, and multi-phase coex-
istence. We also derive the condition under which non-reciprocity survives
coarse-graining, leading to a wealth of dynamical patterns. Again, our analy-
tical approach allows us to predict the phase diagram of the system starting
from itsmicroscopic description. All in all, ourworkdemonstrates that the fate
of non-reciprocity across scales is a subtle and important question.

Our ability to design and engineer new materials largely relies on the
possibility to infer their large-scale properties from their microscopic
constituents. For equilibrium systems, statistical mechanics allows us
to do so by relating the macroscopic free energy to the microscopic
partition function and the Boltzmannweight. As a result, the emerging
properties of equilibrium systems can be predicted by balancing
energy and entropy. This general principle, at the root of so many
industrial innovations over the past century, comes with a strong
restriction: it only applies to the steady state of systems satisfying
detailed balance, thus excluding the vast class of nonequilibrium sys-
tems and transient dynamical phenomena. An important challenge is
thus to develop theoretical frameworks that would allow us to relate

the microscopic description of nonequilibrium systems to their
emerging behavior.

This is particularly important for active systems, which comprise
large assemblies of individual units able to exert non-conservative
forces on their environment1. From spontaneously flowingmatter2–5 to
living crystals6–10, active materials display phases without counterparts
in equilibrium physics11. This rich phenomenology relies in part on the
existenceof non-reciprocal interactions (NRI) between active particles,
which have attracted a lot of attention recently. From the spontaneous
emergence of traveling waves to anomalous mechanics and odd elas-
ticity, NRI have indeed been shown to lead to a wealth of exciting
phenomena12–25.
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In the simplest case of systems with pairwise forces, NRI corre-
spond to the breakdownofNewton’s third law12,24,26, which states that if
particle i exerts a force fij onto particle j then fji = − fij. Such pairwise
forces are an idealized limit for most active particles: experimental
systems instead typically involve complex mediated N-body interac-
tions like chemotaxis, quorum sensing, or hydrodynamic interactions
that need not be reciprocal. In all cases, predicting how such micro-
scopic interactions impact the emerging behavior is a challenging,
indeed mostly impossible task (note that, for some passive systems, it
has been shown that non-reciprocal interactions may allow for a con-
servation law of a generalized momentum-like quantity26). An appeal-
ing alternative has recently been proposed: to postulate
phenomenological theories in which action-reaction is directly broken
at the macroscopic scale16,17. The analysis of the large-scale behavior
then amounts to a non-linear dynamics problem for which a wealth of
tools are available16,17,22,23,27–31. However, amajor limitation is that, in the
presence of NRI, there is no generic way to infer which microscopic
systems correspond to a givenmacroscopic description. This not only
prevents us from assessing the scope of these theories, but it also
deprives us of guiding principles when it comes to engineering
microscopic active systems to realize the exciting emerging behaviors
observed at the macroscopic scale.

In this article, we bridge the gap between microscopic and mac-
roscopic descriptions of active systems with non-reciprocal interac-
tions, which allows us to show that the violation of action-reaction is
strongly scale-dependent. To do so, we study active mixtures, which
comprise several types of interacting active particles and have attrac-
ted a lot of interest recently12,16,17,21–24,32–44. We first consider active
particles that interact via quorum sensing (QS), i.e., regulate their
motility according to the local density of their peers. QS is generic in
nature45, where it is typically mediated by diffusing signalling mole-
cules. For microorganisms, it plays an important role in regulating
diversebiological functions, frombioluminescence46–49 and virulence50

to biofilm formation51 and swarming52. Furthermore, QS can also be
engineered in the lab, for instanceusing light-controlled self-propelled
colloids53–55. We then close this article by showing that our results
generalize to chemotactic interactions and by discussing the case of
pairwise forces.

Results
We consider N ‘species’ of active particles and denote by ρμ(r) the
density field of species μ. For concreteness, we present our results for
active Brownian particles (ABPs)56 and run-and-tumble particles
(RTPs)57, butwe stress that they holdmoregenerally and also apply, for
instance, to active Ornstein-Uhlenbeck particles58–60. QS interactions
between the species then lead to the following dynamics for particle i
of species μ:

_ri,μ = vμðri,μ, ½fρνg�Þui,μ, ð1Þ

where the self-propulsion speed vμ is both a function of ri,μ and a
functional of all density fields. The particle orientation ui,μ is a unit
vector that undergoes either rotational diffusion (ABPs) or tumbles
instantaneously (RTPs), with a persistence time τμ (note that
making τi,μ a function of ri and a functional of {ρν} does not
lead to any interesting phenomenology so, for simplicity, we do
not consider this case). We note that Eq. (1) is generically non-
reciprocal. To see this, we split the self-propulsion speed vμ
between a bare contribution �vμ � vμðri,μ, ½fρν =0g�Þ and an interac-
tion term Δvμðri,μ, ½fρνg�Þ � vμðri,μ,½fρνg�Þ � �vμ, which allows us to
rewrite Eq. (1) as:

_ri,μ = �vμui,μ + f i,μ, f i,μ =Δvμðri,μ, ½fρνg�Þui,μ: ð2Þ

The effective N-body interactions fi,μ are clearly non-reciprocal as can
easily be checkedby considering a systemwith twoparticles: fi,μ and fj,ν
are along ui,μ and uj,ν, and thus generically not even collinear (see
Supplementary Movie 1). To address how this non-reciprocity affects
the large-scale properties, we first coarse-grain the dynamics (1) into a
fluctuating hydrodynamic description that captures the large-scale
long-time dynamics of the system. We then compute the steady-state
entropy production rate of the resulting fluctuating hyrodynamics and
show that it vanishes whenever

δ log vμðrÞ
δρνðr0Þ

=
δ log vνðr0Þ
δρμðrÞ

for any μ,ν: ð3Þ

In this case, the microscopic non-equilibrium dynamics leads to an
effective large-scale equilibrium dynamics and non-reciprocity
vanishes upon coarse-graining. Condition (3) can thus be seen as the
first non-trivial generalization of Newton’s action-reaction principle to
a microscopic model of active mixtures in the presence of many-body
mediated interactions. We show that the system then admits an
effective free energy which allows us to predict its emerging behavior.
Remarkably, this allows us to construct the phase diagram of the
system from its microscopic dynamics without any fit parameters, a
rare achievement even in equilibrium. On the contrary, when Eq. (3) is
violated, non-reciprocity survives coarse-graining and we derive a
sufficient condition on themicroscopic dynamics to observe travelling
patterns that explicitly break time-reversal symmetry at the macro-
scopic scale. All in all, our work thus demonstrates that the fate of non-
reciprocity across scales is a subtle and important question. To
support the generality of this statement, we close our article by
extending our results to chemotactic interactions where macroscopic
reciprocity may again emerge despite microscopic NRI.

Fluctuating hydrodynamics
We start by coarse-graining the microscopic dynamics (1) in the pre-
sence of QS interactions. The hydrodynamicmodes are the fluctuating
conserved density fields ρμ(r) =∑j δ(r − rj,μ). As shown in the Supple-
mentary Information, the stochastic dynamics of the density fields in d
space dimensions can be obtained as N coupled Itō-Langevin equa-
tions:

∂tρμ = � ∇r � Vμρμ � Dμ∇rρμ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dμρμ

q
Λμ

h i
, ð4Þ

where the Λμ(r, t) are independent Gaussian white noise fields of zero
mean, unit variance, and independent components. The collective
diffusivities and drifts then read

Dμ =
v2μðr, ½fρνg�Þτμ

d
, Vμ = � Dμ∇ log½vμðr, ½fρνg�Þ�: ð5Þ

The fluctuating hydrodynamics (4) describes the large-scale dynamics
of the density fields over time and space scales much larger than the
microscopic persistence time and length. It can conveniently be
rewritten as

∂tρμ =∇r � Mμ∇uμ +
ffiffiffiffiffiffiffiffiffiffi
2Mμ

q
Λμ

h i
, ð6Þ

where Mμ(r) = ρμ(r)Dμ(r, [{ρν}]) is a density-dependent collective
mobility and uμðrÞ= log½ρμðrÞ�+ log½vμðr, ½fρνg�Þ� is an effective chemi-
cal potential.One can then study the large-scale behavior of the system
using Eq. (6) and connect it to the microscopic dynamics using Eq. (5).

When non-reciprocity vanishes upon coarse-graining
Note that the fluctuating hydrodynamics (6) takes a form reminiscent
of N coupled model-B dynamics61 and it is thus natural to ask whether
we have coarse-grained our microscopic dynamics into an effective
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equilibrium one. To address this question, we show in the Supple-
mentary Information that the stochastic dynamics (6) leads to a steady-
state entropy production rate given by62–64:

σ � lim
tf!1

1
tf
log

P½fρνðr, tÞg; tf �
Py½fρνðr, tÞg; tf �

=
Z

ddr
XN
μ= 1

Mμ ∇ uμ +
δ logPs

δρμðrÞ

 !" #2* +
, ð7Þ

where P½fρνg; tf � is the probability of observing a trajectory {ρν(r, t)} in
a time window (0, tf), Py is the probability of the time-reversed
trajectory, and Ps[{ρν}] is the steady-state distribution. We stress that σ
characterizes the production of entropy in the steady state due to the
irreversibility of the coarse-grained dynamics, and not that due to the
relaxation of an initial measure P0[{ρν}] into the steady state
Ps[{ρν}]62–64. When σ is positive, the large-scale dynamics of the system
in not symmetric under time-reversal and it converges toward a
macroscopically-out-of-equilibrium steady steate (note that, at this
coarse-grained scale, all connections to heat and thermodynamics are
lost and σ is simply a measure of irreversibility1,64–67). Equation (7) thus
relates the irreversibility of the system at the macroscopic scale to its
microscopic parameters {vν} through uμ = log vμ + log ρμ. For generic
QS interactions, σ is positive and the coarse-grained dynamics is out of
equilibrium. However, the model admits a macroscopic equilibrium
limit whenever there exists a functional F ½fρνg� such that uμðrÞ= δF

δρμðrÞ.
It is then easy to check that Ps ½fρνg� / exp½�F ½fρνg�� and that σ
vanishes: the fluctuating hydrodynamics of the system is then a bona-
fide equilibrium dynamics that satisfies detailed balance with respect
to Ps. Furthermore, F is mathematically equivalent to a Landau free
energy in equilibrium and plays the role of a Lyapunov functional for
the dynamics, since ∂thF i= � R dr

P
μhMμð∇ δF

δρμ
Þ2i<0. This shows that

the dynamics relaxes toward density profiles thatminimize the Landau
free energy F , hence allowing us to determine the most probable
configurations of the system using a variational principle.

To assess whether such an effective free energy exists, we need to
determine the conditions underwhich uμ canbewritten as a functional
derivative. To do so, we generalize the functional Schwarz theorem1 to
the case of N coupled stochastic field equations. As shown in the

Supplementary Information, this leads to a system of N2 equations in
the sense of distributions:

8ðμ,νÞ, Dμνðr, r0Þ �
δuμðrÞ
δρνðr0Þ

� δuνðr0Þ
δρμðrÞ

=0: ð8Þ

Using the explicit expression for the chemical potential uμ then
directly leads to the condition (3) for themicroscopic dynamics.When
the self-propulsion depends solely on local densities, i.e.,
vμ(r) ≡ vμ(ρ1(r),…, ρN(r)), Eq. (8) simplifies into

∂ log vμ
∂ρν

=
∂ log vν
∂ρμ

, ð9Þ

whose full solution space can be constructed explicitly. Indeed, the
solutions to Eq. (9) are generated by the gradient in ρμ-space of all the
‘potentials’ U(ρ1,…, ρN) through log vμ =

∂U
∂ρμ

. The effective free energy
can then be directly computed as

F ½fρμg�=
Z

drf ðrÞ ð10aÞ

f ðrÞ=UðfρμðrÞgÞ+
X
μ

ρμðrÞ logρμðrÞ: ð10bÞ

Importantly, even though the microscopic dynamics then maps
onto a bona-fide equilibrium problem at the macroscopic scale,
Eq. (2) still holds and the contribution of particle (i, μ) to the velocity
_rj,ν of particle (j, ν) is not equal and opposite to the contribution of
particle (j, ν) to _ri,μ. In other words, momentum conservation is still
violated at the microscopic scale and the microscopic interactions
are still non-reciprocal. Equation (9) can then be seen as a non-trivial
microscopic constraint on the QS interactions such that action-
reaction is restored at the macroscopic scale. In this sense, we
say that it generalizes Newton’s third law to quorum-sensing
interactions.

Fig. 1 | Simulations of two species of RTPs with self-inhibition and global
activation of themotility. The self-propulsion speed is regulated through Eq. (11).
The figures report simulation results for different average densities ρ0

α,β . Normal-
ized densities are defined as: φμ =ρμ=ðρ0

α +ρ
0
β Þ. a For ρ0

α = 15 and ρ0
β = 50, species β

undergoes phase separation (bottom left), accompanied by a slight modulation of
the density of α (top left). The total density field is inhomogeneous (top right). The
local difference in composition simply recapitulates the variations of species β
(bottom right). b For ρ0

α =ρ
0
β = 55, the two species demix: the total density field is

homogeneous (top right) while each species experiences phase separation (left

column). The dense phase of one species is co-localizedwith the dilute phase of the
other species (bottom right). c For ρ0

α =ρ
0
β = 75, we observe a triple-coexistence

regime. Each species exhibits dense, dilute, and intermediate phases (left column).
The intermediate phases of both species are co-localized, whereas their dense and
dilute phases are demixed (bottom right). The overall density field shows the
existence of a well-mixed dense phase---which results from the sum of the inter-
mediate densities of each species---and one with an intermediate density---which
corresponds to the demixed regions (top right). All parameters and numerical
details are given in Methods.
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Let us now showhowour effective equilibrium theory allows us to
account for the emerging behaviors of binary active mixtures when
Eq. (3) is satisfied. For sake of generality, we allow both for global
interactions, where the self-propulsion speed vμ of species μ depends
on the total density field of particles, ρt(r) =∑μρμ(r), and for specific
ones, where vμ depends specifically on one—or more—density field
ρν(r). In the latter case, we refer to self and cross interactions when
μ = ν and μ ≠ ν, respectively.

We first consider self-regulation of motility by making vμ depend
on a local measurement of the density field of the same species,
~ρμðrÞ=K*ρμðrÞ, where K is a bell-shaped function and the asterisk
indicates a convolution of this kernel with the density field. We thus
write vμðrÞ= v̂0μϕs

μ½~ρμðrÞ�, where ϕs
μ is an arbitrary function. In addition,

we consider a second quorum-sensing circuit that makes the motility
depend on the global density, so that v̂0μ is itself a functional of ρt. All in
all, the self-propulsion speed of species μ thus reads

vμðrÞ= v0μϕs
μ½~ρμðrÞ�ϕg

μ½~ρtðrÞ�: ð11Þ

Awealth ofmotility-controlmechanismscanbedescribedby adjusting
the functions ϕs

μ and ϕg
μ. Here we consider self-inhibition and global

activation of motility by using decreasing and increasing sigmoidal
functions for ϕs

μ and ϕg
μ, respectively. This choice is motivated by

synthetic-biology experiments where such orthogonal QS circuits can
be engineered68. The non-local sampling of the densities through the
convolutions by the kernelK then results froma fast variable treatment
on the signalling molecular field69. Alternatively, such interactions can
be directly engineered for light-controlled active colloids53,54. To map
out the phases accessible to the system, we carried out large-scale
simulations of dynamics (1) using the QS interactions (11). Numerical
details and the precise choices of K,ϕs

μ and ϕg
μ are described in

Methods.
Varying the overall composition of the system reveals a rich

phenomenology. First, as in single-species systems, the self-inhibition
of a given speciesmay lead to itsmotility-inducedphase separation70,71.
The second species then experiences amild oppositemodulation of its
density field (Fig. 1a). Then, two phases specific to (active) mixtures
emerge from the global coupling. First, Fig. 1b shows a segregated
phase in which the two strains demix and undergo phase separation.
Note that the global density field ρt(r) remains homogeneous, contrary
to what happens in the case of single-species phase separation shown
in Fig. 1a. Second, Fig. 1c shows the existence of a triple-coexistence

regime leading to the joint observation of α-rich, β-rich, and well-
mixed phases, together with an overall phase-separation for ρt(r). Let
us now showhowour effective equilibrium theory allows us to account
for the phase diagram of the system quantitatively.

Under the local approximation ~ρμðrÞ ’ ρμðrÞ, Eq. (11) leads to
log vμ = log v0μ + logϕs

μðρμÞ+ logϕg
μðρtÞ. Direct inspection shows that

Eq. (9) then amounts to ϕg
μ =ϕ

g
ν for all μ, ν: the sole requirement for

effective equilibrium is that the global interaction termϕg
μ be common

to all species. This is the case for the system shown in Fig. 1a–c, which
can thus be mapped onto an equilibrium problem. The self-
organization of the two coexisting species can then be predicted
from the analysis of the corresponding effective free energy, which we
detail in the Methods. Departure from a homogeneous, well-mixed
systemwill occurwhenever the free energydensity (10b) is not convex.
Predicting the coexisting densities then amounts to constructing the
tangent planes of f(ρα, ρβ) (this is a standardequilibriumproblem72 that
we detail in the Supplementary Information for completeness). In
Fig. 2a, we compare these theoretical predictions to direct measure-
ments for the parameters corresponding to Fig. 1a–c. Despite the
construction relying on a locality asumption and a mean-field
approximation, the agreement between predicted and measured
phase diagrams in the composition space ðρ0

α ,ρ
0
β Þ is excellent. The

triple coexistence regime reported in Fig. 1c emerges when the free
energy surface admits a plane that is tangent in three points
ðρi

α ,ρ
i
βÞi2f1,2,3g simultaneously, as illustrated in Fig. 2b. The corre-

sponding compositions then delimit the coexistence region and
determine the coexisting phases, while the respective fraction of each
phase is obtained using the lever rule. Finally, the existence of an
effective free energy also ensures that the Gibbs phase rule applies,
which explains the existence of the three-phase and two-phase coex-
istence regions forour active binarymixture. The equilibriummapping
thus fully accounts for the static phase-separation scenario reported in
Fig. 1. We now illustrate how violations of the microscopic condition
(9)may lead to anemerging physics that explicitly breaks time-reversal
symmetry.

When non-reciprocal interactions survive coarse-graining
The violation of Eq. (3) is a sufficient condition for the emergence of
non-reciprocal couplings between the density fields at the macro-
scopic scale (6). Consequently, the steady-state entropy production
rate (7) is positive and the hydrodynamic equations do not have a
gradient structure. In turn, it is well known that this allows for the

Fig. 2 | Phase diagram and common-tangent construction in the presence of
self-inhibition and global activation of motility. a Phase diagram of two species
of RTPs experiencing self-inhibition and global activation of motility according to
Eq. (11).White regions correspond to homogeneouswell-mixed phases. Red, green,
and ochre regions indicate one-species phase separation, demixing, and triple
phase coexistence, respectively. Stars correspond to snapshots shown in Fig. 1a–c.

Coexistence lines (solid) and tie-lines (dashed) are predicted using a tangent plane
construction on the free energy density f(ρα, ρβ) as detailed in the Supplementary
Information. Black squares show coexisting densities measured in simulations.
b Plot of the free energy density in the triple coexistence regime from Fig. 1c. The
points where the tangent plane in blue touches the surface determine the three
compositions that will be observed in the coexistence region.
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existence of travelling patterns, which can be studied using standard
tools27–29 and whose irreversible dynamics contribute to the positive
value of σ. The non-linearities of our field theory differ from recently
proposed phenomenological descriptions of non-reciprocal scalar
active systems16,17,21–23 but their pattern-formation dynamics are
expected to share similar features27. The main novelty, here, is that we
can determine a microscopic condition for travelling patterns to
emerge, since we are able to quantitatively connect microscopic and
macroscopic scales. To do so, we consider the fate of perturbations
around homogeneous solutions of Eq. (6), ρμðrÞ=ρ0

μ + δρμðrÞ. In Four-
ier space, their linearized dynamics read ∂tδρ̂μðqÞ= � q2MμνðqÞδρ̂ν ,
with

MμνðqÞ=D0
μ δμν +ρ

0
μ

∂
∂ρν

log vμ

� �
ð12Þ

where D0
μ � Dμðfρ0

ν gÞ. As shown in Methods, for N = 2 species, eigen-
values with non-vanishing imaginary parts require

∂vβ
∂ρα

∂vα
∂ρβ

<� vαvβðMαα �MββÞ2

4D0
αD

0
βρ

0
αρ

0
β

: ð13Þ

We thus predict an oscillatory behavior in the presence of sufficiently
strong, opposite interactions, e.g., when species β enhances the speed
of α while α inhibits the motility of β. Under this condition, which is a
stronger requirement than simple non-reciprocity, homogeneous
profiles are linearly unstable whenever

X
μ=α,β

D0
μ 1 +ρ0

μ

∂
∂ρμ

log vμ

 !
<0: ð14Þ

This opens up the possibility of travelling patterns, which we now
explore.

To do so, we consider a two-species system with self-inhibition of
motility coupled to non-reciprocal cross-interactions. As for Eq. (11),
we consider orthogonal QS circuits so that the self propulsion of
species μ is given by

vμðrÞ= v0μϕs
μ½~ρμðrÞ�ϕc

μ½~ρνðrÞ�: ð15Þ

Self-inhibition is again modelled by using a decreasing sigmoidal
function. To easily control the strength of the non-reciprocal

couplings, we choose ϕc
μð~ρÞ= exp½κc

μSc
μð~ρÞ�, where Sc

μð~ρÞ is a sigmoi-
dal function described in Methods. Varying the values of κc

μ then
allows us to model a variety of interactions: positive values of κc

μ

correspond to motility enhancement while negative values lead to
motility inhibition. In most of our simulations, we use self-
inhibitions strong enough for Eq. (14) to hold, so that the system
is never homogeneous. As shown in Fig. 3, our simulations reveal a
variety of static and dynamical patterns (note that Eq. (7) predicts
the entropy production rate σ both in the presence of static and
traveling patterns, irrespective of the nature of the steady state73). In
agreement with our prediction (13), travelling patterns are observed
when κc

ακ
c
β <0 (orange quadrants).

An intuitive microscopic understanding of the observed phases
can be achieved by noticing that each species tends to accumulate
where it goes slower57,60,74–77. Motility inhibition then acts as an
effective attraction whereas motility enhancement leads to effec-
tive repulsion. When κc

α,β are both positive, the species effectively
repel each other, leading to a triple coexistence regime with
demixing between the dense phases (red quadrant). On the con-
trary, negative κc

α,β lead to effective attractive interactions and co-
localization of the liquid phases (blue quadrant). The frustrated
case, κc

ακ
c
β <0, corresponds to the motility of one species—say α—

being inhibited by the other—β in this case—while that of β is
enhanced by α. This leads to a complex run-and-chase dynamics
between the two species that results in steady (orange square,
Supplementary Movie 2) or chaotic (orange star, Supplementary
Movie 3) travelling bands when jκc

αj ’ jκc
βj, as well as to a rich variety

of more complex dynamical behaviors in less symmetric cases
(orange cross and pentagon as well as Supplementary Movies 4–6).
Thanks to the explicit coarse-graining of themicroscopic dynamics,
we are thus able to determine the microscopic condition for tra-
velling patterns to emerge and to identify themechanism leading to
the run-and-chase dynamics.

Non-reciprocity in chemotaxis
To show how our results generalize beyond the case of quorum sen-
sing, we consider chemotactic interactions which have attracted a lot
of interest in the context of bacterial suspensions78–85. For sake of
generality, we consider N species of ABPs/RTPs that evolve according
to the dynamics (1) and whosemotilities are biased by the gradients of
n chemical fields {cp(r)}. We allow both for biases on the reorientation

Fig. 3 | Simulations of two species of RTPs when non-reciprocity survives
coarse-graining.Microscopic simulations of Eq. (15), with self-inhibition and non-
reciprocal cross interactions. a and c Dynamical and static patterns observed in
simulations, respectively; α-particles are depicted in red, β-particles in blue. The
snapshots correspond to the larger symbols shown in (b). b Phase diagram as the
couplings κc

α and κc
β are varied, where we remind that κc

μ >0 corresponds to the

activation of the motility of species μ by the density of species ν, whereas κc
μ <0

corresponds to an inhibition. Thebackground colors correspond to the predictions
of linear stability analysis which are confirmed by numerical simulations (small
symbols). The phase diagram is symmetric with respect to the dashed line κc

β = κ
c
α

upon inverting the roles of α- and β-particles in (a, c). See Methods for other
parameters and numerical details.

Article https://doi.org/10.1038/s41467-023-42713-5

Nature Communications |         (2023) 14:7035 5



dynamics and on the self-propulsion speeds:

vμ = v0μ � ui,μ �
Xn
p = 1

vp1μ∇ri,μ
cp, τ�1

μ = τ�1
0μ +ui,μ �

Xn
p= 1

τp1μ

� ��1
∇ri,μ

cp,

ð16Þ
where the parameters v*μ, τ

�1
*μ are constant. When vp1μ, τ

p
1μ are posi-

tive, particles increase their persistence lengths when moving
toward minima of cp, implying that cp acts as a chemorepellent.
Conversely, negative values of vp1μ, τ

p
1μ correspond to chemoattrac-

tion. We consider the case in which the chemicals are produced by
the particles before they diffuse and degrade in the environment at
non-vanishing rates. In the large system-size limit, the dynamics of
cp is thus much faster than that of the conserved density field ρμ and
the chemical fields follow the evolution of the density fields
adiabatically: cp(r) ≡ cp(r, [{ρν}]).

We start by coarse-graining the microscopic dynamics into a
stochastic field theory for the density fields, which takes the form of
Eq. (6) with an effective chemical potential given by (see Supplemen-
tary Information):

uμ =
1

v20μ

Xn
p= 1

vp1μ
τ0μ

+
v0μ
τp1μ

 !
cp + logρμ: ð17Þ

Consequently, the entropy production rate remains given by Eq. (7)
albeit with u determined by Eq. (17). The integrability condition for
non-reciprocity to vanish across scales is then given by the functional
Schwarz theorem as:

8ðμ, νÞ, 1
v20μ

Xn
p= 1

vp1μ
τ0μ

+
v0μ
τp1μ

 !
δcpðrÞ
δρνðr0Þ

=
1
v20ν

Xn
p= 1

vp1ν
τ0ν

+
v0ν
τp1ν

 !
δcpðr0Þ
δρμðrÞ

:

ð18Þ

Equation (18) determines when a microscopic chemotactic dynamics
admits a large-scale effective equilibrium description.

For sake of concreteness, let us consider the simplest case of a
single chemical field (n = 1) given by:

cðr, ½fρνg�Þ =
X
μ

βμ~ρμðrÞ, ð19Þ

where ~ρμ =K*ρμ,βμ is the production rate of c by species μ, and K is
the Green’s function corresponding to the linear transport and
degradation of the chemicals. For the sake of simplicity, we only
consider biases on the self-propulsion speeds and set
v0μ ≡ v0, τ0μ ≡ τ0 and τ�1

1μ =0 for all species. In the particle dynamics,
chemotactic interactions can then be seen as “generalized” pairwise
forces:

_ri,μ = v0ui,μ +
X
j,ν

f j,νi,μ, where f j,νi,μ = v1μβν ui,μ½ui,μ � ∇ri,μ
Kðri,μ � rj,νÞ�:

ð20Þ

As for the QS interactions described in Eq. (2), the dynamics is clearly
non-reciprocal at the microscopic scale. Indeed, f j,νi,μ and f i,μj,ν are not
collinear, since f j,νi,μ is directed along ui,μ, and Newton’s third law is
violated. Nevertheless, Eq. (18) ensures that reciprocity is restored at
the coarse-grained scale whenever v1μβν = v1νβμ for all species.We note
that equilibrium limits of chemotactic86,87 or diffusiophoretic
dynamics12,15,20 have attracted a long-standing interest in the literature.
Previous results, however, relied onmicroscopic Langevin dynamics in
which chemotactic interactions enter directly as effective pairwise
collinear forces, f ji / ∇iGðri � rjÞ for some functionG. The existence of

macroscopic equilibrium limits then relies on imposing Newton’s third
law at the microscopic scale. On the contrary, Eq. (18) is, to the best of
our knowledge, thefirst condition for chemotacticmixtures to recover
reciprocity at the macroscopic scale, despite being non-reciprocal at
the microscopic one.

Discussion
In this article we have shown howmicroscopic andmacroscopic scales
can be quantitatively bridged for a large class of active mixtures in the
presence of mediated non-reciprocal interactions. This revealed a
subtle and important property of non-reciprocity: it varies strongly
across scales. Based on this insight we derived non-trivial conditions
on the microscopic NRI that lead to effective equilibrium at the mac-
roscopic scale. This allowed us to account—accurately and without fit
parameters—for the full range of static patterns observed in our
simulations. Finally, we derived conditions for NRI to survive coarse-
graining, hence leading to positive entropy production rate at the
macroscopic scale.Whennon-reciprocity is strong enough,we showed
the emergence of a wealth of dynamical patterns. Again, our micro-to-
macro approach allows us to predict the phase diagram from micro-
scopics without fitting parameters.

From a biophysical perspective, our study shows how QS and
chemotactic interactions lead to a rich phenomenology in complex
assemblies of cells. In the context of bacterial colonies, motility-
induced patterns will eventually interact with population
dynamics68,88,89 and genetics90. How this interplay will result in diverse
co-existing communities is a fascinating research direction for the
future indeed.

Next, wenote that swimming bacteria like E. coli typically growup
to 0.1% volume fraction91, so that steric interactions can safely be
neglected. It is however possible to design experiments in which
bacterial density is much larger, e.g., in swarming conditions92. A nat-
ural question is then howour results extend to such systems. As shown
in the Supplementary Information and in Supplementary Movie 7, a
large part of the phenomenology discussed in this article can be found
in mixtures of active particles interacting both via pairwise repulsive
forces and QS interactions. Recent theoretical progress places the
analytical description of this case within the reach of future
work35,93–100.

Finally, turning synthetic active-matter systems into smart mate-
rials will require quantitative control over complex assemblies of
active constituents. Our work demonstrates that one can go up the
complexity ladder while retaining an analytical framework to account
for the emerging properties of active systems. How these systems can
then be optimized to accomplish given tasks is an exciting challenge
that appears within reach, given recent progress in automatic
differentiation101.

Methods
Simulations
All our numerics were carried out using run-and-tumble dynamics in
continuous space, with discrete time-steps and periodic boundary
conditions. For a particle of species μ, the tumbles are implemented
as follows: at t = 0 or after a tumble at time t, the time until the next
tumble δt is sampled from an exponential distribution:
pðδtÞ= expð�δt=τμÞ=τμ. The particle then moves in a straight line
until t + δt. Since we use discrete time steps, there exists a time step
such that n dt < t + δt < (n + 1)dt. During this time step, the particle
first moves with the velocity evaluated at t = n dt, until t + δt. A new
direction is then chosen uniformly at random, the next tumbling
time is sampled from p(δt), and the particle resumes the time step
with the same speed and a new orientation, until either t + dt or the
next tumble occurs. (Multiple tumbles can occur in a single
time step.)
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To compute the self-propulsion speed of particle iof species μ, we
first determine ~ρνðri,μÞ through:

~ρνðri,μÞ=
Z

d2zKðri,μ � zÞρνðzÞ ,

with KðrÞ= 1
Z
exp � r2QS

r2QS � r2

 !
Θ r2QS � r2
� �

,
ð21Þ

whereΘ is the Heaviside function. In all simulations, we set the unit of
length such that r0 = 1. Since ρνðzÞ=

PNν

j = 1 δðz� rj,νÞ, the computation
of ~ρνðri,μÞ=

PNν

j = 1 Kðri,μ � rj,νÞ appears to scale as OðNνÞ. However, it
can be implemented inOð1Þ operations since K has a compact support.
To do so, we use a spatial hashing and divide the total space into cells
of linear size rQS. Then, we only need to consider the particles in the 9
boxes nearest to ri,μ to compute ~ρνðri,μÞ.

Once the values of ~ρνðri,μÞ have been evaluated for all (i, μ, ν), we
determine the particle speeds. For the reciprocal interactions, we fol-
low Eq. (11) and use vμðrÞ= v0μϕs

μ½~ρμðrÞ�ϕg
μ½~ρtðrÞ�, where the sigmoidal

functions ϕg
μ and ϕs

μ are given by

ϕs
μð~ρμÞ � exp κs

μ tanh
~ρμ � �ρ

δρ

� �� �
and ϕg

μð~ρtÞ � exp κg
μ tanh

~ρt � 2�ρ
2δρ

� �� �
:

ð22Þ

Our specific choices for the functional forms of ϕs,g
μ proves useful

below tomake progress analytically, but any other sigmoidal functions
would lead to qualitatively similar results. For the non-reciprocal
interactions, we follow Eq. (15) and use vμðrÞ= v0μϕs

μ½~ρμðrÞ�ϕc
μ½~ρνðrÞ�,

where ϕs
μ is still given by Eq. (22) and

ϕc
μ½~ρν � � exp κc

ν tanh
~ρν � �ρ
δρ

� �� �
: ð23Þ

Finally, for all simulations, we use adaptative time-stepping such that
themaximal displacementmaxðvi,μdtÞ is always smaller than rQS/5. The
time steps indicated below are thus the largest time steps used in the
simulations.

Effective free energy
When the entropy production rate given by Eq. (7) vanishes, the
macroscopic dynamics amounts to a bona-fide equilibrium one. In this
section, we derive the explicit form of the corresponding free energy
when, as in our simulations, the self-propulsion speed is given by
Eq. (22).

In the local approximation, the condition (9) of the main text
applied to the self-propulsion speed (11) reduces toϕg

μðρtÞ � ϕg ðρtÞ for
all species. For our specific choice of vμ, this simply translates into
κg
α = κ

g
β � κg . When this condition holds, we can integrate the chemical

potential uμ = log vμ + logρμ with respect to ρμ to obtain the free
energy density:

f ðρα ,ρβÞ= 2κgδρ log cosh
ρt � 2�ρ
2δρ

� �� �
+
X
μ=α,β

κs
μδρ log cosh

ρμ � �ρ

δρ

� �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

�Uðρα ,ρβÞ

+
X
μ=α,β

ρμ log ρμ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
��sðρα ,ρβÞ

ð24Þ

where ρt = ρα + ρβ. Eq. (24) can be directly interpreted as an interplay
between an effective energy density U and an entropy density s. Note,
however, that U has no microscopic interpretation in terms of an
energy function.

Once the explicit form of f is known, we can construct the asso-
ciated phase diagram via a common-tangent construction, exactly as
for an equilibrium system. For completeness, the corresponding

procedure is detailed in the Supplementary Information and we refer
the interested reader to standard reviews for further details72.

Figure parameters

• Fig. 1: system size 150 × 150, dt =0:004, �ρ= 50, δρ=20,
v0α,β = 5, τα,β = 1, rQS = 1, strength of self-inhibition κs

α,β = � 0:8,
strength of activation κg

α,β =0:8. Simulations are initialized in a
homogeneous configuration with densities ρ0

α ,ρ
0
β . The

species compositions vary between the three panels:
ρ0
α = 15,ρ

0
β = 50 in panel (a); ρ0

α,β = 55 in panel (b); ρ0
α,β = 75 in

panel (c).
• Fig. 2: same parameters as in Fig. 1.
• Fig. 3: system size 30 × 30, dt =0:005, �ρ=25, δρ= 10, v0α,β = 5,

τα,β = 1, rQS = 1, strength of self-inhibition κs
α,β = � 1, ρ0

α,β = 25.

Linear stability analysis
Here we derive the linear dynamics of small perturbations δρμ(r)
around homogeneous density profiles ρ0

μ . Our starting point is the
mean-field approximation of the fluctuating hydrodynamics (6). As in
our simulations, we consider constant tumbling rates, and self-
propulsion speeds vμ of the form:

vμðr, ½ρ1, . . . ,ρN �Þ= vμð~ρ1ðrÞ, . . . ,~ρNðrÞÞ ð25Þ

where ~ρμ corresponds to the coarse-grainedmeasurement of the local
density field ρμ through Eq (21). Linearization of the mean-field
hydrodynamics then leads to:

δ _ρμ =D
0
μ ρ0

μ

XN
ν = 1

∂ν log vμ∇
2ðK � δρνÞ+∇2δρμ

" #
ð26Þ

where D0
μ � Dμðfρ0

ν gÞ and ∂ν log vμ � ∂
∂ρν

log vμ




ρ0
. In Fourier space, Eq.

(26) becomes ∂tδρ̂μðqÞ= � q2MμνðqÞδρ̂νðqÞ, where the expression of
the matrix Mμν is given in Eq. (12) of the main text. The diagonal
elements of M contain the self-interaction terms ∂μ log vμ, while off-
diagonal terms depend on cross-interactions ∂ν log vμ. So far, our
linear stability analysis retains the full non-locality due to the kernel K.
To consider a local or quasi-local approximation, we note that a
gradient expansion of ρðr� r0Þ to second order yields

~ρðrÞ≈ρðrÞ+ 1
2
γ2ΔρðrÞ, γ2 =

Z
ddr0Kðr0Þðr0Þ2 ð27Þ

wherewehave exploited the normalization, symmetry, and isotropy of
the kernelK. In the linear stabilitymatrix given by Eq. (12), this amounts
to replacing

K̂ðqÞ by 1� 1
2
γ2q2 +Oðq4Þ: ð28Þ

Taking γ =0 leads to the purely local approximation discussed in the
main text.

Traveling waves in binary mixtures. In the N = 2 case the dynamical
matrixMq takes the form:

MðqÞ= q2
D0
α 1 + K̂ðqÞρ0

α∂α log vα
� �

D0
αρ

0
α K̂ðqÞ∂β log vα

D0
βρ

0
β K̂ðqÞ∂α log vβ D0

β 1 + K̂ðqÞρ0
β∂β log vβ

� �
0
B@

1
CA
ð29Þ
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and the associated eigenvalues can be computed as:

λðqÞ= Tr ½MðqÞ�±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ½MðqÞ�

p
2

with Δ½MðqÞ�= Tr ½MðqÞ�2 � 4 Det ½MðqÞ�:

ð30Þ

A traveling perturbation of the homogeneous profile arises at linear
order whenever Im[λ] ≠0. This is equivalent to Δ½M�<0, i.e.,:

Mαα �Mββ

� �2
+ 4K̂ðqÞ2D0

αD
0
βρ

0
αρ

0
β ð∂β log vαÞð∂α log vβÞ<0, ð31Þ

which corresponds to Eq. (13) of the main text in the local approx-
imation K(q) = 1. We note that Eq. (31) requires

∂βvα � ∂αvβ <0, ð32Þ

and thus that cross-interactions act in opposite ways. We stress that
this result holds at the fully non-local level and not solely in the local
approximation discussed in the main text.

If Δ½M�<0, the growth rate of the perturbation is�Tr ½M�=2. For
a homogeneous phase to be linearly unstable, one thus needs
Tr ½M�<0; this condition leads, in the local case, to Eq. (14) of the
main text.

As a final remark we note that, much like phase separation can be
observed outside the spinodal region, traveling states can be observed
even when linear stability analysis would predict a homogeneous
phase to be linearly stable, as shown in Fig. S2 of the Supplementary
Information.

Data availability
The data that support the findings of this study are available from the
corresponding author upon request. The source data generated in this
study have been deposited in the Figshare database under accession
code https://doi.org/10.6084/m9.figshare.23713455.

Code availability
The codes and algorithms that have been used to support the findings
of this study are available from the corresponding author upon
request.
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