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Engineering the formation of spin-defects
from first principles

Cunzhi Zhang1, Francois Gygi 2 & Giulia Galli 1,3,4

The full realizationof spinqubits for quantum technologies relies on the ability
to control and design the formation processes of spin defects in semi-
conductors and insulators. We present a computational protocol to investi-
gate the synthesis of point-defects at the atomistic level, and we apply it to the
study of a promising spin-qubit in silicon carbide, the divacancy (VV). Our
strategy combines electronic structure calculations based on density func-
tional theory and enhanced sampling techniques coupled with first principles
molecular dynamics. We predict the optimal annealing temperatures for the
formation of VVs at high temperature and show how to engineer the Fermi
level of the material to optimize the defect’s yield for several polytypes of
silicon carbide. Our results are in excellent agreement with available experi-
mental data and provide novel atomistic insights into point defect formation
and annihilation processes as a function of temperature.

Spindefects inwidebandgap semiconductors are promising platforms
for several quantum technologies, including quantum photonics, and
quantum sensing and communication1,2. Among spin qubit hosts, in
recent years silicon carbide (SiC) has emerged as an ideal material, due
to mature growth, doping and fabrication techniques3,4, with qubits
realized with silicon vacancies (VSi) and nitrogen-silicon vacancy pairs
(NCVSi), divacancies (VCVSi), and carbon antisite vacancies (CAV). The
VCVSi in SiC (which we denote as VV) has attracted particular interest,
due to its optical addressability5, a near-infrared spin-photon
interface6, long coherence times7 and high-fidelity readout via spin-to-
charge conversion8. While numerous studies of defects in SiC have
focused on their physical properties, much less is known about their
formation processes, whose control is critical for the integration of
semiconductors hosting spin qubits within electronic and optical
devices1,3,4,9–12.

Defects in SiC are usually generated via implantation, irradiation
or pulse laser, and by subsequent thermal annealing at high
temperature1,4. Several experimental methods have been used to
monitor defect formation, including electron paramagnetic resonance
(EPR), photoluminescence (PL), and deep-level transient
spectroscopy13–18. Recent progress has been reported in achieving
spatial localization of defects11, as well as in controlling their charge

state19, performance andyield14,20. In the caseof theVV, oneof themost
studied defects in SiC, it is well established that n-doping conditions
are beneficial to its formation16,21–23, and a lower bound for the
annealing temperature (TAnn) required to generate VVs has been esti-
mated experimentally16,24–27. However, different experiments have
reported different temperatures8,15,24,26–33, with an optimal TAnn often
quoted around 1150 K24,25,34,35. The experimental determination of
activation and optimal annealing temperatures remains a challenging
task, because these quantities are usually inferred from the intensity of
EPR/PL signals which are affected by several factors, including the
charge state and concentration of defects36, Fermi-level position
(EF)15,27, and specific synthesis conditions37,38. Recently, the pairing of
VC and VSi into neutral VVs has been investigated theoretically, pro-
viding the first atomistic insight into the formation process39.

However, as is the case for most point defects in semiconductors,
our understanding of the VV formation mechanism at the atomistic
level remains preliminary and qualitative. In particular, a relation
between the host EF and TAnn has not yet been established, which is of
great importance to control defects’ formation, and anupper bound to
TAnn is yet unknown. Moreover, the dynamics of VV23,39, the conditions
for the defect immobilization in the lattice and the effect of tem-
perature on formation processes are only partially understood.
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Addressing these open problems is difficult from an experimental
standpoint, especially in the presence of limited microscopic resolu-
tion, and atomistic simulations are key tools to gain detailed insights.

Here we present a general computational protocol, based on first
principles calculations, to study the formation of point defects in cova-
lently bonded materials; in addition we provide specific predictions on
optimal conditions for the formation of double vacancies in SiC. We
focus on the cubic phase (3C-SiC) for its simplicity with only one type of
lattice site, and we discuss implications of our results for hexagonal
polytypes. We determine the preferred pathways leading to the VV for-
mation and optimal values of TAnn and EF, and we elucidate the inter-
dependence of these parameters. Our results point at the importance of
consideringmultiple charge statesofdefects, aswell asof configurations
that are not thermodynamically stable, for accurate predictions of for-
mation pathways. On the other hand, the sampling of paths with dif-
ferent spin states has a negligible impact on our predictions.

Results
Computational strategy
We studied defect dynamics and transformations during the thermal
annealing process following defect generation by e.g., particle irra-
diation. We considered several possible processes relevant to the
formation of VVs in 3C-SiC, based onprevious studies21–23,39, and on our
chemical intuition; they are summarized in Fig. 1. In addition, we
considered dissociation processes, specifically CAV→CSi + VC (where
CSi is an isolated carbon antisite) andVV→VC+VSi, which involvemulti-
step migrations of mono-vacancies (MV). We also considered the
migration of CAV, a three-step process where VSi is an intermediate
state: CAV is first converted to VSi (CAV→VSi), followed by VSi migra-
tion; finally VSi is converted back to CAV (VSi→CAV). These dissocia-
tion and CAV migration pathways are not explicitly shown in Fig. 1.

We did not consider interstitial (e.g., Si or C interstitial), and
substitutional (e.g., N substitution (NC) or CSi) defects; the former are
expected to be annealed out once the paths described in Fig. 1
occur22,23, and the latter are immobile at ~1000K40.

The simulation protocol used in our work is presented in Fig. 2.
We studied the processes displayed in Fig. 1 using density functional
theory (DFT) calculations with both the Perdew-Burke-Ernzerhof (PBE)
and dielectric-dependent hybrid (DDH) functionals, and we con-
sidered several charge (q) and spin (s) states (see Methods). Specifi-
cally, we considered different s states to determine the minimum
energy path and energy barrier Eb as a function of q, and for a given
pathway, we obtained an effective barrier, Eb,EFF, as a function of the
Fermi level EF:

Eb,EFFðEFÞ= min
q

ΔEf ðq, EFÞ+ EbðqÞ
� �

ð1Þ

where ΔEf ðq,EFÞ= Ef ðq,EFÞ �min
q

fEf ðq,EFÞg is the formation energy
difference relative to the most stable charge state, for a specific value
of EF, which in Equation (1) is treated as a parameter; Ef is the formation
energy of a defect in the initial state and Eb denotes barriers between
the initial and transition states.Note that Eb,EFF is a continuous function
of EF, while Eb exhibits steps at charge transition levels (see Supple-
mentary Fig. 6). The expression of Eb,EFF in Equation (1) assumes that
charge state equilibration processes are faster than the transformation
of defects into different configurations. We verified the validity of this
assumption at high T (~1000 K; see Supplementary Note 4). We
emphasize that thermodynamically unstable q states may participate
and play an important role in defect transformation processes, since
exploring those states may lead to lower effective barriers.

Asmentioned above, the Fermi level is a parameter in Equation (1),
and we estimated the experimental conditions that may lead to spe-
cific, desired values of EF basedon charge neutrality conditions and the
electronic properties of the system (see Supplementary Note 6).

We estimated the entropy change ΔS from the initial to the tran-
sition state by computing the difference in free energy barriers ΔGb

between 0 and 1500 K, where G at 0 K is:

Gðξ0,0KÞ= min
x

UðxÞjξðxÞ= ξ0 ð2Þ

Fig. 1 | Investigated atomic pathways in 3C-SiC. a Monovacancy dynamics,
including carbon (VC) and silicon (VSi) vacancy migration, and VSi and carbon
antisite vacancy complex (CAV) inter-conversion. b Pairing of second (V-V2) and
third (V-V3) neighbors VC and VSi vacancies to form a double vacancy VV. Only V-V

up to third neighbors were considered, due to the size of our supercells. c VV
migration path with the lowest barrier, where steps 1 to 3 are illustrated. VCCSiVC

complex in step 3 is denoted as VCV.
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and ξ is a collective variable (the choice of collective variables is
described in Methods and Supplementary Note 2); U is the potential
energy and x are atomic coordinates. We calculated G at high tem-
perature, specifically T = 1500 K, using first-principles molecular
dynamics (MD) and the adaptive biasing force method (see Methods),
and we estimated ΔS as ΔGb/T (see Supplementary Note 2). Due to the
computational cost, we obtained ΔS for only three paths (see
Supplementary Note 2).

Once we obtained Eb,EFF and ΔS, we could compute the tem-
peratureTa, abovewhicha givenprocess is thermally activated, and for
which we used the harmonic transition state theory:

Ta = kB ln Γ0 exp
ΔS
kB

� �
=Γ

� �� ��1

× Eb, EFF ð3Þ

where Γ0 denotes an attempt frequency and Γ a jump frequency. The
values chosen for Γ0, Γ and ΔS are given in Supplementary Note 5. A
simple sensitivity analysis, also in Supplementary Note 5, shows that in
Equation (3) the prefactor is relatively insensitive to the choiceof these
values. In addition, we systematically investigated the effect of thermal
expansion and that of entropy on computed activation temperatures,
amounting to variations in Ta of less than 10% (see Supplemen-
tary Note 5).

Theoretical predictions
We start by presenting our results for 3C-SiC and we report our pre-
dictions for the activation temperature Ta for various processes.

In Fig. 3 we show Ta as a function of EF, where lines indicate the
values above which a given process can occur. We find that for all
values of the Fermi level, the onset of VSi migration occurs at tem-
peratures lower than those activating VC diffusion, consistent with the
results of previous studies16,21–23,25,35,41. Above 1000 K, VSi can diffuse,
and hence when migrating it may lead to the formation of VV. Inter-
estingly, our calculations show that the pairing of mono-vacancies is

facilitated by the Coulomb interaction between V�
Si and V +1=+ 2

C .

Indeed, we find that for 1.46 < EF < 1.85 eV, V�
Si and V + 1=+ 2

C are respec-
tively the most stable charge states of the two mono-vacancies (whe-
ther VC is in charge state +1 or +2depends again on the Fermi level). It is
important to note that for EF < 1.85 eV, a simple consideration based on
energy barriers Eb would yield Ta ~ 1500 (1700) K as the temperature

required for a carbon vacancy tomigrate in a stable charge state q = +1
(+2). However, upon computing effective barriers, we find a process
with lower Ta (as low as ~ 1300 K); such process involves intermediate
charge states that are not thermodynamically stable but nevertheless
allows for paths with lower barriers. Specifically, we find that thermal
vibrations and changes in carrier density at high T can cause a transi-

tion from V +1=+ 2
C to V0=+ 1

C charge states, and that the latter migrate

through a path with a barrier lower than that of V + 1=+ 2
C , before

returning to the original charge state (see Supplementary Notes 3
and 4).

The migration of VSi discussed above is a necessary but not a
sufficient condition for the formationofVV.Wefind, in agreementwith
previous studies16,21–23, that it is important to realize, at the same time,
n-type conditions. In particular EF should be above 1.46 eV (see Fig. 3).
Indeed, under p-type conditions (EF < 1.46 eV), the VSi→CAV process is
energetically favored overmonovacancies diffusion (region B in Fig. 3)
and VSi is trapped into the CAV complex and becomes immobile21,22.
Once formed, CAV remains stable as the back conversion to VSi

(CAV→VSi), the CAV dissociation (CAV→CSi + VC) and the CAV
migration processes are all unlikely below 1500 K due to high free
energy barriers. Instead, under n-type conditions (EF > 1.46 eV) the
migration of VSi is an energetically favored process and VV creation
may occur (region A in Fig. 3). We note that in general, the higher EF,
the more favorable the conditions for VV formation for several rea-
sons. Increasing EF leads to a lowerMVmigration barrier and increased
mobility for VSi, and to a higher (reduced) barrier for VSi→CAV
(CAV→VSi), leading to a lower probability of CAV formation and a
higher probability of CAV conversion to VSi. We also note that the
barrier for the CAV→VSi process is always lower than that of the
CAV→CSi + VC and of CAV migration processes. Hence, the CAV
complex is stable under p-type conditions; instead, under n-type
conditions, CAV can be annealed out once it is converted to VSi, acting,
in practice, as a reservoir of VSi.

Fig. 2 | Computational Protocol. The calculations highlighted in blue (red) were
carried out at zero (finite) temperature (T). We specify the functionals used in the
calculations (PBE and DDH, see text) and the computed quantities: defect forma-
tion energies (Ef), energy and effective energy barriers (Eb and Eb,EFF), Gibbs free
energy bariers (Gb), entropy differences (ΔS) and activation temperatures (Ta). We
obtained EPBE

b using the nudged elastic band method, then corrected our results
using the DDH functional to obtain EDDH

b (see Methods). Assuming error cancella-
tion, we considered ΔSPBE ≈ΔSDDH (see Supplementary Note 2).

Fig. 3 | Computed activation temperature (Ta) as a function of the Fermi level
(EF). The Fermi level is referred to the top of the valence band. We indicate the
processes on the right hand side of the figure via colored arrows; they are sum-
marized in Fig. 1 and in the text (Computational strategy); the notation V-V2/3→VV
refers to V-V2/3→ VV@ VSi (Fig. 1b), a path with lower barrier than V-V2/3→VV@ VC.
The lines indicate the temperature, as a function of EF, above which the process
indicated on the right hand side is activated. Regions A, B, C and D where specific
processes occur are described in the text. The vertical dashed lines indicate the EF
at 1.46 eV and the conduction band minimum (CBM) of SiC polytypes. We com-
puted the CBM of the various polytypes by aligning their respective valence band
maximum; they are highlighted by black arrows; they are shown in increasing order
of energy for 3C, 6H, and 4H of SiC. We extrapolated our results for EF higher than
the CBM of 3C-SiC (shaded region), providing qualitative predictions.
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An additional condition for the formation of VVs is an annealing T
below 1300 K. We find that VV can migrate for T > ~ 1300 K and will
likely either form large complexes (e.g., VV + VC)

42 or diffuse and
eventuallymove to the surface of the sample (region C in Fig. 3). These
processes undermine the stability and abundance of double vacancies.
In addition we find that VC is immobile below 1300 K, which is overall a
favorable condition for VV formation. Indeed we expect VC to be
abundant in experimental samples, due e.g., to a formation energy
lower than that of VSi and other point defects, and it can be incorpo-
rated in a VV +VC cluster if itmigrates.We alsofind that VVdissociation
(VV→VC + VSi) is unlikely to occur below 1300K. Therefore, we suggest
that TAnn should be < 1300K for optimal yield, stability and localization
of VV defects.

Note that larger vacancy clusters can be formed by incorporating
mobile VSi into VV21. Note also that the diffusion of CSi, and possibly of
other dopants, can be activated by the migration of VSi

43, and could
lead to the formation of additional complexes, by reacting with VVs.
The overall effective barrier of such processes is expected to be higher
than, and in some cases possibly comparable to, that of VSi migration.
The undesirable formation of these complexes may be mitigated by
reducing the concentration of VSi. Therefore, adopting a high con-
centration of VC and a low amount of VSi can be a useful strategy not
only to facilitate the creation of VV but also to stabilize them. Unfor-
tunately, charge-state engineering12,14,20 is not an effective tool to hin-
der the aggregation of VV with other defects because the most stable
state of VV is neutral for EF above mid-gap.

Other defects of potential concern for the stability and formation
of the VV are single interstitials (Ci and Sii). For example, Ci could be re-
emitted from Ci clusters at high T, and subsequently aggregate with
VV. Fortunately, Ci emission is unlikely to occur below 1300 K,
according to previous DFT calculations (barrier > ~ 4 eV)42,44,45. None-
theless, VV could be annihilated by the presence of Ci if some weakly
bonded Ci clusters turn out to be present in the sample.

To estimate the optimal annealing T in the range of (1000 and
1300) K, we consider the dependence of the Fermi level on doping
densities. In 3C-SiC, maintaining EF > 2 eV requires a rather large dop-
ing density > ~ 1018 cm−3 (see Fig. 4). Therefore, it is conceivable that a
desirable Fermi level range is 1.46 < EF < 2 eV, over which Ta for VSi

migration is a constant, roughly equal to 1200K. For TAnn between
1200 and 1300K the Fermi level would be lower, for a fixed doping
density, than in the range 1000–1200K, hence possibly leading to VSi

trapping at CAV defects. Therefore we conclude that the optimal
TAnn ~ 1200K.

So far, we have identified a suitable range of TAnn under n-type
conditions, (1000, 1300) K, with an optimal value of 1200 K. However,
as shown in Fig. 3 (region D), there exist conditions at which VV may
form below 1000 K, as long as there are V-V defects present in the
sample. Our results indicate that in general, as VSi and VC approach
each other, the barrier of VSi migration towards VC would decrease,
facilitating the pairing of V-V to form VV. These results may help
understand the conditions required for VV formation in small SiC
nanoparticles (with diameter less than 10 nm), observed at lower TAnn,
e.g., ~ 440 K46, than in the bulk, since in nanoparticles MV separation
distances are usually smaller. However, it is worth mentioning that the
recombination of close interstitial-vacancy complexes and the inter-
stitial migration process could involve low barriers, < ~ 1.5 eV in SiC,
according to ref. 44,47; using these barriers the activation tempera-
tures for these processes are estimated to be < ~ 500 K, i.e., within a
range of Twhere the pairing of V-V to form VVmay also occur. Hence,
we expect the recombination of V-V with interstitials and its pairing to
be competing processes below 500 K, and interstitials may have the
adverse effect of reducing the VV formation from V-V pairing.

We now turn to exploring how conditions identified above for VV
formationmay be achieved experimentally, by controlling for example
the Fermi level and density of defects. In addition to the electronic
properties of the system, EF depends on T, initial sample doping and of
course defect density (see Supplementary Note 6) which, at each given
time of the annealing process is the most elusive parameter. The
spatial distribution of defect density may be non-uniform and it
depends on the specific dose and energy of particles used during the
bombardment of the sample1,4,12,38. In spite of these uncertainties, it is
interesting to obtain a qualitative estimate of the doping conditions
necessary to achieve the desirable Fermi level values for the formation
of VVs. In Fig. 4, EF is calculated at several T and for various doping and
defect densities. We find that the presence of VC and/or CAV would
induce n-doping while the presence of VSi would induce p-doping in
the sample. Hence, the required condition to reach EF > 1.46 eV within
(1000, 1300) K, is that at least one of the following concentrations–
n-doping (e.g., [NC]), C vacancies [VC] or antisite [CAV]– be larger than
1016 cm−3.

Note that p-doping conditions induced by the presence of VSi,
which are unfavorable for the formation of VVs, may be compensated
by the presence of VC or CAV of comparable amounts (see Fig. 4).
Further, the VSi to CAV conversion process (VSi→CAV), although it
renders VSi lessmobile, helps to increase EFwhich in turns facilitates VV
formation. These results emphasize the complex, interdependent role

Fig. 4 | Fermi level (EF) as a function of defects density in 3C-SiC. The Fermi level
is referred to the top of the valence band. We show results for different tempera-
tures (1000K a, 1200Kb, and 1400K c); we consider, separately, initial n-doping of
the sample, and specific concentrations of carbon (VC) and silicon (VSi) vacancies,
and carbon antisite vacancy complexes (CAV); we also consider two additional

cases: (i) same concentration of VC and VSi (VC = VSi); (ii) same concentration of VC

and CAV (VC =CAV). The dashed line indicates the value of mid-gap for 3C-SiC; the
green-region for EF > 1.46 eV indicates favorable conditions for the formation of the
double vacancy in the range of temperatures between 1000 and 1300 K (see text).
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of multiple defects in tuning EF and ultimately leading to the forma-
tion of VVs.

We note that the concentration of vacancies varies with annealing
time and vacancies may be easily annealed out at high T. In addition,
large amounts of residual vacanciesmay degrade thematerial’s quality
and hence its performance for quantum applications. Therefore,
engineering EF bymeans of a large vacancy concentrationmaynot be a
good strategy. Nonetheless, at the beginning of the annealing treat-
ment, vacancies can be present even at temperatures higher than their
respective activation temperature for migration or conversion. Under
these circumstances, the presence of vacancies would definitely affect
the position of EF. To characterize and further understand the impact
of such transient species during the annealing process, we include the
results for relevant vacancies at high temperatures in Fig. 4.

We observe that the proposed n-type conditions for efficient VV
formation at high T, is also favorable to stabilize the desired VV0 at low
T; the presence of, e.g., NC or VC could increase the EF (see Supple-
mentary Fig. 4) to a region where the VV0 is stable48,49. However, we
note that it is conceivable that there may be spin-defects or hosts,
where the required doping conditions for the optimal qubit formation
at high T and its charge-state stabilization at low T are different. In
those cases, after qubit formation, further engineering of EF may be
needed via, e.g., gating or additional doping.

Further, we discuss the VV formation properties in hexagonal
(hex) polytypes, e.g., 4H-SiC. The extension of our results for 3C-SiC
(where only k-sites are present) to hexagonal lattices (where both h-
and k-sites are present) should be considered as a qualitative predic-
tion (shaded region in Fig. 3). In hexagonal samples, the variation in
stability and barriers of defects occupying different lattice sites is
negligible, compared to the energy scale of ~ several eV of most bar-
riers computed in our calculations16,18,21,23,41. The position of the valence
band maximum (VBM) is nearly the same in cubic and hexagonal SiC,
while that of the conduction band minimum (CBM) is higher in hex-
SiC50 (see Fig. 3). We find that the creation of VVs is more facile in hex-
SiC; indeed the conditions of regions A (corresponding to formation
and stability of VV) and D (corresponding to the pairing of nearby
vacancies) can be obtained in a slightly wider range of temperatures
than in 3C-SiC (for values of the Fermi level attainable in hex-SiC) and,
importantly, for lower doping densities. For example, in 4H-SiC, under
intrinsic conditions, EF ~ 1.6 eV is larger than 1.46 eV, and with a mod-
erate n-doping > 1015 cm−3, it may be increased above 2.0 eV at 1200 K
(see Supplementary Fig. 5).We note that to synthesize VV in hex-SiC, it
is beneficial to use samples at near intrinsic conditions, where the VV0

is stable48,49. We predict that an appropriate TAnn for hex-SiC is in the
range of (900, 1300) K, with an optimal value around 1200 K. We note
that the charge-state equilibrationprocess is slower in hex- than 3C-SiC
(see Supplementary Fig. 3). Therefore, in Supplementary Fig. 6, we
show activation temperatures determined from the most stable
charge-state at a given EF. By comparing Fig. 3 and Supplementary
Fig. 6, we find that our qualitative predictions of the VV formation
properties in hex-SiC are the same, whether using effective barriers or
the data of Supplementary Fig. 6.

Our predictions are in excellent agreement with several experi-
mental observations. To synthesize VV, most experiments adopted
TAnn in a range of (1050, 1350) K, consistent with our prediction of
annealing T of (1000, 1300) K in 3C-SiC and (900, 1300) K in hex-SiC.
Experimentally, the optimal TAnn was determined by PL or EPR max-
imum intensities and found to be ~ 1150 K, in agreement with our cal-
culations of ~ 1200 K. We emphasize that depending on the
experimental setup, the decrease in signal above ~ 1150 K is not
necessarily related only to changes in VV concentration.We predict VV
can be stable up to 1300 K, above which its density decreases due to
diffusion. This is consistent with the significant drop of VV signals in
experiments asT > 1300K15, andwith the highest PL and EPR intensities
detected at 1300 K16,17.

In closing, we note that the computational strategy adopted here
to investigate the formation of VV and the results obtained in our work
are useful to inform the investigation of other spin-defects in semi-
conductor hosts. For example, the formation of the NCVSi (denoted as
NV) center in SiC is also expected to be facilitated by the migration of
VSi but in nitrogen-doped samples51,52. Therefore, we expect that the
favorable EF-T conditions identified here for the creation of VV should
be partially applicable to the NV center as well. Indeed, an annealing
T ~ 1200 K was adopted experimentally for NV formation51,52, close to
the predicted optimal value for the VV. Moreover, to guide and opti-
mize the NV synthesis, our results can be used to estimate the desired
EF to stabilize V0

C instead of V+ 1=+ 2
C , and hencemitigate the aggregation

of NV (negatively charged for n-type conditions48) and VC. In addition,
our computational strategy can be used to compute the NV migration
barrier to design the proper annealing temperature; our results sug-
gest the need to elucidate the effects of nitrogen doping on the system
EF and on the induced reactions, e.g., the NV and NC aggregation.
Importantly, our results indicate that NV should be easier to form in
hex-SiC than 3C-SiC, as the VV, due to the higher EF.

Discussion
By combining DFT calculations with semilocal and hybrid functionals,
nudged elastic band, and first principles MD simulations, we obtained
a detailed, atomistic description of the VV formation process in 3C-SiC.
We computed energy barriers and activation temperatures for multi-
ple defects and pathways as a function of the Fermi level EF. We then
identified favorable conditions for the formation of VVs and discussed
how suitable values of EF can be obtained via careful tuning of doping
or defects densities. Our calculations show that one should use
n-doped samples with EF > 1.46 eV during annealing, to ensure the
stability of single VSi, and TAnn > ~ 1000 K to activate VSi migration for
aggregation with VC. Further, TAnn should be lower than ~ 1300 K to
suppress VV diffusion, thus ensuring its stability and immobilization,
with the optimal TAnn estimated to be ~ 1200 K. However, VV can also
be created at lower T from neighboring VC-VSi pairs; these may be
present after irradiation or implantation, andmay be prominent in SiC
nanostructures, suggesting that the formation of VVs in small nano-
particles should occur at lower T than in the bulk. Our findings also
suggest that VV signals may be detected at low annealing tempera-
tures,whichhowever shouldnot be interpreted as lower bounds for VSi

diffusion. Moreover, we predict that VV formation in hex-SiC can be
more facile than in 3C, due to a larger band gap and higher CBM
position, which allow for the use of lower doping densities and lead to
a slightly broader range of favorable annealing T. Our results are in
excellent agreement with experiments, while providing new and
improved understanding of formation mechanisms at the atomistic
level. The knowledge obtained here may benefit the controlled fabri-
cation and device integration of VV, assisting its applications for
quantum technologies.

Importantly, the computational protocol and strategies devel-
oped here, based on first principles calculations, are general and can
be readily extended to investigate defects in other covalently bon-
ded materials. Multiple paths with different charge states should be
considered to understand point defect formation processes, taking
into account thermodynamically unstable ones, which may facilitate
the exploration of low barrier paths at high T. Our findings show that
it is key to conduct calculations of effective barriers as a function of
the Fermi level, which itself depends on T, and not only of barriers
between thermodynamically stable states. In addition, it is critical to
consider not only formation but also annihilation pathways to obtain
faithful predictions of formation processes. Unexpectedly, we found
that although important for accurate quantitative predictions,
thermal expansion and entropic contributions are not critical to
determine general trends of activation temperatures for
different paths.
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One important problem that remains to be addressed is the
influence, on defects’ formation, of the specific synthesis procedures,
e.g., by irradiation of the sample. Using our computed energy barriers
as input, one can simulate real-time defect evolution, e.g., via kinetic
Monte Carlo methods, which could then provide information about
optimal annealing times. These possible directions are worthy of
future explorations.

Methods
Density functional theory calculations
We performed DFT calculations using the Qbox53 and the Quantum
Espresso54 codes. We used the PBE55 and DDH56 (15% exact exchange)
functionals, optimized norm-conserving Vanderbilt pseudo-
potentials57, a plane-wave kinetic energy cutoff of 60 Ry. We con-
ducted calculations in 216 atom supercells with lattice constant
4.416Å, and with either the Γ point or a 2 × 2 × 2 Monkhorst-Pack (MP)
grid to sample the Brillouin zone. The lattice constant was determined
by first-principlesMD (FPMD) simulations in the NPT ensemble at 1500
K at the PBE level of theory. We considered structural relaxations as
converged when residual forces on atoms were <0.01 eV/Å. We con-
sidered charge state q from -2 to 2 for all defects, expect for VCwhere q
= 0, 1 or 2; spin state s = [S, T] ([D, Q]) for even (odd) number of
electrons, where S: singlet, D: doublet, T: triplet, Q: quartet. We chose
not to employ empirical force-fields, which would have allowed for the
use of larger supercells, as they are not appropriate to simulate q and s
degrees of freedom; in addition we found that in several casesmany of
the popular force-fields used for SiC cannot reproduce DFT results.

Nudged elastic band calculations
We carried out climb image nudged elastic band (CI-NEB) simulations
at the PBE level with a 2 × 2 × 2 MP grid, by coupling Qbox with the
PASTA58 code.We used spring constants of 2 eV/Å2 and force tolerance
of 0.02 eV/Å.We determined themost stable spin state among [S, T] or
[D, Q] for each NEB image at a given charge state q; the corresponding
total energies and atomic forces were then used to update NEB images
to determine the minimum energy path and energy barriers Eb. In this
way, Eb is only a function of q. For most pathways studied here, the
most stable spin state remain the same along the whole path; for those
paths for whichwe observed a change of spin states, we found that the
energy splitting between different spin states at the transition-state is
generally small, i.e., less than 10% of Eb.

We then computed total energies for converged images, at the
PBE and DDH level of theory using only the Γ point18. We denote the
barriers obtained in this way as EPBE

b @ Γ and EDDH
b @ Γ. We computed

the correction to apply to PBE results inorder to estimateDDHbarriers
as: [EDDH

b @ Γ� EPBE
b @ Γ]. We added such correction to EPBE

b @ 222
(barriers computed with the 2 × 2 × 2 MP grid) to obtain EDDH

b @ 222.
Here, we assumed that theminimum energy paths at the PBE and DDH
level of theory are similar; energydifferencecalculatedwith the Γpoint
differed only slightly from those obtained with the 2 × 2 × 2 MP grid.
The results reported in the main text were obtained with EDDH

b @ 222.

Formation energy calculations
The formation energy of defect X in charge state q, Ef(Xq), was com-
puted as:

Ef ðXqÞ= EtotðXqÞ � EtotðSiCÞ � nCμC � nSiμSi + qEF + EcorrðXqÞ ð4Þ

where Etot(Xq) is the total energy of a SiC supercell with Xq; Etot(SiC) is
the total energy of the pristine SiC supercell; μC and μSi are chemical
potential of C and Si; nC and nSi are number of added ( + ) or removed
( − ) C or Si atoms to form X, respectively; EF is the Fermi energy
referred to the VBM; Ecorr(Xq) is the energy correction for spurious
electrostatic interactions present in supercell calculations.

Using relaxed configurations at the PBE level of theory, we com-
puted the total energy and electrostatic potential using Quantum
Espresso and the DDH functional. We used a 2 × 2 × 2 MP grid. We
obtained Ecorr using the method developed by Freysoldt, Neugebauer,
and Van de Walle59. We used a dielectric constant equal to 9.72. The
chemical potential μC was calculated as the energy per atom in dia-
mond; μSi was calculated as μSiC − μC, where μSiC is the energy per
formula unit in bulk SiC. The results are shown in Supplementary Fig. 1.

Finally, binding energies between defects are required to com-
pute the barriers of the CAV/VV dissociation processes. We estimated
the CSi and VC binding energies as ~ 1 eV from previous studies21,22. We
directly computed the VC and VSi binding energies, which are ~ 3 eV for
EF near the mid-gap of 3C-SiC.

Enhanced sampling calculations
We computed free energies of defect transformations by coupling the
Qbox and SSAGES60 codes.We usedQbox to performFPMD in theNVT
ensemble and the adaptive biasing force method61 in SSAGES to cal-
culate free energy gradients.Weutilized the collective variable (CV) ξ22:

ξ = R � 1
M

X
i2gate atoms

mi � Ri

 !
� eprojection ð5Þ

whereR is the coordinates of themoving atom;mi is themass of the ith

gate atom;Ri is the coordinates of the ith gate atom;M is the total mass
of the gate atoms; eprojection is the unit projection vector (see Supple-
mentary Fig. 2).

We carried out free energy calculations for the three processes
presented in Supplementary Fig. 2, where the definition of CVs and
gate atoms is specified. For each path, we performed FPMD simulation
at 1500 K using a time step of 1 fs, for ~ 370 ps. For computational
efficiency, we used the PBE functional, 40 Ry kinetic energy cutoff and
the Γ point; we considered defects only at q = 0 and s = T in our MD
simulations.

To elucidate the effect of T on barriers, we also computed free
energyprofiles at 0K.Weused the PBE functional, 40Rykinetic energy
cutoff and the Γ point for consistency. We used the Sequential Least
SQuares Programming method62 in the SciPy package to carry out
constrained optimizations along one-dimensional CVs.

Data availability
The data that support this study will be made available through Qresp
(https://qresp.org/).
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