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Deep transfer learning enables lesion tracing
of circulating tumor cells

Xiaoxu Guo1,6, Fanghe Lin1,2,6, Chuanyou Yi3, Juan Song1, Di Sun2, Li Lin1,
Zhixing Zhong1, Zhaorun Wu1, Xiaoyu Wang1, Yingkun Zhang 1, Jin Li 3,
Huimin Zhang 4 , Feng Liu 5 , Chaoyong Yang 1,2,4 & Jia Song 2

Liquid biopsy offers great promise for noninvasive cancer diagnostics, while
the lack of adequate target characterization and analysis hinders its wide
application. Single-cell RNA sequencing (scRNA-seq) is a powerful technology
for cell characterization. Integrating scRNA-seq into a CTC-focused liquid
biopsy study can perhaps classify CTCs by their original lesions. However, the
lack ofCTC scRNA-seqdata accumulation andprior knowledgehinders further
development. Therefore, we design CTC-Tracer, a transfer learning-based
algorithm, to correct the distributional shift between primary cancer cells and
CTCs to transfer lesion labels from the primary cancer cell atlas to CTCs. The
robustness and accuracy of CTC-Tracer are validated by 8 individual standard
datasets. We apply CTC-Tracer on a complex dataset consisting of RNA-seq
profiles of single CTCs, CTC clusters from a BRCA patient, and two xenografts,
anddemonstrate that CTC-Tracer has potential in knowledge transfer between
different types of RNA-seq data of lesions and CTCs.

Circulating tumor cells (CTCs), which are cells detached from primary
tumors and/or metastatic lesions, are the metastatic precursors of
tumors. CTCs provide crucial insights into cancer biology and can be
isolated from peripheral blood throughout the course of the disease.
Thus, they are important targets of liquid biopsy. Liquid biopsy
focusing on CTC identification and analysis can aid in early patient
prognoses and guide the appropriate personalized therapy1–3. In par-
ticular, lesion tracing based on CTCs is the basis for real-time analysis
of lesion number and location, thus enabling noninvasive monitoring
of tumor development and metastasis. However, lesion tracing based
on CTCs requires excellent characterization of CTC heterogeneity, as
well as an efficient data mapping between reference datasets and
newlyobtained characterizationdata ofCTCs.Unfortunately, these are
currently not available due to the rarity of CTCs in peripheral blood4.
The identification, characterization, and large-scale analysis of CTCs

are challenging issues5. There remains anunmet challenge to locate the
primary and/or metastatic lesions of CTCs.

As a promising and powerful technology for cellular molecular
heterogeneity characterization, single-cell RNA sequencing (scRNA-
seq) technologies have been widely applied in cancer research,
resulting in an accumulation of a large amount of scRNA-seq data on
tumor tissues6,7. Based on these single-cell expression profile atlases,
cancer cell type annotation, cancer lesion annotation, and cell group-
specific up/down expressed gene identification can be achieved by
supervised or unsupervised learning strategies. Since CTCs are rich in
pathological information, integrating scRNA-seq analysis into a CTC
study would reveal more detail about lesions and thus provide non-
invasive surveillance of cancers1–3. In particular, single-cell expression
characterization of CTCs provides an opportunity to carry out lesion
tracing and may bring about a new revolution in liquid biopsy.
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However, unlike primary tumor-related studies, previous CTC-
derived studies mainly focus on the detection and enumeration of
CTCs, with the result that few studies with scRNA-seq data are avail-
able. Additionally, the extremely low frequency and the difficulty of
CTC capture also make single-cell sequencing of CTCs technically
challenging, leading to the paucity of scRNA-seq data accumulation in
this field1,4,8. Several studies have been undertaken to improve the
reliability and simplicity of CTC capture and sequencing9,10. However,
due to the lack of data accumulation and prior knowledge in the field
of CTC scRNA-seq analysis, it is still difficult to acquire histogenesis
information about CTCs from scRNA-seq omics data. Considering that
CTCs are detached from primary cancer tissues, mapping CTCs to the
atlas of primary cancer cells is an alternative strategy for lesion tracing
based on CTCs. Nonetheless, the differences between CTCs and pri-
mary cancer cells pose an additional challenge. For noninvasive lesion
tracing, there is still a need for a computational algorithm that can
efficientlymap scRNA-seqdata onCTCs to reference atlases ofprimary
cells from lesions. Such data will provide knowledge of histogenesis
from the limited scRNA-seq data of CTCs, regardless of the scRNA-seq
platform or cancer type.

Nevertheless, although cancer cells from the same lesions share
similar cancer-specific biomarkers1, there is always heterogeneity
among patients, and CTCs are different from primary cancer cells11.
Thus, effective knowledge transfer is required. As a well-known
methodology in the field of transfer learning, domain adaptation

(DA) aims to transfer knowledge of a source domain to a different but
similar target domain, where all source-domain samples are labeled12,13.
Based on the availability of labeled data in the target domain, DA can
be classified into three categories: unsupervised DA, semi-supervised
DA, and fully-supervised DA14,15. Because unsupervised DA assumes
that the target-domain samples are unlabeled, it is most suitable for
our situation, in which the lesion origins of CTCs are always unknown.
Using the large collection of scRNA-seq data on primary tumors6,7, this
paper introduces an unsupervised deep transfer-learning method
called CTC-Tracer to transfer the histogenesis information learned
from primary tumor cells to CTCs via efficiently mapping the scRNA-
seq profiles of CTCs to the primary tumor scRNA-seq atlas. Thereby,
CTC-Tracer can trace the original lesions of CTCs, distinguish CTCs
from background cells (such as leukocytes) and discover the gene
markers of CTCs.

Results
Deep transfer learning enables lesion tracing of CTCs
Lesion tracing based on single-cell expression profiles of CTCs is
the foundation for real-time analysis of lesions. However, this
requires a large number of CTC scRNA-seq data tagged with ori-
ginal lesions as the reference, but this is difficult to achieve due to
the difficulty of CTC enrichment and capture, as well as the lack
of attention to CTC single-cell characterization in the past. To
address this challenge, we developed CTC-Tracer, which employs
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Fig. 1 | Overview of the main function of CTC-Tracer and its application. CTC-
Tracer is a deep transfer learning-based algorithm designed for CTC recognition
(background cell remover), lesion tracing, and gene marker identification. The
main functionofCTC-Tracer is lesion tracingbasedon scRNA-seqdata ofCTCs. The
transfer learning model of CTC-Tracer integrates two modules (a feature extractor

module and a classifier module). To correct the shift between scRNA-seq expres-
sion profiles of primary cancer cells and CTCs, a domain adaptation strategy,
including separate K-means clustering processes in target and source domains, and
a target-source nearest cluster searching process are integrated.
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a transfer learning strategy to efficiently use knowledge from
large cancer single-cell atlases to trace the original lesions of
CTCs. In detail, using scRNA-seq expression profiles of CTCs
isolated from blood samples as input, CTC-Tracer is designed to
accurately identify CTCs and trace the sources of their lesions,
and can also detect their expression changes relative to the lesion
cells (Fig. 1). As the main function of CTC-Tracer, lesion tracing is
carried out using an unsupervised domain adaptation (DA)-based
transfer learning strategy, as shown in Fig. 1.

To conduct transfer learning, CTC-Tracer takes the lesion-labeled
scRNA-seq expression matrix from the reference atlas of the primary
tumors as a source-domain dataset and the unlabeled scRNA-seq
expression matrix of CTCs as a target-domain dataset. To carry out
efficient lesion tracing of CTCs, CTC-Tracer integrates two learning
modes: transductive and inductive learning, which are two concepts in
the field of machine learning. Generally speaking, inductive learning
infers labels for test samples (e.g., samples in a target-domain dataset)
using a previously-trained model. On the other hand, transductive
learning infers labels for test samples by retraining the previousmodel
with training samples and features of test samples (a more detailed
definition can be seen in Supplementary Note 1).

Like general DA methods, our model contains two modules: a
feature extractor module that converts an input matrix to a feature
vector representation, and a classifiermodule that assigns each feature
vector representation to one category (original lesion) of the source
domain (Fig. 1). In the learning process, the success of our method is
primarily attributed to our correction of the distributional shift
between two domains via clustering. For the samples from different
domains, we first use an unsupervised clustering method to group
these samples into domain-specific clusters and calculate the center
vector of each cluster. Further, the source-domain clusters are
assigned based on the labels in the source domain, and the center of
one source cluster is defined as the mean value of its vector repre-
sentation matrix. Correspondingly, we assign the target domain clus-
ters to the closest source domain cluster by cycle-consistent
matching16 (detailed inMethods). Thisway, wematch sampleswith the
same semantic class (defined in Methods) from different domains and
assign pseudo labels for the samples in the target domain according to
its matching source-domain samples (more details in the Methods).

Using a lesion-labeled scRNA-seq matrix of primary cancer cells
(here, a default dataset is already included, as detailed in Supple-
mentary Fig. 1) and a scRNA-seq expression matrix of CTCs as input,
CTC-Tracer can efficiently correct the distributional shift between the
primary cancer cells and CTCs and transfer the original lesion labels
from primary cells to CTCs in either the transductive or inductive
learning mode.

CTC-Tracer enables complete CTC analysis, from CTC identifi-
cation to gene marker detection
CTCs are present at very low concentrations in the peripheral
blood of most cancer patients, ranging from 1 to 10 cells per
10mL. Thus, 0 to several hundred CTCs may be retained in 1000
to 10,000 background cells (mostly blood cells) after enrichment,
posing a significant challenge for subsequent analysis (such as
lesion tracing)4. To circumvent this issue, CTC-Tracer integrates a
CTC identification module (also known as a background
remover), which is developed based on a binary classification
model (Fig. 2a), to distinguish CTCs from blood cells. By adding a
reference background cell dataset consisting of peripheral blood
mononuclear cells (PBMC) (5746 PBMCs), which are frequently
confused with CTCs17, and a blood cell atlas (6843 blood cells
representing 32 immunophenotypic cell types, including hema-
topoietic stem cells, progenitors and mature blood cells)18 to
include a comprehensive background map of blood cells into the
source dataset, and treating all tumor samples as a single class,

CTC-Tracer can be used to distinguish blood cells from CTCs.
Thus, CTC-Tracer is able to classify background cells in a new test
dataset into categories of blood cells, and may accurately detect
lesions using scRNA-seq data from roughly obtained CTC datasets
(such as a CTC dataset enriched by density-gradient centrifuga-
tion), which will considerably improve the clinical application of
liquid biopsy.

To verify the effectiveness of CTC-Tracer in this task, we inte-
grated 372 CTCs (Target dataset 1, detailed in Supplementary Table 1)
with two blood datasets (400 PBMCs and 800 blood cells from 32
immunophenotypic cell types) to obtain two test datasets and eval-
uated the performance of CTC-Tracer under these conditions, with
transductive learningutilized as thedefaultmode.Ourmodel achieved
an average accuracy of ~99% on all test samples (accuracies are
detailed in Supplementary Table 2 and displayed in Supplemen-
tary Fig. 2).

Area Under the ROC Curve (AUC) is then used to evaluate the
performance based on the softmax values generated by CTC-Tracer.
CTC-Tracer demonstrates an average AUC of 1.000 with a standard
deviation (SD) of0.000 acrossfive replicates for the PBMCdataset and
an average AUC of 0.999 with an SD of 4.000e-7 for the blood cell
dataset (Fig. 2b, c, Supplementary Table 3). Using t-Distributed Sto-
chastic Neighbor Embedding (t-SNE) analysis embedded in CTC-tracer
to visualize the data mapping results (Fig. 2d, e), the processed blood
cells from the source dataset and test datasets are mixed and can be
clearly distinguished from cancer cells. In conclusion, high accuracies
were obtained across different datasets and repeats, demonstrating
that CTC-Tracer can efficiently distinguish CTCs from blood cells.

Based on the functions described above, CTC-Tracer can
accurately distinguish CTCs from background cells and trace the
original lesions of CTCs. Then, the collection of scRNA-seq data
from both primary tumor cells and CTCs enables us to identify
the genes that are up/downregulated in CTCs relative to their
lesions. These genes may play an important role in cancer
metastasis. Thus, CTC-Tracer integrates a gene marker identifi-
cation process to aid in the exploration of important genes
involved in the process of cancer metastasis by integrating a
differential expression analysis (DEA), which retrieves genes that
are highly expressed relative to one another on CTCs or primary
cells after CTC identification and lesion tracing. As a proof of
concept, we performed differential expression analysis (DEA)
between the collected CTCs (Target dataset 1 and 2, a total of 823
CTCs from four tumor types) and primary cells (50318 cells from
25 tumor types). In total 1393 genes with significant changes were
identified from the DEA (detailed in Methods; genes are listed in
Supplementary Table 4). Functional enrichment analysis on the
top 30 genes, which shows upregulated expression in CTCs,
indicated that these differentially expressed genes are associated
with metastasis-related biological processes, such as cell migra-
tion and wound healing (Fig. 2f). Expression of the top 5 upre-
gulated and downregulated genes is presented in Fig. 2g. Many of
these marker genes have been studied in the context of cancer
cell migration or metastasis19–23. We further validated the effects
of a previously uncharacterized sodium/potassium-ATPase inter-
acting protein NKAIN4 on cancer cell migration with wound
healing assay. Using the pro-metastasis esophageal cancer cell
line KYSE150, we found that overexpression of NKAIN4 suppresses
the migration capacity of the cancer cells (Fig. 2h). These findings
demonstrate that CTC-Tracer can effectively identify the gene
markers for CTCs which may play an important role in the
mechanism of cancer metastasis. CTC-Tracer is therefore a
bioinformatics tool for the identification of CTCs, lesion tracing,
and metastasis-related gene retrieval based on scRNA-seq data of
roughly captured CTCs. Thus, CTC-Tracer will greatly facilitate
the clinical application of liquid biopsy.
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Lesion tracing performance evaluation of CTC-Tracer using
eight standard scRNA-seq datasets of CTCs from patients
CTC-tracer is an algorithm designed for CTC scRNA-seq analysis
with a wide range of application potential. CTC-tracer is centered
on lesion tracing, which will serve as the foundation for non-
invasive tumor monitoring. The accuracy of lesion tracing is the

primary concern. Specifically, to carry out efficient lesion tracing
of CTCs, CTC-Tracer integrates two learning modes: transductive
and inductive learning. To completely evaluate the accuracy
of CTC-Tracer, we tested it on eight independent standard CTC
scRNA-seq datasets in either transductive or inductive
learning mode.
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Our results show that CTC-Tracer can trace the original lesions of
CTCs as transductive learning taskswith high accuracy. To evaluate the
performance of our method in knowledge transfer from the primary
tumor cells to CTCs, we evaluated the accuracy of CTC-Tracer on four
available CTC scRNA-seq datasets from different studies (372 cells
from four cancer types, defined as Target dataset 1 and detailed in
Supplementary Table 1), where the source domain is the primary
tumor dataset containing samples from 25 organs and a series of
normal cells from PBMCs (the t-SNE embedding results of these cells is
displayed in Fig. 3a; while the cell number distribution across various
cancers is shown in Supplementary Fig. 1; The full name of these can-
cers can be found in Supplementary Table 5). Themodel was trained 5
times on the labeled primary sample and unlabeled CTC samples.
Throughout the entire training process, the value of the loss function
of CTC-Tracer (defined by Eq. 18 in Methods) steadily and gradually
decreased, as did the values of the three loss items included in the loss
function (Fig. 3b, lreg, lcdd and lce defined by Eqs. 7,16 and 17 in Meth-
ods). After 150 epochs, lreg showed a slight increase, mainly because
the training processwants to furtherminimize the supervised loss (lce)
and domain-discrepancy loss (lcdd). To demonstrate the necessity of
lreg and lcdd in the loss function, an ablation study was carried out, and
the results indicated that all of these three loss items are indispensable
(Supplementary Table 6). After 500 epochs, CTC-Tracer obtained an
average label prediction accuracy of 95% across the CTC samples
(Fig. 3c, the confusion matrix is detailed in Supplementary Table 7).
Among them, CTC-Tracer obtained an average accuracy of 100%
(SD=0.00) for Melanoma (Mel), 100% (SD=0.00) for Hepatocellular
Carcinoma (HCC), 92% (SD =0.00) for Breast Cancer (BRCA) and 95%
(SD=0.00) for Prostate Cancer (PC). The fluctuation of accuracy
during the training process is detailed in Fig. 3d. The corresponding 2D
visualization results revealed that there was a domain shift between
the source-domain and the target-domain samples before adaptation
(the t-SNE embedding results are in Fig. 3e; the UMAP embedding
results are in Supplementary Fig. 3; the detailed distances among
source-domain and target-domain samples are displayed in Supple-
mentary Table 8), and our method successfully adapted the unlabeled
target-domain samples to the corresponding source cell clusters
(Fig. 3f, Supplementary Fig. 4 displays a case with a new target-domain
category not exsiting in the source-domain). It is worth noting that the
CTC samples are not evenly mixed together with the primary tumor’s
atlas. They still maintain their own identity and show differences
compared to the primary tumor cells (more details can be found in
Supplementary Note 2). Additionally, the target domain used here
contains four different batches from four studies. Thus, a potential
batch discrepancy may be present in our target domain. When we
considered each batch as one target domain and used the CTC-Tracer
(transductive mode), we observed better performance on each batch
(Supplementary Fig. 5).

CTC-Tracer can also be used to annotate new batches of CTC
samples as an inductive learning tool. In detail, an effective target
prediction model was obtained under the CTC-Tracer framework

(detailed in Methods). To evaluate the extensibility of the pre-trained
CTC-Tracer model to a new batch of CTC data, we collected four
external scRNA-seq samples from four independent published studies
as Target dataset 2 with a total of 451 CTCs from two types of cancers
(MEL and BRCA, Supplementary Table 1). CTC-Tracer achieved ~87%
accuracy across these 451 CTCs (Fig. 4a). Our pre-trained adaptation
process successfully aligned the feature distribution of CTCs from
different batches in the visualization results (Supplementary Fig. 6).

It is worth noting that the transductive learning mode is
robust to batch effects, but its accuracy is affected by the number
of cells in the input matrix. According to the sensitivity analysis,
we may need to collect at least 30 cells per dataset for a relatively
stable and accurate prediction (with an average accuracy >80%,
detailed in Supplementary Fig. 7). The accuracy of the inductive
learning mode is determined by the pre-trained model and not
affected by the size of the input matrix (detailed in Supplemen-
tary Table 9), thus, in the application, the inductive learning
mode will be a convenient and preferred option when a com-
prehensive pre-training model is available. What’s more, based on
the pre-trained model, the affection of the number of target-
domain samples is relieved in CTC-Tracer, and reasonable accu-
racy (>90%) could be achieved with only a few cells (1–5 cells) in
transductive learning mode (detailed in Supplementary Fig. 8).
With the gradual accumulation of CTC scRNA-seq samples, a
comprehensive pre-trained model can be obtained in the future.
Based on this model, both the transductive and inductive learning
modes can be used to accurately trace the lesion of CTCs. More
sensitivity tests on sample size can be found in Supplementary
Note 3 and Supplementary Fig. 9.

Performance comparison with other cell annotation/mapping
algorithms
The lesion tracing process of CTC-Tracer is a multi-classification pro-
cess that uses the original lesions as category labels. Because it reduces
the domain shift between source-domain and target-domain samples
through domain adaptation, bringing them closer together and
allowing them to be accurately classified and visualized, it can also be
considered a cell mapping or cell annotation procedure. To evaluate
the CTC annotation/mapping performance of CTC-Tracer compared
to other cell annotation/mapping methods, we adopted 10 cell anno-
tation/mapping methods (detailed in Supplementary Table 10) on our
datasets (detailed in Supplementary Table 1). Using the same-label
samples as training samples, we ran each comparison with 5 times.

Both modes (transductive mode and inductive mode) of CTC-
Tracer showed significant advantages in terms of prediction accuracy
and robustness across different datasets with various data scales and
cancer types from different sequencing platforms in a moderate run-
ning time (Fig. 4b, c: transductive learning mode, Fig. 4d, e: inductive
learningmode, running times are displayed in Supplementary Fig. 10).
In particular, CTC-Tracer exhibits the best performance on several
small data sets (the two MEL datasets with 15 and 6 cells), which is a

Fig. 2 | CTC-Tracer is able todistinguishCTCs fromblood cells correctly. aCTC-
Tracer is able to distinguish CTCs from blood cells as a binary classification task.
b Receiver operating characteristic (ROC) curves for the task of PBMCs identifi-
cation (mean± SD, n = 5 independent experiments; two-side Mann–Whitney U-test
wasused,no adjustmentmethod formultiple comparisonswasused).cROCcurves
for the task of blood cell identification (mean ± SD, n = 5 independent experiments;
two-side Mann–Whitney U-test was used, no adjustment method for multiple
comparisonswas used).dThe t-distributed stochastic neighbor embedding (t-SNE)
2D embedding of cells (372 CTCs and 400 PBMCs) after domain adaptation. The
processed PBMCs from the source samples (dots colored in light red) and target
samples (triangles colored in dark red) are evenly mixed and can be clearly dis-
tinguished from cancer cells (colored in blue). e The t-SNE 2D embedding of cells
(372CTCs and 800blood cells) after domain adaptation. The processedblood cells

from the source samples (dots colored in light red) and target samples (triangles
colored in dark red) are evenlymixed and can be clearly distinguished from cancer
cells (colored in blue). f Functional enrichment analysis results on the top 30 dif-
ferentially expressed genes (One-tailed hypergeometric test was used for statistics
test, Benjamini–Hochbergadjustmentmethodwasused formultiple comparisons).
g Expression of the top 5 upregulated and downregulated genes. h Stable NKAIN4
overexpression of pro-metastasis esophageal cancer cells KYSE150 were seeded
into a 6-well plate with confluent monolayers and scarred; repair was monitored
microscopically at 0 h and 12 h (mean ± SEM, n = 3 biologically independent sam-
ples for control group, n = 3 biologically independent samples for experiment
group; **p (0.0058) < 0.01, unpaired two-sided t-test was used, no adjustment
method for multiple comparisons was used).
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meaningful result since CTCs are rare cells. Moreover, CTC-Tracer
shows very stable results among repeated validations, especially in the
transductive learning mode. All these results indicate that CTC-Tracer
has application potential in original lesions tracing of CTCs. Mean-
while, these results also indicate that the available tools designed for
general batch effect correction are not suitable for domain-shift cor-
rection between CTC and primary cancer cells.

In conclusion, the aforementioned results demonstrated that
CTC-Tracer is extraordinarily effective for correcting the domain shift
between CTCs and primary cells. Then, we evaluated the effectiveness
of CTC-Tracer in batch-effect correction using primary cell samples
from a study thatwas not included in the source datasets24. The results
indicated that CTC-Tracer can effectively map samples from different
batches and reduce the distance between them (sample distances are
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Fig. 3 | CTC-Tracer can map CTCs to the primary tumor atlas efficiently. a 2D
visualization of primary tumor cells (50318 cells) involved in this study. The full
name of these cancers can be found in Supplementary Table 5. b Changes of loss
function values (detailed in Eqs. 7,16–18 in Methods, including the loss function l,
and the three loss items included in the loss function lreg, lcdd and lce) throughout
the entire training process. c Changes of prediction accuracy during the CTC-
Tracer training process. dChanges of prediction accuracy on various CTC datasets

(including MEL, HCC, BRCA and PC CTCs) during the CTC-Tracer training process.
e 2D embedding of primary tumor samples and CTC samples (372 cells, 4 cancer
types) before domain adaptation using t-SNE. CTCs and primary cancer cells from
the same organ are discretely distributed. f t-SNE 2D embedding of primary tumor
samples and CTC samples after domain adaptation. CTCs and primary cancer cells
from the same organ are located together after domain adaptation.
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detailed in SupplementaryTable 11). Above all, CTC-Tracer hasa strong
ability for domain shift and batch effect correction (discussed in detail
in Supplementary Note 2).

Application of CTC-Tracer on a complex RNA-seq dataset
of CTCs
In addition to single CTCs, CTCs can be found in the blood as cell
aggregates, known as CTC clusters composed of several CTCs or CTCs
and neutrophils25. These CTC clusters have differential biological fea-
tures such as an enhanced survival and metastatic potential25. To
challenge CTC-Tracer on a complex taskwith various types of RNA-seq
data of CTCs, we applied it to a recently derived complex dataset.
According to a recent studyonCTC26, a large and complexCTCdataset
with RNA-seq profiles from 117 single CTCs, 124 CTC-CTC clusters, and
65 CTC-WBC clusters from a Breast Cancer (BRCA) patient and two
mouse models was obtained and tested by CTC-Tracer.

We first applied CTC-Tracer on the 36 CTC objects from the BRCA
patient (including 13 single cells, 17 CTC clusters, and 6 CTC-WBC
clusters) in the transductive learning mode to refine the model. CTC-
Tracer achieved high accuracy across these samples (single
CTCs:100%, CTC clusters: 88.24%, CTC-WBC clusters: 83.33%,
Fig. 5a–d). Then, to further test the accuracy of the refined model on
the objects from xenografts (including xenografts derived from
human breast CTCs: NSG-CDX-BR16, xenografts with established

human breast cancer cells: NSG-LM2), we applied CTC-Tracer on the
270 objects in inductive learning mode and achieved high accuracy
(single CTCs: 94.87%, CTC clusters: 100%, CTC-WBC clusters: 100% for
BR16; single CTCs: 100%, CTC clusters: 98.04%, CTC-WBC clusters:
100% for LM2, Fig. 5e).

Significantly, CTC-Tracer demonstrated superior performance on
CTC-WBC clusters. The expression profile of CTC-WBC clusters is
comprised of the expression profiles of both cell types, and gene
expression in WBC altered the expression of gene signatures that are
differentially expressed among tumor cells from different lesions.
However, our results demonstrated that the accuracy of CTC-Tracer
on the clusters is comparable to that of single CTC and CTC cluster
samples for both the patient (83.33%, which is slightly diminished
compared to single CTCs) and xenografts (99.40%). We hypothesize
that, due to CTC-Tracer’s ability to accurately classify CTCs, it is able to
identify representable hidden gene signatures during its training
process. When the fraction of WBC in the clusters is low, the expres-
sion trend of these gene signatures will not be affected, and conse-
quently, neither will the outcome. To demonstrate our hypothesis, we
measured the accuracy of CTC-Tracer on CTC-WBC clusters with
varying WBC fractions using simulation samples. CTC-Tracer was
found to be highly accurate (>90%) when the CTC fraction in the
pseudo-aggregateswas greater thanor equal to 17% (both transductive
and inductive learning modes) across various hosts (a patient and two
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Fig. 4 | CTC-Tracer shows high accuracy, robustness, and expansibility. a The
accuracy of CTC-Tracer in inductive learning mode on Target dataset 2, which
consists of twoCTCdatasets (MELCTCdataset fromapublished study56, BRCACTC
dataset from 3 published studies9,57,58). b, c Prediction accuracy comparison among
CTC-Tracer and 10 other cell annotation algorithms (scAdapt, SuperCT, Seurat,
singleCellNet, CHETAH, ScMapCell, ScMapCluster, SVM, scArches and Symphony,
detailed in Supplementary Table 10). CTC-Tracer shows significantly higher accu-
racy than the other tools over the entire dataset (b) with various cancer types (c). In
comparison I, CTC-Tracer was carried out in transductive learning mode and the

implementation details of CTC-Tracer and other tools are in Methods.
d, e Prediction accuracy comparison among CTC-Tracer and 10 other cell anno-
tation algorithms. In comparison II, CTC-Tracer was carried out in inductive
learning mode. Other tools were compared in two ways. Twomodels (model 1 and
model 2) of 10 other methods were trained and used to infer the labels of target
samples (the runningdetails of othermethods are inMethods). CTC-Tracer showed
significantly higher accuracy than other tools over the entire dataset (d) with var-
ious cancer types (e). And all analyses involved were repeated five times in parallel
(mean ± SE, n = 5 independent experiments for each algorithm).
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xenografts. More details can be found in Supplementary Note 4,
Supplementary Fig. 11). All of these results indicated that CTC-Tracer is
very accurate and extensible on lesion tracing.

Discussion
Liquid biopsy focusing on CTC analysis provides a noninvasive way to
learn the lesions and the metastatic mechanism. Compared to highly
fragmented cell-free DNA, which is comprised of DNA fragments from
a mixture of tumor and normal tissues, the analysis of CTCs may
remove the mask of other cells in the blood and reveal the specific
features of tumor cells. In addition, purified CTCs contain significantly
more information than cell-free DNA and can be used to analyze
genomic, transcriptomic, proteomic, andmetabolomic profiles27,28. To
date, a growing number of single-cell omics technologies, including
single-cell genome, transcriptome, and proteome sequencing, have
been developed and employed in CTC analysis29. Among them, single-
cell genome and transcriptome sequencing have been broadly applied
in this field. The single-cell genome sequencing of CTCs has been used
to identify driver mutation, evaluate tumor heterogeneity, and trace
the origin of CTCs, thereby enabling precise treatment of metastatic
cancer30–33. However, the genome analysis of CTCs is plagued by high
amplification bias and low coverage, making the identification of
genomic variants challenging34. Moreover, the genomic signatures
associatedwith any particular site ofmetastasis development are quite
limited3.

In contrast, the expression signatures with single-cell resolution
show exceptional ability in cell type annotation, and they appear to be
more likely to provide lesion-specific information from CTCs. The
current bioinformatics tools primarily focus on understanding cell
heterogeneity at the single-cell level35,36 or on identifying the

correlation of the gene expression signature between CTCs and pri-
mary tissues to trace the lesion origin for specific cancers37,38. The tools
for general lesion origin identification based on CTC single-cell tran-
scriptome data, regardless of the cancer type, are lacking.

In this study, we present CTC-Tracer, which is a deep transfer
learning-based algorithm designed for CTC identification (also known
as a background remover), lesion tracing, and gene marker identifi-
cation. CTC-Tracer is a multi-classification process that uses the
accumulated single-cell transcriptome of primary cancer cells as the
source sample and the related lesion type as category labels, then uses
a domain adaptation strategy to correct the domain shift between
primary cells in the source sample and CTCs in the target sample to
achieve lesion annotation for CTCs (Fig. 1). Compared to state-of-the-
art cell annotation/mapping algorithms, CTC-Tracer demonstrates
significantly superior CTC lesion tracing performance. When applied
to a complex dataset with CTCs from a patient and two xenografts,
CTC-Tracer showedhigh accuracy (83.33-100%) in annotating all single
CTCs, CTC-CTC clusters and CTC-WBC clusters and demonstrated its
ability to tolerate some expression noise from background cells
like WBCs.

Many of the existingmethods for tracing the origin of CTCs focus
on understanding their unique biological features, which lack com-
prehensive analysis at the system level. For example, several studies
indicated that the Notch pathway and immunomodulatory, inflam-
matory and mitogenicactivated pathways are signatures of breast
cancer CTCs associated with brain metastasis38, but activated andro-
gen receptor (AR) signaling provides a signature of breast CTCs
associated with bone metastasis37. Using single-cell data from primary
cancers as a reference, CTC-tracer adopts an unsupervised domain
adaptation strategy to identify the origin of CTCs from many, rather
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Fig. 5 | The application of CTC-Tracer on a complex dataset. a Data structure.
Both RNA-seq profiles of single CTCs and CTC clusters from patients and xeno-
grafts are included in this dataset. b Changes of accuracy during the CTC-Tracer
training process. c Changes of loss function values during the CTC-Tracer training
process. d The prediction accuracy of CTC-Tracer on CTC samples from patients.
e The prediction accuracy of CTC-Tracer on CTC samples from xenografts. BR16

and LM2 are samples derived from xenografts with human breast CTCs (NSG-CDX-
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represents the scRNA-seq samples of CTCs, ‘CTC-Clusters’ represents RNA-seq
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white blood cell (WBC) clusters. CTC-Tracer shows high accuracy on all of these
CTC datasets.
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than one or two, specific cancer types. The application of such general
tools to CTCs analysismay help both the biologist and the physician to
better interpret the information within the single-cell transcriptome.

Currently, the analysis of CTCs relies heavily on accurate CTC
capture, which requires significant experimental expertize and may
result in cell loss and fixation issues29. Since CTC-Tracer integrates a
binary classifier to distinguish CTCs from blood cells, CTC-Tracer can
identify the CTCs from complicated samples, such as samples con-
taminated with WBC cells, that can be obtained by a simple technique
such as density gradient enrichment17. This expands the sample types
for CTCs analysis from purified CTCs to a much broader range of
samples, which may further facilitate application of CTCs analysis.

In summary, CTC-Tracer presented excellent efficiency and
accuracy while analyzing scRNA-seq data of various cancer types from
different platforms, thus highlighting its potential for application to a
broad range of CTC data sets. The launch of CTC-tracer opens an
exciting avenue to promote the application of liquid biopsy in both
basic research and clinical applications.

Methods
Design and implementation of CTC-Tracer
CTC-Tracer is designed to trace the original lesion of CTCs, distinguish
CTCs from PBMCs and infer gene markers that may participate in
metastasis. The user can perform the trace in either the inductive
learning or transductive learning mode by providing the gene
expression matrix of CTCs normalized by log2(TPM+ 1) (Transcripts
permillion, TPM) as input. In the transductive learningmode, contrary
to the inductive learning mode where we can use the pre-trained
model directly, wemust train the model in advance before prediction.
In the inductive learningmode, only CTCs fromcancers that have been
pre-trained can be predicted well. We will continue to collect CTC
scRNA-seq datasets from different cancers to retrain and refine the
model. The pre-trained model was obtained in the transductive
learning mode. In the default setting, we provide 25 types of primary
tumors and PBMC datasets as source-domain samples and 4 CTC
datasets fromdifferent cancers (includingHCC, BRCA, PC, andMEL) as
pre-trained target-domain samples (detailed in Supplementary
Table 1). If users encounter a prediction task of CTC from the new
types of cancers out of range of the provided source-domain samples,
the scRNA-seq expression matrix of corresponding primary tumors
should be added to the source-domain samples. Otherwise, the
resulting t-SNE plot will showan individual cluster for each new type of
CTC (Supplementary Fig. 4).

Model training in the transductive learning mode. In the trans-
ductive learning mode, the features of the primary tumor and
CTC datasets serve as features in source and target domains,
respectively. The labels of source-domain samples are provided,
while the labels on the target-domain samples are the learning
targets. The model is then optimized by an Adam optimizer with a
weight decay of 0.0005. The initial learning rate is set to
0.00005. The batch size is set to 64. Then the inverse decay
scheduler is used to reduce the learning rate (lr) gradually. The
detailed reduction principle is as follows:

lr = initial lr � �ð1 + gamma �min ð1:0,ði+ ðn�1Þ � dÞ=N � dÞ��power ð1Þ

where i and n represent the current iteration step in an epoch and
the current number of epochs, respectively, N represents the
total number of epochs for training, d refers to the max iteration
number in an epoch, which is the integer quotient of the total
number of target samples and the number of batch sizes.
Respectively, gamma and power are two preset constants
(gamma: 10, power: 0.75). In general, our model will reach con-
vergence at ~500 epochs in ~15 mins.

The network structure of CTC-Tracer. CTC-Tracer contains two fully
connected neural networks (CNNs), the feature extractor and the
classifier. The feature extractor consists of four fully connected layers
with hidden layers containing 1024 and 512 neurons, respectively. The
hidden layers are connected by Rectified Linear Unit (ReLU) activation
functions39, and random dropouts are applied to avoid overfitting40.
The size of the input layer is determined by the count of genes in the
input matrix, while the size of the output layer refers to the feature
embedding size (200 nodes in default). The classifier contains three
fully connected layers with the input layer connected via a 100-node
hidden layer by the ReLU activation function. The number of output
nodes is equal to the number of categories in the source data (26 used
in this study, 25 different tumors plus one PBMC group).

To overcome domain shift between primary cancer cells and
CTCs, we adopted an unsupervised domain adaptation to achieve
knowledge transfer (see details in the next section). After adaptation,
all CTC samples were assigned with pseudo labels from the categories
of the primary tumors. We then trained the classifier with labeled
primary tumor samples and the pseudo-labeled CTC samples. More
content on Algorithm methodology is described in the next section
(Algorithm methodology).

Algorithm methodology
Our model is based on domain adaptation, a branch of transfer
learning that aims transfer of knowledge from source-domain samples
to different, but similar, target-domain samples. Recently, multiple
domain adaptation methods have been developed41. As a result, sev-
eral excellent ideas have been proposed to solve domain shifts. Our
model is based on a common assumption in recent universal domain
adaptation studies16, that samples from both domains with the corre-
sponding semantic classes will have the closest distance to each other
in the sample space after clustering. Thus, the core ideaof thismodel is
to take the domain-specific clusters that have the minimum distance
from each other as the consensus clusters across domains. Then, we
assign target clusters with the corresponding pseudo labels of mat-
ched source clusters. Finally, we update the neural network para-
meters by optimizing objective functions, i.e., prototypical
regularization and contrastive domain discrepancy. The detailed pro-
cess is described in the following sections.

Clustering of the extracted features. After the process of feature
embedding, the first task is determination of the cluster centers of
both domains. The clustering method used in our domain adaptation
process, called k-means, is a vector quantization approach derived
from signal processing42. Given a collection of n observations (x1, x2,…,
xn), each of which is a D-dimensional vector, k-means clustering
attempts to split the n observations into k (k ≤ n) groups (S = S1, S2,…,
Sk) tominimize the within-cluster distances andmaximize the distance
between any two clusters. The goal is tominimize the pairwise squared
deviations of points (x, y) within the same cluster whilemaximizing the
difference in squared deviations between points in distinct clusters.

argmin
s

Xk
i= 1

1
∣Si∣

X
x,y2Si

∣∣x � y∣∣
2 ð2Þ

Determining the common classes of both domains. During the
process of clustering, the first step is to determine the number of
common semantic-level classes shared by the source and target
domains.

Since the target-domain samples are unlabeled, the key to the first
step lies in the determination of the number of target classes. To solve
this, we apply cycle-consistentmatching (CCM)16 to associate common
clusters from both domains. First, the cycle-consistent clusters are
identified as common classes based on semantic-level consensus
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across cluster centers. Second, we adopt a metric named “domain
consensus score” (see Eq. 6 below) to determine the number of target
clusters in the sample-level consensus. Details of these two steps and
domain consensus score are described in the following sections.

After k-means clustering, the nearest cluster centers in both
domains are searched for each cluster center. When the nearest clus-
ters from different domains act as mutual nearest clusters, the pair of
clusters reaches cluster consensus.

After the CCMprocess, the second step is, for each sample from a
paired cluster that reaches cluster consensus, to search its nearest
cluster center in other domains. If the sample’s nearest center in other
domainmatches those achieved by CCM, these samples are defined as
having reached consensus. The domain consensus score16 is then
determined through the collection of samples that reach consensus.

Calculating the consensus score of matched pairs. Since there are
no labels in the target domain, the next task is to determine the exact
class numbers for target domain samples. We solved this problem by a
metric named the “domain consensus score”, which consists of an
evaluation by two views. For example, given paired clustersfvsi gmi = 1 and
fvti g

n
i= 1 with corresponding centers μs

c (centers from source domain)
and μt

k (centers from target domain) which reached consensus, for
each source-domain sample, the consensus score on the source view is
calculated based on its similarities with all target cluster centers
μt
1, . . . ,μ

t
K

� �
. The source view consensus score of the cluster Ssðc,kÞ is

defined as the proportion of source-domain samples that reaches
consensus.

Sim a,bð Þ= a,b
� �
∣∣a∣∣∣∣b∣∣

ð3Þ

rsi,k =Simðvsi ,μt
kÞ, k 2 f1, . . . ,Kg ð4Þ

Ssðc,kÞ =

Pm
i = 1 1 argmaxk rsi,k

� 	
= k

n o
m

ð5Þ

where 1 argmaxk rsi,k
� 	

= k
n o

means that if the vsi holds the matching

cluster index(k) across domains, i.e., returns 1 when vsi keeps the same
index, and of course, returns zero while showing conflict, andm refers
to the total number of source-domain samples in the source cluster.

Equally, we can obtain the corresponding consensus score (Stc,kð Þ) on

the target view. We then take the mean value (S(c,k)) of the consensus
score of two views as the consensus score of this matched pair, which
is called the domain consensus score:

S c,kð Þ =
Ssc,kð Þ + S

t
c,kð Þ

2
ð6Þ

We calculate domain consensus scores of all the matched pairs
obtained in the CCM process for the next training step.

Ensuring the appropriate number of classes of the target domain.
After the previous processes, the suitable number of classes for target
clustering remains unknown. Therefore, we perform a process named
“k value optimization”. This procedure involves an iteration of the
domain consensus scores calculation by increasing k (k is the number
of clusters to form as well as the number of centroids to generate). In
the cluster center searching process of the k-means algorithm, we
increasekuntil it converges to thepresetmaximumnumberof epochs.
The k is optimized to make the domain consensus scores reach the
maximum value, i.e., the k value with the highest domain consensus
score is chosen as the best one. Eventually, we determine the suitable
number of clusters in the target domain and reveal the categories of

each defined target cluster. The domain shift is corrected by this
process.

After the processes described above, we determined the class
categories and the common classes of both domains. As a result, we
can assign pseudo labels to target-domain samples according to the
result of clustering. In the next step, we optimize the neural network
parameters by presetting objective functions with the pseudo-labeled
target-domain samples.

Optimizing parameters of neural networks. After the process of
clustering, we determine the pseudo labels of target-domain samples.
In the optimization process, we apply three objective functions to
update the parameters of neural networks. The three objectives are (i)
prototypical regularizer, (ii) contrastive domain discrepancy (CDD),
and (iii) the cross-entropy loss function.

Prototypical regularizer. We apply a prototypical regularizer to
target-domain samples to improve the discriminability of target clus-
ters. In detail, let M= μt

1,μ
t
2, . . . ,μ

t
K


 �
denote the prototype bank that

stores all L2-normalized target cluster centers; and during the training
process, M will be updated iteratively. The regularizer can then be
written as:

lreg = �
Xnt

i = 1

XK
k = 1

ŷti,k log p̂ i,kð Þ ð7Þ

where nt represents the total number of target-domain samples, k is
the total number of target cluster centers, ŷti,k is the estimated target
cluster label, and the definition of p̂ i,kð Þ is:

p̂ði,kÞ =
exp

vTi μ
t
k

τ

� 	
PK

k = 1 exp
vTi μ

t
k

τ

� 	 ð8Þ

where vi is the L2-normalized feature vector of the ith target-domain
sample (T refers to Transpose operation), and τ is a temperature
parameter that affects the density of distribution, adjusted to 0.1 by
trial and error.

Contrastive domain discrepancy. Since every target-domain sample
is assigned to corresponding common clusters, in order to reduce
intra-class differences and widen the inter-class gap, we adopt con-
trastive domain discrepancy (CDD) to promote class-aware alignment
over identified common samples. As a result, the model performs
more accurate clustering. The formulation of CDD is as follows:

Given an input xi, we define the output of the l-th layer as ϕl (xi),
with the model parameterized by ϕ. Maximum Mean Discrepancy
(MMD)43,44 formalizes the difference between two distributions with
mean embeddings in the reproducing kernel Hilbert space (RKHS):

DH P,Qð Þ≜ sup
f ∼H

Exs f X s� �
 �� Ext f X t� �
 �� �
H ð9Þ

where H is a unit ball in RKHS. The squared value of MMD is then
computed using the empirical kernel mean embeddings for a layer l:

D̂
mmd
l =

1
n2
s

Xns

i= 1

Xns

j = 1

klðϕlðxs
i Þ,ϕlðxs

j ÞÞ+
1
n2
t

Xnt

i= 1

Xnt

j = 1

klðϕlðxt
i Þ,ϕlðxtj ÞÞ

� 2
nsnt

Xns

i= 1

Xnt

j = 1

klðϕlðxs
i Þ,ϕlðxt

j ÞÞ
ð10Þ

wherexs∈S′⊂S, xt∈T′⊂T,ns= |S′|,nt= |T′|. The S′ andT′ are themini-batch
source and target data randomly sampled from source (S) and target
dataset (T). kl signifies the kernel used for the deep neural network’s l-
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th layer. CDD is based on MMD and takes both intra- and inter-class
discrepancy into account.

Specifically, as for two classes c1, c2 that could be the same or
different, supposing

ρcc0 y,y0ð Þ= 1 if y = c,y0 = c0

0 otherwise

�
ð11Þ

and the kernel mean embedding estimation for squared DH(P,Q) is

D̂
c1c2 ŷt1,ŷ

t
2, � � � ,ŷtnt

,ϕ
� 	

= e1 + e2 � 2e3 ð12Þ

where e1, e2 and e3 are defined as:

e1 =
Xns

i = 1

Xns

j = 1

ρc1c1
ðysi ,ysj Þkðϕðxs

i Þ,ϕðxs
j ÞÞPns

i= 1

Pns
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ðysi ,ysj Þ
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Xnt

i = 1

Xnt
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ρc2c2
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i = 1

Pnt
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e3 =
Xns

i = 1

Xnt

j = 1

ρc1c2
ðysi ,ŷ

t
j Þkðϕðxsi Þ,ϕðxt

j ÞÞPns
i = 1

Pnt
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ðysi ,ŷ
t
j Þ
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Through the above definition, the CDD is formulated as:

lcdd =
1

∣Cs∣

X∣Cs ∣

c= 1

D̂
ccðŷt1:nt

,ϕÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

intra

� 1
∣Cs∣ð∣Cs ∣� 1Þ
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D̂
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,ϕÞ
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inter

ð16Þ

Cross-entropy loss function. The cross-entropy loss function is used
to optimize the classification performance of source domain samples.
The definition of cross-entropy is shown in Eq. 17, where ns is the
number of source-domain samples, Cs denotes the total number of
cluster centers for source-domain samples, ŷsi,c is the corresponding
source label, and σ is the softmax function.

lce = �
Xns

i = 1

X∣Cs ∣

c= 1

ŷsi,c logðσðgϕðf ϕðxsi ÞÞÞ ð17Þ

Combining i), ii) and iii), the overall objective function is defined as:

l = lce + λlcdd + γlreg ð18Þ

γ = e�ω× i+ n�1ð Þ�d
N�d ð19Þ

where lce represents the cross-entropy loss on source-domain samples
in Eq. 17, lcdd is the domain alignment loss on both domain samples in
Eq. 16, and lreg corresponds to the regularizer in Eq. 7. Empirically, λ
and ω are set to 0.1 and 3.0 respectively. Then, i and n represent the
current iteration step in an epoch and the current number of epochs,N
represents the total number of epochs. Similarly, d is themax iteration
number in an epoch.

Inference process. Finally, in the inference process, each target-
domain sample is assigned a class label from the prototype bank
M= μt

1,μ
t
2, . . . ,μ

t
K


 �
, which are the closest prototypes. In this process, no

clustering is performed. As a result, the discrepancy between common
and private samples is enlarged.

Generally speaking, our model will execute the processes above
iteratively before reaching convergence or meeting expectations.
Finally, as a result of iterative training, the model can precisely assign
the exact labels to target-domain samples and construct a common
representation space for the source and target domains.

Data pre-processing
A scRNA-seq expression matrix consisting of 50318 cells from 25 pri-
mary tumors, a PBMC dataset collected from CancerSEA and several
publicly accessible databases (detailed inData availability), andused as
source-domain data. After removing CTCs, the source-domain data
matrix consisted of 44572 primary tumor cells and 5746 PBMCs.
Meanwhile an scRNA-seq expression matrix with 372 CTCs (including
113 HCC (CNP0000095), 167 BRCA (GSE109761), 77 PC (GSE67980), 15
MEL (GSE157745) from4 published studies was collected as target data
(Target dataset 1). An scRNA-seq expressionmatrix with 451 CTCs (445
BRCA (GSE51827,GSE75367), PRJNA471754, 6 MEL(GSE38495) from 4
published studies was treated as test data (Target dataset 2). An RNA-
seq expression matrix consisted of expression profiles from 13 single
CTCs, 17 CTC clusters, and 6CTC-WBC clusters of a BRCApatient from
a recently published work that was treated as re-training data. And the
RNA-seq profiles of 104 single CTCs, 107 CTC clusters, and 59 CTC-
WBC clusters of two xenografts from the same study were treated as
test data. The blood cell atlas datamatrix consisted of 7643 blood cells
was collected from GSE149938. The detailed information on these
datasets can be found in Supplementary Table 1. All of these datasets
were normalized by log2(TPM+1), where TPM was defined as tran-
scripts per million.

TheCTCdatasets in target and test datawere filtered according to
the original articles, and we accepted the conclusions of the articles as
the ground truth for CTCs. For scRNA-seq from 3'end or 5'end
counting protocols, paired-end sequence data were first processed by
filtering out reads having minimum barcode quality scores below 10.
Second, the readswere trimmed to remove any noise from the adapter
sequence or ployA tails, and the clean data were aligned to the human
(GRCh38) reference genome assemblywith STAR v2.7.3a (github.com/
alexdobin/STAR) with default settings. To quantify the gene expres-
sion, uniquely mapped reads were used to generate an expression
profile for downstreamanalysis. The above data processing steps were
referred to as Drop-seq45 pipeline v2.3.0 (github.com/broadinstitute/
Drop-seq).

Pretrained model used for inductive learning
Themodel used to evaluate inductive learning was obtained via a CTC-
Tracer (transductive learningmode) with the 372 CTCs (Target dataset
1, detailed in Supplementary Table 1) serving as the target samples.
Since the data in Target dataset 1, are derived from independent stu-
dies with the data in Target dataset 2 (detailed in Supplementary
Table 1), which were used as the test samples in the inductive learning
mode, it is possible that the technological batch effect among these
samples will cause the features of these samples to belong to different
domain distributions. According to the basic assumption of domain
adaptation12 (i.e., target samples are from the same distribution), the
previous training process for tranductive learning tasks was suscep-
tible to the overfitting phenomenon (i.e., overfit the target samples
used in the tranductive learning procedures); therefore we accelerate
the decay of learning rate (set “power” to 10) to obtain a more general
model for the inductive learning task.

Data dimension reduction and visualization
Theoriginal inputmatrix and the output from themodel’s penultimate
layer after transfer learning are used to display the distribution of cells
before and after transfer learning, respectively. The t-distributed sto-
chastic neighbor embedding (t-SNE) and uniform manifold approx-
imation and projection (UMAP) analyses were used to embed the cells
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into two-dimensional spaces. Then, to quantitatively evaluate the cell
distance among source-domain and target-domain data before and
after transfer learning, MMD is used based on the t-SNE embedding
results.

Computational benchmarking
To evaluate the accuracy of CTC-Tracer, we compared it with 10 other
cell annotation tools, including SuperCT46, scmap47 (including
ScMapCell and ScMapCluster), SVM, Seurat48, SingleCellNet49,
ScAdapt50, CHETAH51, scArches52 and Symphony53 on our task.We used
the hyperparameters recommended by these tools and ran the pro-
grams under the corresponding tutorials.We chose the accuracy score
as the final prediction metric, which is described as the proportion of
correctly predicted samples. Two comparisons (comparison I and II)
were conducted to evaluate the performance of CTC-Tracer in the
transductive and inductive learning modes. Except for SVM and
superCT, all other algorithms in comparison I were performed in
transductive learningmode using labeled source-domain samples and
unlabeled target-domain samples as input and inferring the category
labels of the target-domain samples during the training procedure. In
comparison II, CTC-Tracer was executed using inductive learning with
labeled source-domain samples and unlabeled target-domain samples
as input, and the obtained pre-trainedmodel was then used to predict
the category labels of the target samples. To evaluate the accuracy of
other methods, we initially trained the models (model 1) of ten other
methods using the same input (the labels of CTCs were provided in
training samples for these methods) as CTC-Tracer. Then, in order to
avoid noisy information from primary tumor cells, we trained models
(model 2) of these 10 methods using CTCs as training data alone. The
analysis of SVM, superCT, and ScAdapt were conducted in inductive
learning mode since they can be used in inductive learning mode,
whereasmodels of othermethodswere trained in their inflexible, built-
in transductive learning mode.

Marker identification
After filtering and annotating CTCs, CTC-Tracer incorporates amarker
identification process as an auxiliary function. CTC-Tracer utilizes raw
gene expression matrices as input and integrates the ‘rank genes
groups’ function of scanpy54 (a python package) to identify differen-
tially expressed genes (also known as markers) among different cate-
gories. Cells are assigned to different categories according to users. In
this study, cells were separated into two categories: CTCs and primary
cancer cells. Genes with resulting p-value < 0.05 and logFC> 4 were
considered for further analysis. CTC-Tracer also integrates the R
package ‘clusterProfiler’55 to performGeneOntology analysis based on
the top 30 markers (parameter settings: ‘pvalueCutoff = 0.05, pAd-
justMethod = “BH”, minGSSize = 10, maxGSSize = 200,
qvalueCutoff = 0.2’).

Experimental validation
Construction of the plasmid. The cDNA sequence of NKIAN4
(NM_021426.4) was synthesized by GenScript and cloned to pLenti-
EF1a-PGK construct. The primers used to generate plasmids and the
PCR program are provided in Supplementary Table 12, 13.

Cell lines, cell culture, and transfection. The 293 T cells were cul-
tured inDulbecco’smodifiedEagle’smedium (DMEM) (Gibco)medium
supplemented with 10% FBS (Gibco), 1% Penicillin-Streptomycin Solu-
tion (Thermo fisher). The KYSE150 cells were cultured in RPMI
1640 medium (Gibco) supplemented with 10% FBS, 1% Penicillin-
StreptomycinSolution. The cellsweremaintained in a 37 °Chumidified
incubator supplied with 5% CO2. Lentiviral NKAIN4 constructs and
were virus packing constructs were transfected into 293 T cells using
Lipofectamine 2000 (Thermo Fisher Scientific). Virus supernatant was
collected 48 h after transfection. The KYSE150 cells were infected with

viral supernatant in the presence of 10μg/ml polybrene (Genomedi-
tech) and were then selected in growth media containing 2μg/ml
puromycin (Beyotime). Reagents are listed in Supplementary Table 14.

Wound healing assay. Once the cells reached confluent within a
monolayer, a single scratchwasmadeusing a sterile 200μL pipette tip.
Images were obtained at 0 h and 12 h. The width of the scratch was
determined using the Image J software.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The datasets used in the present study are all publicly available. The
primary data used in this study are available in the CancerSEA’s
expression profile (http://biocc.hrbmu.edu.cn/CancerSEA/
goDownload). The additional primary data of PC used in this study
are available in the GEO database with accession code GSM4773521,
and the additional primary data of PBMC used in this study are avail-
able in the GEO database with accession code GSE192708. The blood
cell data used in this study are available in the GEO database with
accession code GSE149938.

The CTC data of HCC used in the Target dataset 1 are available in
the China National GeneBank database with accession code
CNP0000095; the BRCA data used in the Target dataset 1 are available
in the GEO database with accession code GSE109761. The CTC data of
PC used in the Target dataset 1 are available in the GEO database with
accession code GSE67980. The CTC data of MEL used in the Target
dataset 1 are available in the GEO database with accession code
GSE157745. The CTC data of BRCA used in the Target dataset 2 are
available in the GEO and bioproject database with accession code
GSE51827, GSE75367, PRJNA471754. The CTC data of MEL used in the
Target dataset 2 are available in the GEO databasewith accession code
GSE38495. The expression profiles of single CTCs, CTC clusters, and
CTC-WBC clusters from several BRCA patients and xenografts used in
this study are available in the GEO database with accession code
GSE180097. All processed datasets used in this study are available at
https://github.com/AsaHIXx/CTCT. The human reference genome
(GRCh38) used in this study can be download from https://asia.
ensembl.org/index.html.

Code availability
The code is available under the MIT license at https://github.com/
AsaHIXx/CTCT.
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