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Quantum metrology with imperfect
measurements

Yink Loong Len 1,5 , Tuvia Gefen 2 , Alex Retzker 3,4 &
Jan Kołodyński 1

The impact of measurement imperfections on quantum metrology protocols
has not been approached in a systematic manner so far. In this work, we tackle
this issue by generalising firstly the notion of quantum Fisher information to
account for noisy detection, and propose tractable methods allowing for its
approximate evaluation. We then show that in canonical scenarios involving N
probes with local measurements undergoing readout noise, the optimal sen-
sitivity depends crucially on the control operations allowed to counterbalance
the measurement imperfections—with global control operations, the ideal
sensitivity (e.g., the Heisenberg scaling) can always be recovered in the
asymptotic N limit, while with local control operations the quantum-
enhancement of sensitivity is constrained to a constant factor. We illustrate
our findings with an example of NV-centre magnetometry, as well as schemes
involving spin-1/2 probes with bit-flip errors affecting their two-outcome
measurements, for which we find the input states and control unitary opera-
tions sufficient to attain the ultimate asymptotic precision.

One of the most promising quantum-enhanced technologies are the
quantum sensors1 that by utilising quantum features of platforms such
as solid-state spin systems2,3, atomic ensembles4, and interferometers5,
or even gravitational-wave detectors6 are capable of operating at
unprecedented sensitivities. They all rely on the architecture in which
the parameter to be sensed (e.g., a magnetic or gravitational field)
perturbs a well-isolated quantum system, which after being measured
allows to precisely infer the perturbation and, hence, estimate well the
parameter from the measurement data. In case the sensor consists of
multiple probes (atoms, photons) their inter-entanglement opens
doors to beating classical limits imposed on the estimation error7—a
fact that ignited a series of breakthrough experiments8–13, being
responsible also for the quantum-enhancement in gravitational-wave
detection6.

These demonstrations are built upon various seminal theoretical
works, in particular Refs. 14–16 that adopted parameter-inference
problems to the quantum setting, and generalised the Fisher

information (FI)17 to quantum systems. This general formalism pro-
vides tools to identify optimal probe states andmeasurements for any
given quantum metrology task18. Interestingly it was shown that in
many multi-probe scenarios, even those that involve entangled
probes, optimal readout schemes turn out to be local—each of the
probes can in principle be measured independently18.

In practice, however, engineering a measurement of a quantum
system is a challenge per se—it relies on a scheme in which a meter
component, typically light, interacts with the quantum sensor before
being subsequently detected19,20. This allows the state of the probes to
be separately controlled, at the price of themeter component carrying
intrinsic noise that cannot be completely eradicated. As a result, the
implemented measurement becomes imperfect with the measured
data being noisy due to, e.g., finite resolution of the readout signal.
Such an issue naturally arises across different sensing platforms: in
nitrogen-vacancy (NV) centres in diamond21–23, superconducting-based
quantum information processors24–27, trapped ions28–31, and
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interferometers involving photodetection32,33. Although for special
detection-noise models (e.g., Gaussian blurring) the impact on quan-
tummetrological performance and its compensation via the so-called
interaction-based readout schemes has been studied34–37 and
demonstrated38, a general analysis has been missing thus far.

Crucially, such a detection noise affecting the measurement
cannot be generally put on the same grounds as the “standard”
decoherence disturbing the (quantum) dynamics of the sensor before
being measured39. In the latter case, the impact on quantum metro-
logical performance has been thoroughly investigated40–42 and,
moreover, shown under special conditions to be fully compensable by
implementingmethods of quantum error correction43–47. This contrasts
the setting of readout noise that affects the classical output (out-
comes) of a measurement, whose impact cannot be inverted by
employing, e.g., the methods of error mitigation48,49 designed to
recover statistical properties of the ideal readout data at the price of
overhead, which cannot be simply ignored in the context of parameter
estimation by increasing the sample size.

In our work, we formalize the problem of imperfect measure-
ments in quantum metrology by firstly generalising the concept of
quantum Fisher information (QFI)16 to the case of noisy readout. For
pure probe-states, we explicitly relate the form of the resulting
imperfect QFI to the perfect QFI, i.e., to the one applicable in presence
of ideal detection. However, as we find the imperfect QFI not always to
be directly computable, we discuss two general methods allowing one
to tightly bound its value, as illustrated by a specific example of pre-
cisionmagnetometry performedwith help of aNV centre50,51, for which
the measurement imperfection is naturally inbuilt in the readout
procedure52,53. Using the conjugate-map decomposition formalism, we
also study when the measurement imperfections can be effectively
interpreted as an extra source of “standard” decoherence, in order to
show that this may occur only under very strict conditions.

Secondly, we focus on the canonicalmetrology schemes involving
multiple probes18, in order investigate how do the measurement
imperfections affect then the attainable sensitivity as a function of the
probe number N, which in the ideal setting may scale at best quad-
ratically with N—following the so-called ultimate Heisenberg scaling
(HS)7. Considering general local measurements undergoing detection
noise, we demonstrate that the achievable precision strongly depends
on the type, i.e., global vs local, of control operations one is allowed to
apply on the probes before the readout is performed.

In the former case, we prove a go-theorem which states that there
always exists a global control unitary such that for pure states the
imperfect QFI converges to the perfect QFI with N, and the detection
noise can then be effectively ignored in the N→∞ limit. We provide a
recipe how to construct the required global unitary operation, and
conjecture the general form of the optimal unitary fromour numerical
evidence. On the contrary, when restricted to local control unitaries,
we resort to the concept of quantum-classical channels54 that describe
then not only the evolution of each probe, but also the noisy mea-
surement each probe is eventually subject to. For this complementary
scenario, we establish a no-go theorem which states that whenever
measurements exhibit any non-trivial local detection noise, attaining
the HS becomes “elusive”42—the maximal quantum-enhancement
becomes restricted to a constant factor with the estimation error
asymptotically following at best a classical behaviour (∝1/N), which we
refer to as the standard scaling (SS).

In order to illustrate the applicability of both theorems, we con-
sider the phase-estimation example involvingN spin-1/2 probes, whose
binary measurements undergo bit-flip errors. On one hand, we expli-
citly construct the global unitary control operation, thanks to which
the sensitivity quickly attains the HSwithN, using for example theGHZ
state55. On the other, when only local control operations are allowed,
we evaluate the asymptotic SS-like bound on precision analytically,
and prove its saturability with N→∞ by considering the probes to be
prepared in a spin-squeezed state56,57 and measuring effectively the
mean value of their total angular momentum by adequately inter-
preting the noisy readout data. Furthermore, we apply the above
analysis in Methods to the setting of optical interferometry involving
N-photon states and imperfect detection, which suffers from both
photonic losses and dark counts.

Results
Metrology with imperfect measurements
Let us consider a quantummetrology scenario depicted in Fig. 1(a), in
which a d-dimensional qudit probe is prepared in a quantum state ρ,
before it undergoes the dynamics encoding the parameter of interestθ
that is represented by a unitary channel Uθ ∼ fUθg. Note that, here we
focus on unitary encodings for clarity, but we formulate the theorems
and lemmas in their most general form, often applicable beyond
the unitary setting. The probe state thus transforms onto

ρðθÞ=Uθ½ρ�=UθρU
y
θ, and is subsequently rotated by a control unitary

Fig. 1 | Imperfect measurements in quantum metrology. a Scheme of quantum
metrology with an imperfect measurement. A quantum state ρ is fed into a unitary
channelUθ which encodes theparameter of interest, θ. Theprobe is then rotatedby
a unitary V~ϕ, so that a given projective measurement {Πi} can be performed in the

preferred basis. The measurement M is, however, imperfect, i.e.,: different {i}
outcomes are ‘inaccessible’ being mapped onto another set of ‘observable’ out-
comes {x}, as specified by the noisy detection channel (stochastic map) P ∼fpðx∣iÞg.
b Phase sensing with the nitrogen-vacancy (NV) centre used as a spin probe. The
spin of the NV is initialised in an equal superposition between thems =0, 1 (i = 1, 2)
energy-level states and evolves in presence of an external magnetic field, which

induces a relative phase proportional to its strength. Microwave pulse is then
applied to transform the relative phase into the populationdifferenceof the energy
levels, which is then readout optically. The measurement procedure is inherently
imperfect: the two populations indicating either i = 1_ 2 each yield a (photon-
number) signal that is stochastic and distributed according to a Poissonian profile,
whose overlap renders the observed outcome x ambiguous. c Binary binning
strategy or the threshold method: Infinite outcomes from Poissonian imperfec-
tions are categorised into two “bins” containing x≤x* and x > x*, respectively. As a
result, the effective post-processing map P simplifies to an asymmetric bit-flip
channel of the (projective) measurement outcomes summarised in the inset.
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transformation V~ϕ ∼ fV~ϕg specified by the vector of parameters ~ϕ. It is

then subjected to a fixed projective (von Neumann) measurement

formally represented by a set of projection operators fΠigdi= 1, i.e.,
ΠiΠj = δi,jΠi and

Pd
i = 1 Πi =1d . As a consequence, any projective mea-

surement with d outcomes can be implemented, where

the purpose of the unitary operation V~ϕ is to select a particular mea-

surement basis. In an ideal setting, every outcome i can be directly
observed with its probability being given by the Born’s rule
pθ,~ϕðiÞ=TrfρðθÞΠi,~ϕg. Repeating the procedure over many rounds, an

estimate ~θ can then be constructed based on all the collected data,
which most accurately reproduces the true parameter value θ.

In particular, it is then natural to seek ~θ that minimises the mean
squared error (MSE), Δ2~θ, while also minimising it over different mea-
surement bases and initial states of the probe. For unbiased estima-
tors, considering ν repetitions, the MSE is generally lower limited by
the quantum Cramér-Rao bound (QCRB)16,17:

νΔ2~θ≥
1
F ≥

1
�F , ð1Þ

where F is the quantum Fisher information (QFI) that corresponds to
the maximal (classical) Fisher information (FI), F, defined for a given
distribution pθ,~ϕ and its derivative w.r.t. the estimated parameter,
f _pθ,~ϕðiÞ � ∂θpθ,~ϕðiÞg, i.e.,16,17:

ð2Þ

that is optimised over all possible measurement bases ~ϕ. �F in Eq. (1) is
the channel QFIwhich includes a further optimisation over all possible
input probe states ρ, i.e.,

For perfect projective measurements this theory is well estab-
lished—close analytical expressions for the QFI and the channel QFI
exist. The QFI for any ρ(θ) reads16:

F ½ρðθÞ�=TrfρðθÞL2g, ð3Þ

where L is the symmetric-logarithmic derivative operator defined
implicitly as ∂θρðθÞ= 1

2 ðLρðθÞ+ ρðθÞLÞ, whose eigenbasis provides then
the optimalmeasurement basis~ϕ that yields the QFI. Moreover, as the
QFI is convex over quantum states58, its maximum is always achieved
by pure input states ψ= jψihψj. Hence, for the unitary encoding
ψðθÞ=Uθ½ψ� the channel QFI in Eq. (1) just reads59:

�F ½Uθ�= λmaxðhθÞ � λminðhθÞ
� �2, ð4Þ

where hθ = � ið∂θUθÞUy
θ, λmaxðhθÞ and λminðhθÞ are the maximum and

minimum eigenvalues of hθ, respectively, and �F is attained by ψ(θ)
being an equal superposition of the corresponding two
eigenvectors18,59.

In practical settings, however, perfect measurements are often
beyond reach. Instead, one must deal with an imperfect measurement
M that is formally described by a positive operator-valued measure
(POVM)—a set consisting of ∣X∣ positive operators M∼fMxgx that
satisfy

P
xMx =1d and are now no longer projective. In Fig. 1(a) we

present an important scenario common to many quantum-sensing
platforms—e.g., NV-centre-based sensing depicted in Fig. 1(b). In par-
ticular, it includes a noisy detection channel P which distorts the ideal
projective measurement fΠi,~ϕgdi= 1, so that its d outcomes become
‘inaccessible’, as they get randomised by some stochastic post-
processing map P ∼fpðx∣iÞg into another set X∼{x} of ∣X∣ outcomes.
The noise of the detection channel is then specified by the transition
probability p(x∣i), which describes the probability of observing an

outcome x, given that the projective measurement i was actually per-
formed. In such a scenario any ‘observable’ outcome x occurs with
probability qθ,~ϕðxÞ=

Pd
i = 1 pðx∣iÞpθ,~ϕðiÞ=TrfρðθÞMx,~ϕg, where the cor-

responding imperfect measurement is then described
by Mx,~ϕ =

Pd
i = 1 pðx∣iÞΠi,~ϕ.

In presence of measurement imperfections, the QCRB (1) must be
modified, so that it now contains instead the imperfect QFI and the
imperfect channel QFI, which are then respectively defined as:

ð5Þ

Once the assumption of perfect measurements is lifted, very little is
known. In particular, although �F ðimÞ can still be attained with some
pure encoded state ψ(θ) by the convexity argument, there are no
established general expression for F ðimÞ and �F ðimÞ, as in Eqs. (3)
and (4).

Firstly, we establish a formal relation between F ðimÞ and F for all
quantum metrology protocols involving pure states with arbitrary θ-
encoding and imperfect measurements, which can be summarised as
follows:

Lemma 1. (Quantum Fisher information with imperfect measure-
ments). For any given pure encoded probe state, ψ θð Þ, and imperfect
measurement, M, the imperfect QFI reads

F ðimÞ = γM F ½ψðθÞ�, ð6Þ

where

γM = max
ξj i, ξ?j i

X
x

Re ξ?
� ��Mx ξ

�� �� �2
ξ
� ��Mx ξ

�� � ð7Þ

is a constant 0≤ γM ≤ 1 depending solely on the imperfect measure-
ment, with the maximisation being performed over all pairs of ortho-
gonal pure states jξi and jξ?i.

We leave the explicit proof of Lemma 1 to the Supplementary
Note A, but let us note that when assuming a unitary encoding,
ψ θð Þ=Uθ½ψ� and maximising Eq. (6) over all pure input states, ψ, it
immediately follows that:

�F ðimÞ = γM �F ½Uθ�: ð8Þ

The constant γM specified in Eq. (7) has an intuitive meaning: it
quantifies howwell a particular known imperfectmeasurementM can
distinguish at best a pair of orthogonal states. In fact, we prove
explicitly in the Supplementary Note B that if there exist two ortho-
gonal states that can be distinguished perfectly using M, then γM = 1
and F ðimÞ =F .

Unfortunately, γM need not be easily computable, even numeri-
cally—consider, for instance, noisy detection channels P (e.g., the NV-
centre example of Fig. 1 discussed below) that yield imperfect mea-
surements with infinitely many outcomes X and, hence, the sum in Eq.
(7) not even tractable. For this, we introduce in Methods two techni-
ques that allow us to approximate well both F ðimÞ and �F ðimÞ in Eqs. (6)
and (8), respectively, by considering tight lower bounds on the cor-
responding FIs. Note that Lemma 1 applies to any quantummetrology
scheme involving pure states and imperfect measurements. Hence, it
holds also when sensing, e.g., ‘critical’ parameters at phase transitions
with noisy detection60.

Example: Phase sensing with an NV centre
Theutilisation of NV centres asquantum spin probes allows for precise
magnetic-field sensing with unprecedented resolution1. For detailed
account on sensors based on NV centres we refer the reader to
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Refs. 3, 61, 62; here, we focus on the very essence and briefly outline
the canonical NV-centre-based sensing protocol based on a Ramsey-
type sequence of pulses, schematically depicted in Fig. 1(b), and as
described in the Methods section.

In short, the sensing of a magnetic fieldwith anNV centre fits into
the general formalism introduced above, whereby now the encoding
channel is Uθ ∼fUθ = e

ihθg, h = σz=2 = ð∣0i 0h j � 1j i 1h jÞ=2, with Π1 = ∣0i 0h ∣
and Π2 = ∣1i 1h ∣, which can be rotated into another measurement basis
by a Ramsey pulse. These projective measurements are, however, not
ideally implemented, as the fluoresence readout technique is inher-
ently noisy. The final ‘observed’ outcomes are the number of collected
photons X = {0, 1, 2,...}, distributed according to the two Poissonian
distributions pðx∣1Þ= e�λ∣0i ðλ∣0iÞx=x! and pðx∣2Þ= e�λ∣1i ðλ∣1iÞx=x, whose
means, λ∣0i and λ∣1i, differ depending onwhich energy state theNV spin
was previously projected onto by Π1,~ϕ or Π2,~ϕ.

In order todetermine �F ðimÞ in this case, wefirst note that only pure
input states and projective measurements, whose elements lie in the
equatorial plane in the Bloch-ball representation need to be con-
sidered (see Supplementary Note C for the proof). Hence, after fixing

the measurement to Π1ð2Þ,~ϕ = ∣± i ±h ∣,∣± i= ð∣0i± ∣1iÞ=
ffiffiffi
2

p
, the max-

imisation in Eq. (2) simplifies tooptimisingover a single parameterϕof

the input state ∣ψ
�
= ð∣0i+ ie�iϕ∣1iÞ=

ffiffiffi
2

p
, so that �F ðimÞ = max

φ
F with

F =
X
x

1
2 pðx∣1Þ � pðx∣2Þð Þ2cos2φ

pðx∣1Þ+pðx∣2Þ+ pðx∣1Þ � pðx∣2Þð Þ sinφ
, ð9Þ

and φ≔ θ +ϕ. As neither F nor �F ðimÞ can be evaluated analytically due
to the infinite summation in Eq. (9), their values may only be
approximated numerically by considering a sufficient cut-off—as done
in Fig. 2 (see the solid and dashed black lines).

A systematic and practically motivated approach allowing to
lower-bound well F and �F ðimÞ corresponds to grouping the infinite
outcomes X into a finite number of categories: “bins”. Although com-
plex “binning” strategies are possible (see Methods), the crudest one
considers just two bins (2-bin)—an approach known as the “threshold
method” in the context of NV-readout52,53. The binary outcome X 0 is
then formed by interpreting all the photon-counts from x = 0 up to a
certain x* as x0 = 1, while the rest as x0 = 2. This results in an effective
asymmetric bit-flip channel63,P, mapping the ideal outcomes I onto X 0,

which we depict in Fig. 1(c) for the case of photon-
counts following Poissonian distributions, upon defining p≔

and , as well as
η≔ p+ q� 1 and δ≔ p� q.

As a result, we can analytically compute for the 2-bin strategy both
the corresponding imperfect QFI and the imperfect channel QFI as,
respectively:

F *
2�bin =

η2cos2φ

1� ðδ +η sinφÞ2
, ð10Þ

�F
*
2�bin = max

φ
F *
2�bin =ηðη+ δ sinφoptÞ

= 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� qð Þ

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q 1� pð Þ

p
 �2
,

ð11Þ

where the optimal angle parametrising the input state reads ϕopt =
φopt− θ, with φopt = sin

�1ðΘÞ and

Θ=
1� δ2 � η2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� δ2 � η2Þ2 � 4δ2η2

q
2δη

: ð12Þ

In Fig. 2 we plot F2-bin that corresponds to F *
2�bin being further

maximisedover the binning boundary x*—it allows us to verify thatϕopt

provides indeed a very good approximation of the optimal input state.
We close the analysis of imperfect measurements in the single-

probe scenario by briefly discussing another general method to

approximate F and �F ðimÞ. It relies on a construction (see Methods for
the full methodology) of a convergent hierarchy of lower bounds on
the FI, F(k)≤F, which are obtained by considering subsequent 2k
moments of the probability distribution qθ,~ϕ describing the set of

‘observed’ outcomes X, even if infinite64. In Fig. 2, we present F(1) based
on only first two moments of qθ,~ϕ, which, however, contain most

information about the estimated phase θ, so that the method also
predicts the optimal input state very well.

Relations to quantum metrology with noisy encoding
Any imperfect measurement M admits a conjugate-map decomposi-
tion, M=Λy½Π�, i.e., all its elements can be expressed as Mx =Λ†[Πx],
where Π∼fΠxg∣X ∣x = 1 form a projective measurement in H∣X ∣ and Λ :

BðHdÞ ! BðH∣X ∣Þ is a quantumchannel thatmay always be constructed
(see SupplementaryNoteD, and Supplementary Figure 1), whereBðH‘Þ
denotes the set of bounded linear operators on theHilbert spaceH‘ of
dimension ℓ. Hence, given the channel Λ, for any two operators
A 2 BðHdÞ, B 2 BðH∣X ∣Þ, Λ† is defined by TrfΛy½B�Ag � TrfBΛ½A�g. This
implies that any imperfectmeasurementM can always be represented
by the action of a fictitious channelΛ, followed by a projective (“ideal”)
measurement {Πx} that acts in the space of the ‘observed’ outcomes—
compare Fig. 3 with Fig. 1(a).

However, the channel Λ acts after both the (here, arbitrary)
parameter encoding Eθ and the optimal unitary control denoted by
Vopt in Fig. 3, of which the latter generally depends on a particular
form of all: the input state ρ, the encoding Eθ, and the imperfect
measurementM. Only in the very special case when one can find Λ
such that it commutes with Vopt—case (i) in Fig. 3—the problem can
be interpreted as an instance of the “standard” noisy metrology
scenario39. It is so, as the corresponding imperfect QFI must
then obey F ðimÞ ≤F ½Λ � Eθ½ρ��, which upon maximisation over input
states implies also �F ðimÞ ≤ �F ½Λ � Eθ� for the imperfect channel QFI.
The latter inequality may be independently assured if the optimal
control Vopt commutes with the parameter encoding Eθ instead—
case (ii) in Fig. 3—as this allows Vopt to be incorporated into the
maximisation over ρ.

Fig. 2 | Computing FI for sensing phase θ with measurements experiencing
Poissoniannoise.The FIs are presented as a function of the relativemeasurement-
basis angle, φ = θ +ϕ, whose changes are equivalent to varying the input-state
angle, ϕ, and/or the estimated phase, θ (we set λ∣1i=λ∣0i =0:65 and λ∣0i = 27

76). The
exactF (solid black) is numerically approximatedby summingover x≤100 in Eq. (9),
while F2-bin (solid orange) accounts for the binning method in Eq. (11) with the
choice of the binning boundary x* further optimised over. We also plot F(1) (dashed
grey), the FI approximated with using just the first two moments of the observed
probability distribution. The vertical dotted lines indicate the (optimal)φ at each of
the respective quantities ismaximised.Note thatwhen themeasurement is perfect,
�F ½Uθ� is unity, and is for all choices of the angle φ (not shown). The horizontal
dotted lines depict the (numerically approximated) values of Eq. (8), �F ðimÞ = γM, for
respective cases of the exact F and its two-binned version.
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Although we demonstrate that both above bounds can be com-
puted via a semi-definite programme via a ‘seesaw’ method (see Sup-
plementary Note D and Supplementary Figure 4), which may also
incorporate optimisationover all valid conjugate-mapdecompositions
ofM, their applicability is very limited. In particular, their validity can
only be a priori verified if the problem exhibits some symmetry—theG-
covariance that we discuss in Methods—that must ensure the com-
mutativity (i) or (ii) of the optimal control Vopt in Fig. 3, without
knowing its actual form.

Even in the simplequbit casewith unitary encoding,Uθ = e
iσz2 θ, and

the binary outcome of a projective measurement being randomly
flipped—equivalent to the NV-motivated scenario with 2-binning that
yields the imperfect channel QFI (11)—Λmust be phase-covariant65 for

F ðimÞ ≤F ½Λ � Uθ½ρ�� to hold (see SupplementaryNoteD).While thismay
be satisfied only if there exists some ϕ∈(0, 2π) such that
4η2

sin2ϕ
+ δ2

cos2ϕ ≤ 1, the resulting bound is tight only for symmetric bit-flips

(δ =0); see Supplementary Figure 2 for graphical illustration. Fur-
thermore, considering already a two-qubit systemwith local imperfect
measurements of this type,Vopt ceases to commutewith the encoding,

U�2
θ , so that even �F ðimÞ ≤ �F ½ðΛ � UθÞ�2� cannot be assured (see Sup-

plementary Note D and Supplementary Figure 3). This opens doors to
circumvent the no-go theorems of quantum metrology with uncorre-
lated noise41,42, as exploited in the multi-probe schemes
discussed below.

Multi-probe scenarios
We turn now our focus to multi-probe scenarios of quantum
metrology, in particular, the canonical one in which the parameter is
encoded locally onto each probe, so that the inter-probe entan-
glement can prove its crucial usefulness, e.g., to reach the HS of
precision, whereas the ideal projective measurement can be con-
sidered to be local without loss of generality18. While including
imperfect measurements into the picture, we depict such a scheme
in Fig. 4(a), in which N qudits are prepared in a (possibly entangled)

state ρN before undergoing a unitary transformation UN
θ ∼fUN

θ g, so
that ρNðθÞ=UN

θ ρ
NUNy

θ , where UN
θ =U�N

θ in the canonical scenario18.
Each probe is still measured independently but in an imperfect
manner, so that the overall POVM corresponds now to

M�N ∼fMxg= fMx1
�Mx2

� � � � �MxN
g. For instance, as shown in

Fig. 4(a), each {Mx} may be obtained by randomising outcomes of
projectors {Πi} according to some stochastic map P ∼fpðx∣iÞg
representing the noisy detection channel.

In order to compensate formeasurement imperfections, we allow
for control operations to be performed on all the probes before being
measured. However, we differentiate between the two extreme situa-
tions, see Fig. 4(b), in which the control operations can act collectively
on all the probes—being represented by a global unitary channel

V~Φ ∼fV ~Φg specified by the vector of parameters ~Φ; or can affect them
only locally—corresponding to a product of (possibly non-identical)

local unitary channels
NN

‘ = 1Vð‘Þ
~ϕ‘

with V~ϕ‘
∼fV~ϕ‘

g, each of which is spe-

cified by a separate vector of parameters ~ϕ‘.
As in the general case, the QCRB (1) determines then the ultimate

attainable sensitivity. In particular, given a large number ν of protocol
repetitions, the MSE Δ2~θN , which now depends on the number of
probes N employed in each protocol round, is ultimately dictated by
the lower bounds:

νΔ2~θN ≥
1

F ðimÞ
N

≥
1

�F ðimÞ
N

, ð13Þ

where

ð14Þ

are again the imperfect QFI and the imperfect channel QFI, respec-
tively, see Eq. (5), but evaluated now for the case ofNprobes. Similarly,
FN is the N-probe version of Eq. (2), whose maximisation over all local

Fig. 4 |Multi-probe scenarios supplemented by control operations. a Canonical
multi-probe scenario of quantum metrology with imperfect measurements. N
probes, generally prepared in a entangled state, ρN, undergo identical parameter
encoding, Uθ, and are subject to identical local projective measurements {Πi},
whose outcomes are affected by the noisy detection channel (stochasticmap)P. In
between the encoding and measurement, control operations are applied and
optimised inorder to compensate for localmeasurement imperfections, so that the

minimal error in estimating θ can be attained.bControl operations in amay always
be represented by a globalunitary transformation,V~Φ; or be rather constrained to a
product of general local unitaries,

NN
j = 1VðjÞ

~ϕj
. c Single-probe evolution as a quantum-

classical channel, denoted as Λθ,~ϕ that transforms the d-dimensional state ρ of the
probe into a classical state ρclðθ,~ϕÞ defined in a fictitious Hilbert space, whose
dimension is specified by the number of outcomes of the noisy detection chan-
nel P.

Fig. 3 | Conjugate-map decomposition of an imperfect measurement. The
scheme of Fig. 1(a) with the imperfect measurementM decomposed according to
its conjugate-map decomposition, i.e., M=Λy½Π� where Λ is a quantum channel
such that {Πx} forms a projective measurement in the output space of ∣X∣ ‘obser-
vable’ outcomes. By Vopt we denote the optimal unitary control required by the
imperfect (channel) QFI F ðimÞ (�F ðimÞ), which in principle depends on the particular
form of the input state ρ, encoding Eθ and the measurement M. Still, if (i): Vopt

commutes with the map Λ, then F ðimÞ ≤F ½Λ � Eθ½ρ�� and, hence, �F ðimÞ ≤ �F ½Λ � Eθ�.
However, the latter is also true if (ii): Vopt commutes with the encoding Eθ.
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measurement settings becomes now incorporated into the optimisa-
tion over control operations, either global ~Φ or local f~ϕ‘g‘.

Global control operations
We first consider multi-probe scenarios in which one is allowed to
perform global unitary control operations, V~Φ in Fig. 4(b), to com-
pensate for measurement imperfections. In such a case, let us term an
imperfect measurement M information-erasing, if all its elements Mx

are proportional to identity, so that no information can be extracted.
Then, it follows from Lemma 1 that:

Theorem 1. (Multi-probe metrology scheme with global control). For
any pure encoded N-probe state ψNðθÞ= ∣ψN θð Þ� ψN θð Þ�

∣, and any
imperfect measurement M�N that is not information-erasing and
operates independently on each of the probes, the imperfect QFI
converges to the perfect QFI for large enough N:

F ðimÞ
N =

N!1
F ½ψNðθÞ�: ð15Þ

We differ the proof to the Supplementary Note E, where we
explicitly show that for any non–information-erasing imperfect mea-
surement M, the resulting constant factor γM�N appearing in Lemma
1—which now depends and must monotonically grow with the probe
number N—satisfies γM�N ! 1 as N ! 1, as generally
γM ≤ γM�I ≤ γM�M; see the Supplementary Note B for the proof.
Intuitively, recall that γM�N quantifies how well one can distinguish at

best some two orthogonal states ∣ξNi and ∣ξN?i. Hence, we can always

consider ∣ξNi= ∣ξi�N and ∣ξN?i= ∣ξ?i�N , whose effective “overlap” for

the resulting imperfect measurement M�N ∼ fMxg reads

X
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hξN ∣Mx ∣ξ

NihξN?∣Mx ∣ξ
N
?i

q
= cN ð16Þ

with c=
P

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hξ ∣Mx ∣ξihξ?∣Mx ∣ξ?i

p
<1, and is thus assured to be expo-

nentially decaying to zero with N. This implies perfect distinguish-
ability and, hence, attaining perfect QFI as N ! 1, with the
convergence rate depending solely on the single-probe
POVM, M∼ fMxg.

More formally, we establish the existence of a global unitary V ~Φ,
such that the following lower bound holds:

ð17Þ

where 0 ≤ c ≤ 1 depends only on M and the unitary V ~Φ used. As

γM�N ≥ 1� cN should be interpreted as a distinguishability measure
similar to the ones of quantum hypothesis testing66–68, it is rather its

asymptotic rate exponent, that quantifies

metrological capabilities ofM�N in the asymptotic N limit. Hence, we
formally determine the lower bound None-
theless, the form of V ~Φ we use, and the discussion on its optimality we
leave to the Supplementary Note E. Crucially, in case of the canonical
multi-probe scenario of Fig. 4(a), we may directly conclude from Eq.
(17) that:

Corollary 1. (Go-theorem for theHSwith imperfectmeasurements and
global control). For any non–information-erasing detection channel,

the HS (Δ2~θN ∼1=N2) can always be asymptotically attained, by
choosing any global unitary V ~Φ such that Eq. (17) holds, and any pure

input state with QFI F ½ψNðθÞ�∼N2 for N ! 1.

Note that in the view of relations to “standard” noisy quantum
metrology protocols39, V ~Φ required by Eq. (17) must not allow for its
commutation as in (i) or (ii) of Fig. 3—as shown explicitly in the Sup-
plementary Note D already for two qubits (N = 2), each measured
projectively with bit-flip errors—so that the corresponding no-go
theorems41,42 forbidding the HS no longer apply.

However, one should also verify whether the above corollary,
relying on convergence (15), is not a “measure-zero” phenomenon. In
particular, whether, if the assumption of state purity in Eq. (15) is
dropped, the preservation of different scalings in N is still maintained.
That is why, we prove the robustness of Thm. 1 by generalising it to the
case of noisy (mixed) input states, which after θ-encoding take the
form:

ð18Þ

and can be interpreted in the canonical multi-probe scenario of
Fig. 4(a) as white noise (or global depolarisation) of fixed strength
0 < r < 1 being admixed to a pure input state ψN. Note that, in the
picture of “standard” noisy metrology protocols, global depolarisa-
tion corresponds to correlated decoherence and, hence, the no-go
theorems precluding the HS no longer apply. Nonetheless, all our
claims hold if one replaces 1dN=dN in Eq. (18) by any product state.
In particular, we prove (see Supplementary Note F) the
following lemma:

Lemma 2. (Robustness of Thm. 1). For any mixed encoded state ρN
r ðθÞ

of the form (18), and any detection channel that is non–information-
erasing, the imperfect QFI about θ converges to the perfect QFI as
N ! 1:

F ðimÞ
N =

N!1
F ρN

r ðθÞ
� 

=
N!1

rF ψNðθÞ� 
: ð19Þ

The proof is very similar to that of Thm. 1, while it relies also (see

Eq. (17)) on existence of lower bounds F ðimÞ
N ≥ FNðV ~ΦÞ≥ F

#
NðV ~Φ,rÞ,

where F#
NðV ~Φ,rÞ ! rF ½ψNðθÞ� as N ! 1. Focussing on the asymptotic

scaling of precision in the canonical multi-probe scenario, it directly

follows that despite the white noise, if F ½ψNðθÞ�∼N2, then F ðimÞ
N ∼rN2

and the HS is still attained.

As an example, let us explicitly discuss how the Thm. 1 and
Lemma 2 apply in the canonical multi-qubit scenario of Fig. 4(a), in
which UN

θ =U�N
θ with Uθ = eihθ and h = σz/2, while measurement

imperfections arise due to a noisy detection channel P that flips the
binary outcome for each qubit with probabilities p and q, respec-
tively—as depicted within the inset of Fig. 1(c). Then, by initialising
the probes in the GHZ state, ψN = ∣ψNihψN ∣ with
∣ψNi= ð∣0i�N + ∣1i�NÞ=

ffiffiffi
2

p
, we find (see Supplementary Note E) a glo-

bal control unitary V ~Φ for which the lower bound in Eq. (17) reads:

F#
NðV ~ΦÞ=N2 1� ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� qÞ

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð1� pÞ

p
ÞN

h i
=N2 1� e�χN�  ð20Þ

with χ≈ 1
4

p+ q�1ð Þ2
p 1�pð Þ+ q 1�qð Þ. The ultimate precision with N is attained and,

hence, the HS—as illustrated in Fig. 5 for p=0:95 and q=0:9. Fur-
thermore, we repeat the above procedure of finding V ~Φ to attain the
ultimate asymptotic precision for an input GHZ state subjected to
white noise according to Eq. (18). In such a setting, we determine

analytically the required lower bound F#
NðV ~Φ,rÞ (see Supplement Sec-

tions E, F), which we similarly depict in Fig. 5 for r = 0.7, together with
the exact behaviour of FNðV ~ΦÞ determined numerically. Note that an
expression similar to Eq. (20) has been established for the noisy
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detection channel corresponding to Gaussian coarse-graining35,37,
while in Methods we derive its form for lossy photonic interferometry
with dark counts.

Local control operations
We next turn our attention to canonical multi-probe scenarios with

unitary encoding, ρNðθÞ=U�N
θ ½ρN �, in which only local control opera-

tions are allowed,�N
‘= 1Vð‘Þ

~ϕ‘

with everyV~ϕ‘
∼ fV~ϕ‘

g in Fig. 4(b), inorder to

verify whether these are already sufficient to compensate for mea-
surement imperfections. We denote the corresponding imperfect

channel QFI as �F ðim,lÞ
N . Crucially, in such a case the quantummetrology

protocol of Fig. 4(a) can be recast using the formalism of quantum-
classical channels54. For each probe we introduce a fictitious ∣X∣-
dimensional Hilbert space spanned by orthogonal states ∣xi that
should be interpreted as flags marking different outcomes x being
observed. As a result, focusing first on the evolution of a single probe
illustrated in Fig. 4(c), the observed outcome of the imperfect
measurement may be represented by a classical state

ρclðθ,~ϕÞ=
P

xqθ,~ϕðxÞ∣xihx∣, with the transformation ρ !
ρclðθ,~ϕÞ=Λθ,~ϕ½ρ� governed by the quantum-classical channel Λθ,~ϕ.

Then, in the canonical multi-probe scenario of Fig. 4(a), each of the N
probes is independently transformed by the quantum-classical chan-
nel Λθ,~ϕ‘

=ΛM � V~ϕ‘
� Uθ (see Supplementary Note G for the explicit

form of ΛM), and the overall input state undergoes

ρN!NN
‘= 1Λ

ð‘Þ
θ,~ϕ‘

½ρN �=ρN
clðθ,f~ϕ‘gÞ, where the output classical state

ρN
clðθ,f~ϕ‘gÞ is now diagonal in the total N × ∣X∣-dimensional fictitious

Hilbert space—describing the probability distribution of all the N
measurement outcomes. By treating quantum-classical channels as a
special class of quantum maps that output diagonal states in a fixed
basis, we apply the channel extension (CE) method introduced in Refs.
40,42,69 in order to construct the so-called CE-bound, i.e.,

FN ≤ F ðCEÞ
N ðf~ϕ‘gÞ: ð21Þ

While leaving the technical derivation and expression of F ðCEÞ
N ðf~ϕ‘gÞ to

Methods, let us emphasise that the CE-bound (21) is independent of
the probes’ state ρN that is now arbitrary and potentially mixed.
Furthermore, it allows even for extending the input—hence, the name—

to include extra N ancillae, which do not undergo the parameter
encoding but can be prepared in a state entangled with the probes
before being (ideally) measured to further enhance the precision. Still,
the bound (21) depends, in principle, on the setting of each (local)
measurement ~ϕ‘, as well as the parameter θ itself. Nonetheless, we
prove (seeMethods for theprescription andSupplementaryNoteG for
further details) the following lemma:

Lemma 3. (Linear scaling of the asymptotic CE bound). For unitary

encodingUN
θ =U�N

θ withUθ = eihθ, wemay further define the asymptotic

CE bound F ðCE,asÞ
N , which satisfies FN ≤ F ðCEÞ

N ðf~ϕ‘gÞ≤ F ðCE,asÞ
N ðf~ϕ‘gÞ and

lim
N!1

F ðCEÞ
N = F ðCE,asÞ

N , whenever there exists a set of Hermitian operators

fAxð~ϕ‘Þgx such that for each ~ϕ‘:

h =
X∣X ∣
x = 1

V y
~ϕ‘

ffiffiffiffiffiffiffi
Mx

p
Axð~ϕ‘Þ

ffiffiffiffiffiffiffi
Mx

p
V~ϕ‘

: ð22Þ

Moreover, upon optimising F ðCE,asÞ
N over all local control unitaries, we

obtain

ð23Þ

where 0≤c <∞ is an N-independent constant factor that is fully deter-
mined by a single copy of the channel Λθ,~ϕ, and Eq. (23) applies for any
local control f~ϕ‘g.

Note that the structure of the derivation in Methods suggests Eq.
(23) to hold also for adaptive protocols, in which the ℓth control uni-
tary V~ϕ‘

may be adjusted based on the outcomes of local measure-
ments performed on the previous probes (1, 2,…,ℓ − 1). Meanwhile,
although the condition (22) may look abstract, it actually has an
intuitive meaning, when considering imperfect measurement that
arises due to some noisy detection channelP, such thatMx =∑ip(x∣i)Πi.
Let us call a detection channel P non-trivial if its transition prob-
abilities p(x∣i) are such that for all pairs of ‘inaccessible’ outcomes i,i0,
there is at least one ‘observable’ outcome x such that pðx∣iÞpðx∣i0Þ>0.
Then, we have (see Supplementary Note H for an explicit proof):

Corollary 2. (No-go theorem forHSwith imperfectmeasurements and
local control). Consider the canonicalmulti-probe scenario depicted in
Fig. 4(a) that incorporates a non-trivial noisy detection channel P,
whose impact one may only compensate for by means of local control
unitaries, see Fig. 4(b). Then, the condition (22) can always be satisfied
and, as Eq. (23) implies that Δ2~θN ≥ ε=N for some ε >0, the HS cannot
be attained with the MSE following at best the SS.

In order to illustrate our result, let us consider again the canonical
multi-qubit scenario with every qubit being subject to a projective
measurement, whose outcome suffers an asymmetric bit-flip noise
parametrised by p and q, see Fig. 4. We evaluate the corresponding
asymptotic CE bound (see Supplementary Note I):

�F
ðCE,asÞ
N =N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞ

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð1� qÞ

p
p� q

 !2

, ð24Þ

which, however, must be further verified to be asymptotically attain-
able. Indeed, in Methods we show this to be true even for a simple
inference strategy, in which an (imperfect) measurement of the total
angular momentum Ĵx is performed with the N probes prepared in an
one-axis spin-squeezed state57 with the correct amount of squeezing
and rotation, as illustrated graphically in Fig. 6. Moreover, we
demonstrate that up to N≲ 4, the ultimate precision determined
numerically can also be attained by considering the parity observable

Fig. 5 | Attaining the ultimate HS of precision in presence of measurement
imperfections and global unitary control. The case of phase estimation with N
qubit probes is considered, which are initialised in a GHZ state, whereas the out-
comes of ideal local measurements undergo an asymmetric bit-flip channel with
p =0.95 and q =0.9. The black solid line is the exact (numerical) FI for a specific
choice of the control global unitary V ~Φ, while the black dotted line is its lower

bound F#
N ðV ~ΦÞ defined in Eq. (20)—both converge to the optimal achievable

F ½ψN ðθÞ�=N2 (black dashed line). The family of lines in blue are the corresponding
FIs for the case of a distorted GHZ state, with an admixture of white noise (with
r =0.7 in Eq. (18)) being added.
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incorporating the imperfect measurement, with probes being pre-
pared in a GHZ state rotated at an optimal angle (see Supplementary
Note J for details).

Note that our recipe to construct thebound (23) applies generally,
not relying on any properties of the imperfect measurement M, e.g.,
see Methods for its application to the photonic setting in which ∣X∣>d.
Still, for the above multi-qubit case with detection bit-flip noise, for
which d = ∣X∣ = 2, we observe (see Supplementary Note I) that the cor-
responding bound (24) can be postulated based on a conjecture of the
optimal local controls corresponding to phase-covariant rotations65,
what allows then to invoke the results of “standard” noisymetrology39.

Discussion
We have analysed the impact of measurement imperfections on
quantum metrology protocols and, in particular, the prospects of
recovering the ideal quantum enhancement of sensitivity, e.g., the
Heisenberg scaling (HS) of precision, despite the readout noise. The
contrasting results obtained with global or local control operations
can be understood by the following simple intuition.

With global control operations available, one may effectively
construct a global measurement tailored to the two-dimensional
subspace containing the information about any tiny changes of the
parameter. Importantly, thanks to the exponential increase of the
overall dimension with the number of probes, one may then distin-
guish (exponentially) better and better the two states lying in this two-
dimensional subspace, within which the effective amount of readout
noise diminishes, and the perfect optimal scaling prevails. Our work,
thus, motivates explicitly the use of variational approaches in identi-
fication of such global unitary control not only at the level of state
preparation70,71, but also crucially in the optimisation of local
measurements31,72. On the other hand, it demonstrates that control
operations form the key building-block in fighting measurement
imperfections in quantum metrology. Although we have provided
control strategies that allow to maintain the HS both in the qubit and
photonic settings, these employ N-body interactions, while it is known
that 2-body interactions suffice in presence of Gaussian blurring aris-
ing in cold-atom experiments34–37. Thus, we believe that our results
open an important route of investigating the complexity of such global

control required, depending on the form of the readout noise
encountered.

On the contrary, there is no exponential advantage gained
when only local control operations are available. Hence, as the
overall amount of noise also rises limitlessly as we increase the
number of probes, the asymptotic scaling of sensitivity is con-
strained to be classical. Note that this conclusion is valid also in
the Bayesian scenario, as by the virtue of the Bayesian CRB73 also the
averageMSE is then lower-bounded by hΔ2~θi≈ 1=h �F ðimÞ

N i≳ 1=N, where
〈…〉 denotes now the averaging over some prior distribution of
the parameter.

Finally, although we have primarily focussed here on phase-
estimation protocols, let us emphasise once more that Lemma 1 and,
hence, Thm. 1 applies to any quantum metrology scheme involving
pure states and imperfect measurements. Hence, it holds also when
sensing, e.g., ‘critical’ parameters at phase transitions with noisy
detection60. Still, generalisation to the case with mixed states (beyond
product-state admixtures) remains open. This would allow us, for
instance, to approach quantum thermometry protocols utilising
thermalised (Gibbs) probe states with the temperature being then
estimated despite coarse-graining of measurements74. In such cases,
one should then also characterise the (mixed) states for which the
imperfect QFI is actually guaranteed to converge to the perfect QFI in
the asymptotic N limit.

Methods
Phase sensing with an NV centre
Within this protocol, the NV centre is firstly initialised into some
superposition state ρ= ∣ψihψ∣ of thems =0 (corresponding to ∣0i) and
ms = 1 (corresponding to ∣1i) ground-state energy levels with help of a
Ramsey pulse. The NV spin is then used to sense a magnetic field of
strength B in the z-direction for time t (usually chosen to be as long as
the decoherence allows for, i.e., T *

2 or T2 for either static or alternating
fields), gaining the relative phase θ = −tγB, where γ is the gyromagnetic
ratio characteristic to theNVcentre51,75. For our purposeweassume the
evolution time to be perfectly known (and so the gyromagnetic ratio),
so that the problem of estimating the field strength B is effectively
equivalent to estimating the relative phase θ. Effectively then, the
encoding channel is Uθ ∼ fUθ = e

ihθg, with h = σz/2, where σℓ is the usual
Pauli-ℓ operators with ℓ = x,y,z.

In order to read out θ, a measurement is performed on the NV
spin. Since the energy levels are fixed and not directly accessible, a
microwave pulse is again applied to rotate the qubit basis, such that
the phase is now carried in state populations instead. Afterwards, the
NV-spin is optically excited, so that ∣0i ! ∣00i and ∣1i ! ∣10i, where ∣00i
and ∣10i correspond respectively to thems = 0 andms = 1 excited energy
levels. While the optical transitions between the two ms = 0 energy
levels are essentially exclusive, there is a metastable singlet state to
which the excited ms = 1 energy state can decay non-radiatively. As a
consequence, when performing now the measurement of photon
emissions in such a spin-dependent fluorescence process over a
designated timewindow, a dark signal indicates the original NV spin to
be projected onto ∣1i, while a bright signal corresponds to the pro-
jection onto ∣0i. That is, within our general formalism, Π1 = ∣0ih0∣ and
Π2 = ∣1ih1∣, so that after fixing the second Ramsey pulse to e.g.,
V~ϕ = eiπσx=4, we have Π1ð2Þ,~ϕ = ∣± ih± ∣, with σx∣± i= ± ∣± i.

The bright versus dark distinction is however not perfect: the
ms = 1 excited state could still decay radiactively into the ground state,
with the dark signal typically reducible to about 65% of the bright
signal. Moreover, as the photon emissions are spontaneous and ran-
dom, the same photon-number being recorded can actually come
from both the dark and bright signals, albeit with different prob-
abilities. These for the readout of an NV-centre are modelled as two
Poissonian distributions of distinct means, depending also on the
number of QND repetitions76,77, often approximated by Gaussians53—

Fig. 6 | Attaining the optimal SS of precision in presence of measurement
imperfections and local unitary control. The thick solid black line depicts the
MSE in estimating phase θ from an imperfect measurement of the angular

momentum operator Ĵx, while the N qubit probes are prepared in a one-axis spin-
squeezed state57, optimised by local control (see Methods). The noisy detection
channel corresponds to an asymmetric bit-flip map with probabilities p=0:95 and

q=0:9. The dotted black line denotes the asymptotic CE bound with �F
ðCE,asÞ
N given

by Eq. (24), while the thin red solid line is the exact achievable precision 1= �F ðim,lÞ
N ,

which we compute numerically up to N = 6 by brute-force heuristic methods. The

dashed black line corresponds to 1=F ðCEÞ
N in Eq. (21) applicable in absence of control

(8‘ : V ð‘Þ
~ϕ‘

=1). At smallN (≲4), the ultimate precision can be attained by performing

(imperfect) parity measurements with input GHZ states (thin blue line). For com-
parison, we also include the optimal precision attained by uncorrelated probe

states, 1=ðN �F ðimÞ
1 Þ, (solid gray).
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see Fig. 1(c). As a result, the ‘observed’ outcomes correspond to the
number of collected photons, X = {0, 1, 2,...}, which are distributed
according to the two Poissonian distributions pðx∣1Þ= e�λ∣0i ðλ∣0iÞx=x!
and pðx∣2Þ= e�λ∣1i ðλ∣1iÞx=x!, whose means, λ∣0i and λ∣1i, differ depending
on which energy state the NV spin was previously projected onto by
Π1,~ϕ or Π2,~ϕ.

Estimating the FI with binning strategies
In this section we discuss in more depth the binning method for esti-
mating the FI for the single-probe scenario. Firstly, let us remark that
for the strategy with two bins and δ =0 in Eq. (11), we deal with a
symmetric bit-flip channel mixing the two outcomes regardless of the
choice of measurement basis. In this special case, the noisy detection
affecting the measurement has exactly the same effect as if a
dephasing noise acted before an ideal measurement. Indeed, taking
the limit δ→0 in Eqs. (11) and (12), the optimal state angle becomes
ϕopt = −θ and �F

*
2�bin =η

2, agreeing with the well known result for the
dephasing noise41,42. Still, for any asymmetric bit-flip detection with
p ≠ q, the imperfectmeasurement model can no longer be interpreted
as decoherence affecting rather the parameter encoding.

Secondly, let us note that when adopting a binning strategy one
can freely choose the boundaries that define the bins. For binary bin-
ning F *

2�bin and �F
*
2�bin depend on a single boundary (“threshold”52,53) x*

via theparameters δ andη, so thatuponmaximising the choice of x*we
can also define:

F2�bin = max
x*

F *
2�bin, �F2�bin = max

x*
�F
*
2�bin: ð25Þ

Intuitively, one should choose x* such that the distributions p(x∣i) have
the smallest overlap with the bins that yield errors in inferring the
outcome i. Indeed, for the NV-sensing problem, the optimal choice of
x* is located around the point where the two Poissonians cross in
Fig. 4(a), p(x∣1) = p(x∣2), so that the probability of x < x* occurring when
i = 2 is minimised (and similarly for x > x* when i = 1).More generally, in
case of k-binning strategy with the corresponding FIs:
F *
k�bin,�F

*
k�bin,Fk�bin,�Fk�bin; constituting natural generalisations of Eqs.

(11) and (25) and x* being now a (k − 1)-entry vector specifying
boundaries between all the bins. Consistently, the more bins are
considered the closer the corresponding FIs are to the exact F (and
�F ðimÞ) defined in Eq. (9).

For illustration, we revisit the case of sensing the relative phase
with a NV spin, with the measurement suffering a Poissonian noise. In
Fig. 7(a), the performances of the optimal FIs for two- and three-

binning strategies, �F2�bin and �F3�bin, are investigated and compared
against the exact maximal FI, �F , which we numerically approximate by
maximising F with x summed in Eq. (9) up a cut-off large enough
(x ≤ 100) to be effectively ignorable. Within the plot the optical con-
trast is fixed to the typical experimental value of 0.35, i.e.,
λ∣1i=λ∣0i =0:65

76, while the FIs are plotted as a fraction of �F for different
values of λ∣0i, which can be varied experimentally by having different
repetitions of theQNDmeasurement52,53,76. From thefigure, we see that
despite their simplicity, the strategy of binning into just two (orange)
or three outcomes (blue) is pretty effective, as they are able to account
for at least 70% of �F , and reach 90% with increasing λ∣0i already at
λ∣0i≈50. Then, similar to Fig. 2, in Fig. 7(b) we further include F3-bin in
the plot of FI for different choices of input state angles ϕ =φ − θ, for
the specific value of λ∣0i =27 which has been experimentally used in
Ref. 76.

Lower-bounding the FI via the moments of a probability
distribution
It can be shown (see Supplementary Note K for derivation) that by
includingupto thefirst 2Kmomentsof thedistributionqθ,~ϕ ∼ fqθ,~ϕðxÞg a
lower bound on the corresponding FI, F ðKÞ ≤ F ½qθ,~ϕ� in Eq. (2), can be

constructed thatcorresponds toaninnerproductof twoK ×Kmatrices:

ð26Þ
where B =bbT with b = 0, _E½x�, � � � , _E½xK �


 �T
, and

A=

1 E½x� � � � E½xK �
E½x� E½x2� � � � E½xK + 1�
..
. . .

.

E½xK � E½xK + 1� � � � E½x2K �

0
BBBB@

1
CCCCA ð27Þ

with E½xj�=Pxqθ,~ϕðxÞxj, _E½xj�=Px _q~ϕ,θðxÞxj and _q~ϕ,θðxÞ= ∂θqθ,~ϕðxÞ.
Note that for the simplest case of K = 1, one obtains

F ð1Þ = _E½x�2=ðE½x2� �E½x�2Þ= ∣∂θ<X>∣2=Var½X� that constitutes the
standard lower-bound on F formed by considering the error-
propagation formula applied to the distribution of the outcomes X56.
Evidently, we have the hierarchy F(K)≤F(K+1), whereby the more we know
about its moments, the more we recover the underlying probability
distribution, and F(K) converges to F ½qθ,~ϕ�. For demonstration on the

improvement of FI lower bound with higher moments considered, in
Fig. 7(b), we reproduce Fig. 2, with now F(2) included as well.

Fig. 7 | FI for phase θwith imperfect measurements affected by the Poissonian
noise. a With binning strategies: the corresponding FI—�F2�bin (orange) and �F3�bin

(blue) with optimal binning into two and three categories, respectively—compared

against the exact �F ðimÞ (ratio in %) computed by performing large enough cut-off
(x≤100) in Eq. (9). The ratio of means for the Poissonnian distributions is set to
λ∣1i=λ∣0i =0:65

76, while λ∣0i is varied. The inset shows the absolute values of FIs.

bWith binning strategies and themomentmethod: The FIs (F–black, F2-bin–orange,

F3-bin–blue) presented now as a function of the input state angle ϕ =φ − θ (for
λ∣1i=λ∣0i =0:65 and λ∣0i = 27

76) in comparison to the lower bounds on F constructed

by taking into account up to the second (F(1), light gray dash) and fourth moment
(F(2), dark gray dash) of the distribution describing the observed outcomes, qθ,~ϕ.

The vertical dotted lines indicate the (optimal) state angle at each of the respective
quantities is maximised. Note that when the measurement is perfect, the FI is unity
for all choices of the angle φ (not shown).
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Upper-bounding the imperfect QFI given the G-covariance of a
conjugate-map decomposition
We formalise the condition when the results of “standard” noisy
metrology39, in which the decoherence affects the parameter encod-
ing, can be applied to the setting of imperfect measurements by
resorting to thenotionof symmetry, in particular, theG-covariance78,79.

Given a compact group G, we say that a quantum channel E is G
−covariant if78,79

8g2G : E � Vg =Wg � E, ð28Þ

where Vg , Wg form some unitary representations of G.
Now, by denoting the FI in Eq. (5) as F ½qθ,~ϕ� � F½V~ϕ½ρðθÞ�,M� to

separate its dependence on the state and the POVM, we formulate the
following observations:

Observation 1. (Imperfectmeasurement with aG-covariant conjugate-
map decomposition). Given an imperfect measurement with a
conjugate-map decomposition M=Λy½Π�, and a parametrised state
ρ(θ), if the following conditions are satisfied:
(a) Λ is covariant with respect to a compact group G.
(b) the optimal unitary that yields the imperfect QFI (Vopt in Fig. 3) is

guaranteed to be in G, so that

F ðimÞ = max
g2G

F Vg ½ρðθÞ�,Λy½Π�
h i

, ð29Þ

then

F ðimÞ ≤F Λ½ρðθÞ�½ � ð30Þ

If further G = SU(d), then equality in Eq. (30) is assured.
Moreover, if the parameter encoding is provided in a form of a

quantum channel, ρðθÞ= Eθ½ρ�, and the optimal unitary Vopt remains
within G for the optimal input state, the upper bound (30) applies also
to the corresponding imperfect channel QFI, i.e., �F ðimÞ ≤ �F ½Λ � Eθ�.

However, in case the parameter encoding satisfies the G-covar-
iance property itself, we independently have that:

Observation 2. (Imperfect channel QFI for G-covariant parameter
encodings). Given an imperfect measurement with some conjugate-
map decomposition M=Λy½Π� and the parameter encoding
ρðθÞ= Eθ½ρ�, if the following conditions are satisfied:
(a) both Eθ and _Eθ � ∂θEθ are G-covariant.
(b) the optimal unitary that yields the optimal channel QFI (Vopt in

Fig. 3) is guaranteed to be in G, so that

�F ðimÞ = max
ρ

max
g2G

F Vg ½Eθ½ρ��,Λy½Π�
h i

; ð31Þ

then

�F ðimÞ ≤ �F ½Λ � Eθ�: ð32Þ

We refer the reader to the Supplementary Note D for explicit
proofs and further discussions of the above conditions.

Upper-bounding the FI with the CE method for quantum-
classical channel
A thorough account on the CE method is available at Refs. 40,42,69;
here we simply highlight the general idea. In the CE method, when the
probe state ρ undergoes an effective encoding described by a given

channel Eθ, such that ρðθÞ= Eθ½ρ�, the corresponding FI for θ is boun-

ded by considering anenlarged spacewith a corresponding input state

ρext, such that max
ρ

F ½ρðθÞ�≤ max
ρext

F ½ðEθ � 1Þ½ρext��, where the r.h.s. can

be shown to be equal to 4min
~κ

k α~κ k, with ~κ = f~κig denoting all the

equivalent sets of Kraus operators for

In order to apply the CE method to the canonical multi-probe
metrology scheme with local control unitaries and local imperfect
measurements, which has the corresponding product quantum-

classical channel with Λθ,~ϕ =ΛM � V~ϕ � Uθ as

depicted in Fig. 4(b), we first specify the ‘canonical’ set of Kraus

operators for Λθ,~ϕ, Kðθ,~ϕÞ= fKx,jðθ,~ϕÞ= ∣xihj∣
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uy

θMx,~ϕUθ

q
g, given some

orthonormal basis of states f∣jigdj = 1 spanning the qudit (d-dimensional)

probe space. Importantly also, as the output classical state is diagonal
in the flag basis, its QFI corresponds just to the (classical) FI of the

eigenvalue distribution16 which we denote simply as FN =F ½ρN
clðθ,~ϕÞ�,

with the corresponding (quantum-classical) channel QFI reads

Hence, upon further restricting the domain of

minimisation over ~κi, where we only consider Kraus operators of

Eðθ,f~ϕ‘gÞ with the product structure ~κiðθ,f~ϕ‘gÞ=
NN

‘= 1
~K
ð‘Þ
x‘ ,j‘

ðθ,~ϕ‘Þ,
where ~Kðθ,~ϕ‘Þ= f~K

ð‘Þ
x‘ ,j‘

ðθ,~ϕ‘Þg is the set of Kraus operators for Λð‘Þ
θ,~ϕ‘

, it is

then straightforward to arrive at

FN ≤4 min
f~Kðθ,~ϕ‘Þg

MN
‘ = 1

αð‘Þ
~Kðθ,~ϕ‘Þ

+
MN
‘≠m

βð‘Þ
~Kðθ,~ϕ‘Þ

βðmÞ
~Kðθ,~ϕmÞ

�����
�����

�����
�����, ð33Þ

where

ð34Þ

ð35Þ

with _~Kx,j � ∂θ
~Kx,j, and ∣∣⋯∣∣ is the operator norm. Finally then, we

obtain our CE-bound in Eq. (21) directly from applying the triangle
inequality of the operator norm to the r.h.s. of Eq. (33), which
gives

ð36Þ

and the minimisation in both Eqs. (33) and (36) is performed inde-
pendently for each ~ϕ‘ over all possible single-probe Kraus representa-
tions ~Kðθ,~ϕ‘Þ.

As we prove in the Supplementary Note H, whenever the noisy
detection channel, P ∼ fpðx∣iÞg such that ∀x:Mx =∑xp(x∣i)Πi, is non-tri-
vial, we can always find a Kraus representation such that β~Kðθ,~ϕ‘Þ =0 for
all ℓ. Then, we define the asymptotic CE bound by

ð37Þ

which evidently satisfies F ðCEÞ
N ðf~ϕ‘gÞ≤ F ðCE,asÞ

N ðf~ϕ‘gÞ and F ðCEÞ
N !

N!1
F ðCE,asÞ
N .

Finally, upon optimising F ðCE,asÞ
N further over all local control unitaries

gives us

ð38Þ
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such that �F ðim,lÞ
N ≤ �F

ðCE,asÞ
N , where

ð39Þ

is a constant factor that requiresmaximisationover~ϕ describingonly a
single local unitary, and can be proven to be bounded, given the
condition β~Kðθ,~ϕÞ =0 is fulfilled.

Saturating �F
ðCEasÞ
N with an angularmomentummeasurement and

spin-squeezed states
To obtain the optimal asymptotic CE bound (24), we consider
the measurement operators Π1ð2Þ,~ϕ = ∣± ih± ∣, followed by an asym-
metric bit-flip channel P with p(1∣1) = p, p(2∣2) = q for all qubits. As
a result, the measurements whose outcomes are actually
observed read: M1,~ϕ = pΠ1,~ϕ + ð1� qÞΠ2,~ϕ = ð1 + δÞ1=2 +ησx=2, M2,~ϕ =
ð1� pÞΠ1,~ϕ + qΠ2,~ϕ = ð1� δÞ1=2� ησx=2, where η = p + q − 1 and
δ = p� q. Constructing a qubit observable taking values ± 1/2
depending on the outcomes x = 1 or x = 2, it is not hard observe that
when measured in parallel on each of the N probes and summed, one
effectively conducts a measurement of the operator Ô=Nδ1=2 +ηĴx
that constitutes a modification of the total angular momentum
Ĵx =

PN
‘= 1

σð‘Þ
x
2 , being tailored to the (binary bit-flip) noisy detection

channel. A simple estimator of θ may then be directly formed by
inverting the expectation-value relation OðθÞ=TrfρðθÞÔg from the
outcomes (repeating the protocol ν≫ 1 times).

As derived in the Supplementary Note J, the MSE of such an esti-
mator, given sufficiently large number νofmeasurement repetitions, is
well approximated by the (generalised) error-propagation formula,

νΔ2~θN =
Δ2 Ĵx

∣∂θ ĥJxi∣
2 �

δĥJxi
η∣∂θ ĥJxi∣

2 +
N
4η2

1� η2 � δ2

∣∂θ ĥJxi∣
2 , ð40Þ

where h. . . i=TrfρNðθÞ . . . g and Δ2 Ĵx = ĥJ
2
xi � ĥJxi

2
.

Consider now ρN = ∣ϕ,μ
�
ϕ,μ
�

∣ with ∣ϕ,μ
�
= eiϕĴz ∣μ

�
and

μ
�� �=Wμe

�iΘμW
y
μ ĴyWμ ∣j,my = jiy ð41Þ

being the one-axis spin-squeezed state57 expressed in the angular
momentum eigenbasis defined by the Ĵ

2
and Ĵy operators, where

Wμ = e
�iμĴ

2
z=2 is the unitary squeezing operation of strength μ,

while Θμ =π/2−ϵ with ϵ= arctanðb=aÞ, a= 1� cos2j�2μ and
b=4 sinðμ=2Þcos2j�2ðμ=2Þ. For our purpose we will consider states
(41) obtained by squeezing a completely polarised ensemble spins
along the y-axis, i.e., prepared in a state ∣j,my = jiy with j =mj =N/2.
Substituting such choice into the error-propagation expression (40),

we arrive after lengthy but straightforward algebra at

νΔ2~θN =
cos2φ Δ2 Ĵx


 �
μ
+ sin2φ Δ2 Ĵy


 �
μ

cos2φ ĥJyi
2

μ

�
δ sinφĥJyiμ
ηcos2φĥJyi

2

μ

+
N
4η2

1� η2 � δ2

cos2φĥJyi
2

μ

,

ð42Þ

where the subscripts μ indicate expectations to be evaluated w.r.t.
the state ∣μ

�
in Eq. (41), having defined φ ≔ ϕ + θ as in Eq. (9). For

large N, we find that after choosing the squeezing strength to scale
as μ ∼N −8/9, one has ðΔ2 ĴxÞμ ∼N7=9,ðΔ2 ĴyÞμ ∼N4=9=128,h Ĵyiμ ∼N=2, and
therefore:

νΔ2~θN ∼
1
N

1
cos2φ

1� δ2 � η2

η2 � 2δ
η

sinφ

 !
: ð43Þ

Finally, by choosing now φ =φopt as the angle derived in single-probe
(qubit) setting in Eq. (12), the r.h.s. of Eq. (43) converges exactly to
1=�F

ðCE,asÞ
N with �F

ðCE,asÞ
N stated in Eq. (24). In other words, the asymptotic

ultimate precision is achieved by (imperfectly) measuring the total
angular momentum in the x-direction, while preparing the N probes
(spin-1/2s) in a spin-squeezed state rotated by the same optimal angle
(12) as in the single-probe scenario, with squeezing parameter scaling
as μ ∼ N−8/9 with N.

Application to lossy photonic interferometry with dark counts
In this section, we consider another standard problem in quantum
metrology, namely, two-mode interferometry involving N-photon
quantumstates of light. The effective full Hilbert space is thus spanned
by the Fock basis f∣j,N � jigNj =0. The detection channel is two identical
photodetectors measuring each mode, which independently suffer
from losses and dark counts. Specifically, we quantify the losses by
efficiency η, i.e., a photon is detected (or lost) with probability η (or
1−η)80. Moreover, we assume that each photodetector may experience
a single dark count with probability p per each photon that enters the
interferometer—in case the N photons arrive in distinct time-bins, this
corresponds to observing at most one dark count per time-bin. Note
that this results in extending the effective measured Hilbert space to
f∣x1,x2ig with 0≤x1, x2≤2N and 0≤x1 + x2≤3N. A schematic of the pro-
blem is depicted in Fig. 8.

Given the above imperfect measurement model, let us find the
corresponding γM�N in Eq. (7) that effectively determines the imper-
fect (channel) QFI (6), while requiring a global control unitary to be
performed, V~Φ in Fig. 8. Note that, the photon-counting measurement
is local w.r.t. the Hilbert spaces associated with each photon, while the
global control may now in principle requireN-photon interactions, i.e.,
may be highly non-linear within the second quantisation81. Firstly, we
ignore the dark counts, so that 0≤x1 + x2≤N and

γM�N = max
∣ξi,∣ξ?i

X
x1 ,x2

Re hξ?∣Mx1 ,x2
∣ξi

n o2

hξ ∣Mx1 ,x2
∣ξi

= max
a�b =0,∣a∣2 = ∣b∣2 = 1

X
x1 ,x2

P
jp x1,x2∣j,N � j
� �

ajbj


 �2
P

jp x1,x2∣j,N � j
� �

a2
j

,

ð44Þ

where ∣ξi= PN
j =0 aj ∣j,N � ji, ∣ξ?i=

PN
j =0 bj ∣j,N � ji are some orthogo-

nal vectors with real coefficients. The imperfect photon-count
measurement corresponds then to the POVM:
M�N ∼fMx1 ,x2

=
PN

j =0 pðx1,x2∣j,N � jÞ∣jihj∣� ∣N � jihN � j∣g, whosemix-
ing coefficients are defined by the noisy detection channel responsible

Fig. 8 | Sensing the relative phase θ with a pure N-photon state, ψN, in a lossy
interferometer with dark counts. Either a global (affects all the photons) or local
(affects each photon separately) control unitary is allowed. The imperfect mea-
surement is described by an ideal photon-number detection (j, N−j) at the output
modes, followed by a noisy detection channel P that incorporates losses and dark
counts, resulting in (x1, x2) registered detection counts.
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for photon loss, Ploss ∼fp x1,x2∣j,N � j
� �g with

p x1,x2∣j,N � j
� �

=pη x1∣j
� �

pη x2∣N � j
� �

=
j

x1

� �
N � j

x2

� �
ηx1 + x2 1� ηð ÞN�x1�x2 ,

ð45Þ

where is a binomial distribution arising due

to the finite detection efficiency η.

We observe from numerical simulations that

∣ξ
�

= sinφ∣N,0i+ cosφ∣0,Ni
∣ξ?
�

= cosφ∣N,0i � sinφ∣0,Ni ð46Þ

are optimal for any φ 2 R. Assuming the form of ∣ξi and ∣ξ?rangle as
above, we can calculate γM�N explicitly in Eq. (44):

γM�N =
P
x1≠0

pη x1 ∣Nð Þ sinφ cosφð Þ2
pη x1 ∣Nð Þsin2φ

+

P
x2≠0

pη x2 ∣Nð Þ sinφ cosφð Þ2
pη x2 ∣Nð Þcos2φ

=
P
x≠0

pη x∣Nð Þ= 1� 1� ηð ÞN :

ð47Þ

The above expression has a simple interpretation: for φ =0 the states
∣ξi= ∣0,Ni, ∣ξ?

�
= ∣N,0i remain orthogonal unless all photons are lost in

both arms, whatmay happen only with probability 1� ηð ÞN . Moreover,
this expression coincideswith the lower boundon γM�N used in Eq. (17)
i.e., 1�Px

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p + ðxÞp�ðxÞ

p
in Eq. (57) of the Supplementary Note E; this

is due to the fact that for every x either p+(x)p−(x) = 0 or p+(x) = p−(x).
Finally, we observe that by lifting the assumption of photodetection
efficiency being equal in both arms, no longer φ may be arbitrary
chosen in Eq. (46), but rather must also be optimised.

As a result, considering e.g., theN00N state as the the input probe
ψN for which F ½ψNðθÞ�=N2, we obtain the equivalent of Eq. (17) in the
form

FNðV ~ΦÞ=N2 1� 1� ηð ÞN
h i

=N2½1� e�χN � ð48Þ

with χ = � lnð1� ηÞ to be compared with the one in Eq. (20). As
anticipated, the HS is maintained despite the imperfect measurement,

however, the necessary global control unitary, V~Φ in Fig. 8,must rotate

the encoded state ∣ψNðθÞi= ðeiNθ=2∣N,0i + e�iNθ=2∣0,NiÞ=
ffiffiffi
2

p
and its

orthogonal ∣ψN
?ðθÞi= iðeiNθ=2∣N,0i � e�iNθ=2∣0,NiÞ=

ffiffiffi
2

p
onto the optimal

∣ξ
�
and ∣ξ?i in Eq. (46). Note that it is a highly non-linear operation

allowing to “disentangle” N00N states. For instance, for φ, θ =0 it
rotates the input N00N state and its perpendicular component onto
the desired ∣0,Ni and ∣N,0i, respectively, which are product w.r.t. the

Hilbert spaces associated with each photon, C�N
2 .

Consider now also the presence of dark counts parametrised by
the rate p; as before, this corresponds to observing at most one dark
count per time-bin when the N photons arrive in distinct time-bins.
Similarly then to Ploss, the detection channel responsible for
dark counts is characterised by a binomial distribution

so that Pdc ∼ fpðy1,y2∣NÞg with

p y1,y2∣N
� �

=pp y1∣N
� �

pp y2∣N
� �

, ð49Þ

where y1 and y2 are respectively the number of dark counts in each
detector. The resultant overall noisy detection channel corresponds to
the composition of Ploss and Pdc, i.e., P ∼ fpðx1,x2∣j,N � jÞg with ele-
ments

p x1,x2∣j,N � j
� �

=pη,p x1∣j
� �

pη,p x2∣N � j
� �

, ð50Þ

where pη,pðx∣kÞ=
Px

m=0 pηðm∣kÞppðx �m∣NÞ, while x1 and x2 are
respectively the final number of photons registered in each of the
photodetectors.

Verifying numerically again that optimal ∣ξi, ∣ξ?
�
take the form

(46), we find γM�N in Eq. (44) to read

γM�N =
P
x1 ,x2

sinφ cosφð Þ2 ×

pη,p x1 ∣Nð Þpη,p x2 ∣0ð Þ�pη,p x1 ∣0ð Þpη,p x2 ∣Nð Þð Þ2
sin2φpη,p x1 ∣Nð Þpη,p x2 ∣0ð Þ+ cos2φpη,p x1 ∣0ð Þpη,p x2 ∣Nð Þ :

ð51Þ

The dark counts lift the degeneracy in φ and reduce γM�N . A com-
parison between γM�N evaluated numerically for different levels of
dark-counts rate, p, is presented in Fig. 9. Importantly, γM�N still
approaches unity as N increases, however, the optimal control unitary
V~Φ is more involved and the convergence is slower. Finding an
analytical expression for the convergence rate with dark counts, χ as in
Eq. (48), we leave as an open challenge.

We now turn to the scenario when only local control unitary
operations are allowed, i.e., ones that may affect only a single (two-
mode) photon, denoted by V~ϕ in Fig. 8. For this, let us imagine a
more advanced interferometry scheme in which the input N pho-
tons can be resolved into different time-bins, despite all of them
occupying a bosonic (permutation invariant) state82. Within such
a picture, each time-bin is represented by a qubit with basis states
∣0i � ∣1,0i, ∣1i � ∣0,1i corresponding to a single photon occupying
either of the two optical modes. Moreover, the ideal measurement
in each time-bin is then described by projectors ({Π1(2)}) onto
the above basis states, each yielding a “click” in either of the
detectors.

We include the loss and dark-count noise within the detection
process, as described by Eq. (50), but the rate of the latter, p, to be
small enough, so that atmost one false detection event may occur per
time-bin (photon). Consequently, the noise leads to six possible

‘observable’ outcomes (i.e., d = 2→∣X∣ = 6), namely, 2
0

� �
, 0

2

� �
, 1

1

� �
, 0

0

� �
, 1

0

� �
,

and 0
1

� �
, whichwewill respectively label as outcomes x = 1 to 6—by x1

x2


 �
we denote that x1 (x2) “clicks” were recorded in the upper (lower)
detector. The resulting imperfect measurementM performed in each

Fig. 9 | Convergence to the perfect QFI with the photon-number N for different
noisy photodetection channels. γM�N for different dark-count rates, p, given a
finite detectionefficiency (losses)η =0.1. Theblue (solid) line corresponds to losses
without dark counts p =0, while the orange dashed line also includes a dark-count
rate of p=0:01. Inset: The FI as a function of the angleφ between ∣N,0i and ∣0,Ni in
Eq. (46) that parametrises the global control unitary V ~Φ. While with only losses
(solid blue line) any angle is optimal, dark counts (dashed orange line) remove this
symmetry. In this illustration, N = 50.
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time-bin is then specified by Mx =
P2

i = 1 pðx∣iÞΠi, where p(x∣i) is the (x,
i)-th entry of the stochastic matrix:

Pð1Þ =

pη 0

0 pη

pη pη

1� 2p� η +2pη 1� 2p� η+2pη

p+ η� 3pη p� pη

p� pη p+η� 3pη

0
BBBBBBBB@

1
CCCCCCCCA
, ð52Þ

which can be obtained equivalently by evaluating the form of detec-
tion channel P defined in Eq. (50) for N = 1, and truncating the quad-
ratic terms in p.

Possessing the form of the local (single-photon) detection noise
(52), we follow our technique based on the CE-method40,42,69 to com-
pute upper bounds on the precision in estimating θ, where thanks to
employing the quantum-classical channel formalism we are able
explicitly determine the asymptotic CE-bound, as defined in Eqs. (23)
and (38), despite ∣X∣≠d, i.e., the number of ‘observable’ outcomes dif-
fering from the ‘inaccessible’ ones, i.e.,:

F ðCE,asÞ
N =N

ηðη� 3pη+ 2p2Þ
2p+η2ð3p� 1Þ+ηð1� 4p� 2p2Þ , ð53Þ

whereas the finite CE-bound, F ðCEÞ
N in Eqs. (21) and (36), can be com-

puted efficiently via a semi-definite programme (SDP). We leave an
explicit proof open, however, the derivation of Eq. (38) suggests the
asymptotic CE-bound (53) to apply also to protocols involving (local)
adaptive measurements82.

For illustration, in Fig. 10weplot in blue the respective inverses of
F ðCEÞ
N and F ðCE,asÞ

N for p=0:1 and η =0.9. Note that, as it should, the
presence of dark counts worsen the estimation precision as compared
to the having just lossy detectors, which can be obtained by taking
p ! 0, and are plotted in black. As a side note, in the latter case, F ðCEÞ

N
and F ðCE,asÞ

N =η=ð1� ηÞ have also been obtained by expanding the space
to a qutrit state, where an auxiliarymode 3 is introduced to keep track
of the 0

0

� �
outcome69. Meanwhile, on the other extreme, when the

detector has unity efficiency but only just dark count, we have
F ðCE,asÞ
N =Nðp�1 � 1Þ. Interestingly, weobserve that the CE-bound for the

effect of pure losswith rate 1−η is the same as that of a pure dark count
with rate p= 1� η, true both for finite-N and asymptotically.

Data availability
All data relevant to this study are available from the corresponding
authors upon request.

Code availability
The code used for simulations is available from the corresponding
authors upon request.
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