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Abstract

Objectives To assess the performance of feed-forward back-propagation artificial neural networks (ANNs) in detecting field
defects caused by pituitary disease from among a glaucomatous population.

Methods 24-2 Humphrey Visual Field reports were gathered from 121 pituitary patients and 907 glaucomatous patients.
Optical character recognition was used to extract the threshold values from PDF reports. Left and right eye visual fields were
coupled for each patient in an array to create bilateral field representations. ANNs were created to detect chiasmal field
defects. We also assessed the ability of ANNs to identify a single pituitary field among 907 glaucomatous distractors.
Results Mean field thresholds across all locations were lower for pituitary patients (20.3 dB, SD = 5.2 dB) than for glau-
coma patients (24.4 dB, SD = 5.0 dB) indicating a greater degree of field loss (p < 0.0001) in the pituitary group. However,
substantial overlap between the groups meant that mean bilateral field loss was not a reliable indicator of aetiology.
Representative ANNs showed good performance in the discrimination task with sensitivity and specificity routinely above
95%. Where a single pituitary field was hidden among 907 glaucomatous fields, it had one of the five highest indexes of
suspicion on 91% of 2420 ANNS.

Conclusions Traditional artificial neural networks perform well at detecting chiasmal field defects among a glaucoma cohort
by inspecting bilateral field representations. Increasing automation of care means we will need robust methods of auto-
matically diagnosing and managing disease. This work shows that machine learning can perform a useful role in diagnostic
oversight in highly automated glaucoma clinics, enhancing patient safety.

Introduction

There is a relentlessly growing demand for glaucoma ser-
vices worldwide driven by an increasing population,
increasing life expectancy, earlier diagnosis, and a pro-
liferation of treatment modalities. Innovation in models of
care delivery have sought to redress the imbalance between
supply and demand: devolution of routine care to non-
ophthalmologists and the introduction of virtual clinics, for
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example, have allowed high quality care to be delivered to
more patients at lower cost. The next logical step in this trend
is greater reliance on computers to perform clinical data
analysis and to make automated care decisions for patients.
Recent advances in machine learning, a field of artificial
intelligence, substantially increase the capability of compu-
ters to perform human-like analysis of complex clinical data.
This technology will likely drive significant automation of
care in the future. In an automated clinic, it would be hoped
that the ophthalmologist can take on the role of supervisor,
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checking global metrics of clinic performance, reviewing
cases flagged as high risk, and assessing a proportion of
patients cared for to ensure appropriate management.

There are reasonable concerns, however, about changing
models of care provision. Though there is evidence that
glaucoma is well managed in virtual clinics [1, 2], there is
still a reliance on the training and expertise of the super-
vising ophthalmologist who is always at risk of being
overwhelmed by the deluge of assessments. The system
may therefore miss important diagnoses when a non-expert
assessor sees a patient—it is simply not feasible for the
supervisor to review all work undertaken in the virtual clinic
or in future automated clinics. A classic pitfall in a glau-
coma clinic is the unrecognised chiasmal-compression-
associated visual field loss from a pituitary mass [3, 4].
Machine learning tools may assist in flagging those cases in
need of a second look, reducing this risk.

Machine learning is a branch of artificial intelligence. It
allows computers to perform tasks by learning from exam-
ples, rather than requiring explicit, task-specific programming.
When there is high quality data with which to train the
computer, and the machine learning algorithm is appropriately
chosen, this approach allows extremely complex tasks to be
performed far more successfully than conventional computing
approaches. The modem history of machine learning can be
traced to the middle of the 20th century [5], and it has been
applied in glaucoma for at least 20 years [6, 7].

Various paradigms in machine learning have enjoyed
success, but the most flexible has proven to be the artificial
neural network. These consist of nodes and links which bear
a superficial resemblance to neurones and dendrites,
respectively. The classic structure is a feed forward back-
propagation neural network. These consist of at least three
layers of nodes: an input layer of nodes which allows
information to be fed into the network; one or more “hid-
den” layers of nodes where the inputs are combined; and an
output layer of nodes where the response of the network is
reported. Each layer is connected to the next by links which
vary in strength as the neural network learns. Errors during
the learning process are “propagated” backwards to alter
link strengths and improve performance.

Recently, advances in hardware processing power and
machine learning understanding have allowed successful
deep neural networks to be developed. These show great
promise in performing very complex tasks which previously
confounded artificial neural networks, for example beating
the world Go champion [8] or winning the game show
Jeopardy [9]. Simply put, deep neural networks consist of
many layers of nodes, with more complex structures and
more complex rules determining learning behaviour.
However, deep learning requires very large amounts of data
to learn, and much more processing power, and is not
always required when the learning task is simple.

SPRINGER NATURE

Multiple paradigms in machine learning (among them
artificial neural networks) have achieved notable successes
in glaucoma including, but not limited to, detecting early
visual field change [10], detecting progression [11], and
analysing fundal and OCT images [12]. There has been
much less interest in applying the technique to differentiate
glaucoma from its masquerades. More traditional approa-
ches to data analysis have had some success in this. The
Neurological Hemifield Test [13, 14], for example, has been
shown to perform, as well as sub-specialist clinicians in
detecting neurological field defects from among a popula-
tion of glaucoma patients.

In a theoretical automated clinic, it is vital that some of the
general abilities of a human clinician are simulated. An
exclusive focus on managing glaucoma could be dangerous
if it ignores the existence of co-pathologies or masquerading
conditions. In this paper, we assess the ability of artificial
neural networks, a well-established paradigm in machine
learning, to detect visual field defects due to pituitary disease
from among a large population of glaucomatous visual fields.
We also hope this paper will serve as an accessible example
of how machine learning (a complex field for a clinician)
could begin to help our clinical practice in the near future.

Materials and methods

The project was covered by UK Research Ethics Committee
and Health Research Authority approval (IRAS project ID
232104). The work adheres to the Declaration of Helsinki.

Identification of patients

Patients with pituitary lesions were identified from the
database of the pituitary multi-disciplinary team at Adden-
brooke’s Hospital. Visual fields for these patients were
identified from the Humphrey’s Visual Field machines. The
visual fields were screened by an experienced clinician.
Those with no significant field loss were excluded, as were
noisy fields with no discernible pattern of loss. Fields with a
pattern that was not classic for chiasmal compression were
allowed in to the training dataset.

Glaucomatous visual field data (n =907 bilateral fields)
were obtained from a database of Humphrey’s Visual Field
data kept by private practice group based in Sydney (Aus-
tralia). This dataset included a range of severities (from mild
to severe) and patients with monocular and binocular field
loss.

Extraction and handling of visual field data

Humphrey visual fields (24-2) were available in PDF for-
mat. For the pituitary group, an optical recognition
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Fig. 1 Examples of bilateral field representation for three pituitary
fields (top) and glaucomatous fields (bottom). For each pair, the left
field represents the left eye and the right fields the right eye. The fields
are oriented as the patient would see the world, i.e. temporal loss is

programme was developed in Matlab (Mathworks Inc.,
Nantick, MA, USA) to extract the numerical values and
laterality from each PDF. No errors were detected in a
random comparison of extracted values from 20 PDFs.
Search and replace was undertaken to remove the symbol
“<” from the entry “<0”. An equivalent, proprietary optical
character recognition technique was used to extract the raw
data from the glaucomatous group. For this study, the raw
data from the numeric decibel map was considered. Values
were transcribed into a matrix, with data from both eyes
coupled for a single visit to clinic. Each pair of visual fields
was labelled as a glaucomatous or pituitary defect. Each
entry could be transformed into a bilateral graphical repre-
sentation of field loss (Fig. 1 shows examples from the
pituitary and glaucoma groups).

Machine learning

Machine learning was performed in Matlab using the Neural
Networks Toolbox (Mathworks Inc., Nantick, MA, USA).
Feed-forward back-propagation artificial neural networks
were created. The input layer had one node per point on the
bilateral visual field representation giving 108 inputs in total
(54 per eye). A hidden layer size of 10 nodes was chosen.
There was one output node, the activity in which would
represent suspicion of chiasmal field defect. Sigmoid hidden
and softmax output neurones were employed, and training
was undertaken with scaled conjugate gradient back-
propagation. Owing to the simple structure of the network,
CPU training could be undertaken with each network
trained taking <20 s.

Two assessments of this network structure were made.
First, the performance of the network was tested using a
training set of 70% of the total available bilateral field
representations with 15% each used for validation and post-
training testing. Inclusion of 15% of the fields in a

!:

shown temporally, superior loss superiorly. Predominantly temporal
defects are shown in the three pituitary field representations, whereas
the glaucomatous fields show more variation in defect shape, position,
severity and laterality

validation set allows “overfitting” to be detected. As train-
ing progresses, there is a risk that the network will effec-
tively memorise the fields it has seen rather than relying on
categorisation strategies that can be adapted to unseen
fields. During training, overfitting is detected by analysing
the error rate in the validation set. When the error rate
among the validation set begins to rise during training (even
if the error rate on the training set is still decreasing), then
training is terminated and the network weights and biases
that give minimum error in the validation set are used.
Useful metrics of post-training performance include con-
fusion matrices (false and true positives and negatives), and
ROC curves.

Second, a “needle-in-a-haystack” task was simulated. A
fresh artificial neural network was trained (same structure
and protocols as above) using the same ratios for training,
validation, and testing datasets as above. One of the 121
pituitary fields was withheld entirely from the training
process. The trained network was then presented with all of
the glaucomatous bilateral field representations (n =907,
the “haystack”) and the single pituitary field (the “needle”)
held back during the training process. This process of
training and interrogation was repeated 20 times for each of
the 121 pituitary fields. Performance of each of the 2240
artificial neural networks generated in this way was char-
acterised by the rank position of the pituitary field in terms
of suspicion of non-glaucomatous diagnosis among the 907
distractor glaucoma fields.

Results
Characteristics of the visual field representations

Figure 1 shows a selection of the pituitary and glaucoma-
tous bilateral visual field representations. Mean dB

SPRINGER NATURE
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Fig. 2 Box and whisker plot of mean threshold (dB) across all bilateral
field representations for glaucomatous fields (left) and pituitary fields
(right). Field loss was greater (p <0.0001) in the pituitary group,
though mean field loss fell within the limits of the glaucomatous field
distribution

threshold across fields for both eyes in the pituitary group
was 20.3 dB. The corresponding values for the glaucoma-
tous fields was 24.4 dB. The mean field loss across the
bilateral representations was significantly greater in the
pituitary group (p <0.0001, unpaired #-test). However, there
was significant spread in both glaucomatous (SD = 5.0 dB)
and pituitary (SD =5.2 dB) groups, and resulting overlap
means that mean amount of field loss alone was not a
reliable indicator of glaucomatous or pituitary aetiology.
Figure 2 visualises the characteristics of mean field loss in
the two groups.

Performance of the neural network

Confusion matrices for the task of diagnosing each field as
glaucomatous or pituitary are shown in Fig. 3, as are the
receiver operating characteristic plots for this task. Perfor-
mance shown in Fig. 3 is representative of many repeats of
neural network training. Better and worse performance
could be obtained by randomly changing the constituents of
the training, validation, and testing groups. For the example
shown in Fig. 3, sensitivity was 95.9% and specificity and
99.8% specificity across the whole test population.

The “needle-in-a-haystack” analysis ranks each bilateral
field according to the likelihood of being a pituitary field. As
there was a single pituitary “needle” and 907 glaucomatous
fields in the “haystack”, a rank of 1 means that a given field
is the most likely candidate to be a pituitary field, and a rank
of 908 corresponds to the least likely. Across the 2420
artificial neural networks generated (20 repeats for each of
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121 pituitary fields withheld during training), the median
rank given to the pituitary field was 1st (mean rank was 14th
being skewed by the few fields poorly identified and having
high ranks). Figure 4 shows the performance of the artificial
neural networks in this task in more detail. Figure 5 shows
the fields in the pituitary which ranked outside the top 5 in
terms of suspicion of being pituitary.

Discussion

Enthusiasm for machine learning and artificial intelligence
in ophthalmology tends to focus on their potential to
improve upon and automate specific aspects of a patient’s
workup for a known diagnosis. In glaucoma this includes
assessment of the optic disc [15, 16], detection of field
progression [11, 17], and analysis of an OCT scan [12].
Relatively neglected has been consideration of how these
technologies will simulate the more general processes a
human clinician performs. This leads to reasonable objec-
tions: when a machine that knows only glaucoma is
managing a patient, what if that patient has, or develops, a
different diagnosis? There is a need to consider how these
new technologies can be adapted to use in clinic, and we
must also be cautious not to rely too heavily on the isolated
judgements made by machine learning approaches even if
the underlying methodology is powerful [18].

Missed pituitary tumours in the glaucoma clinic are a
well-known clinical pitfall [3, 4]. When they present with
progressive visual field loss, they can only be distinguished
from glaucoma if they present with other symptomatology
(many will not) or by consideration of visual fields (pre-
ferably bilateral). Other clinical findings suggestive of
chiasmal compression might be suggestive to the neuro-
ophthalmologist (for example colour vision and RAPD), but
these might not arouse suspicion in a high-volume glau-
coma clinic staffed by non-specialists. Most automated
assessments of visual fields consider only a single eye,
though there are algorithms that can detect a neurological
field loss despite this [13, 14]. Machine learning will
undoubtedly contribute significantly to visual field inter-
pretation in future manned and automated clinics. As yet,
there has been little consideration of how machine learning
can be applied to detect non-glaucomatous diagnoses where
bilateral field representations are required.

The results we present here support the adaptability of
feed-forward back-propagation artificial neural networks, a
well-established paradigm in machine learning, to the task
of detecting pituitary visual field defects in a realistic set-
ting. Among our visual fields from pituitary patients, some
showed classic bitemporal hemianopias with a sharp dis-
tinction between the normal nasal fields and lost temporal
fields. Most, however, were less classic with only partial,
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Fig. 3 Confusion matrices for training, validation, and test groups are
shown on the left, as well as a confusion matrix for all data combined.
Class 1 are pituitary fields, class 0 glaucomatous. Green squares are
true negatives and positives, red are false positives and negatives. The
bottom left “test confusion matrix” shows the performance of an
artificial neural network confronted with fields that were not used
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Fig. 4 Cumulative plot of rank (abscissa) within which the 2420
artificial neural networks (ordinate) classify the pituitary visual field.
1631 out of 2420 networks identified the pituitary field as the most
likely (rank #1, 67%) to be of pituitary aetiology; 2195 identified it as
one of the most likely five (rank #5 or better, 91%); and 2268 as one of
the most likely 10 (rank #10 or better, 94%)

and not always symmetric, loss. This corresponds to the
clinical observations that bitemporal hemianopia is the
classic but by no means exclusive pattern of field defect
seen in pituitary lesions [19, 20]. The pituitary fields on
which the artificial neural networks performed most poorly
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during the training process (i.e. not in the training or validation group).
In this example (which is representative of many repeats—neither the
best nor the worst performing network generated), the test matrix
shows two false negatives where pituitary fields were classified as
glaucomatous, and no false positives. The respective receiver operat-
ing characteristic curves are shown for all groups on the right

are shown in Fig. 5. These fields are far from classic for a
pituitary mass and may not be diagnosed as such by many
doctors. As we hoped to represent a real-world scenario,
where training dataset could be selected from electronic
medical records with minimal human supervision, we
resisted the temptation to prune the pituitary field dataset
down to classical fields.

This work has limitations. It is unclear, for example,
when applied to a real clinic where the rate of pituitary
tumours will be low, whether too many false positives
would arise. We do not, however, envisage this approach as
forming part of a fully automated pathway for some time—
detection of a potential chiasmal defect would not auto-
matically lead to an expensive and possibly unnecessary
MRI scan, but rather flag the patient record for review by a
senior clinician. Based on the results we describe here, a
senior clinician reviewing five fields out of a clinic popu-
lation of 1000 would give the opportunity to detect the
majority of pituitary tumours (91% based on an incidence
here of 1.1 pituitary lesion per thousand patients in a clinic
—the true incidence of pituitary lesions in a glaucoma clinic
is not known). We also did not include structural data, for
example from an OCT. Undoubtedly this would improve
accuracy but would also limit the benefits to those patients
who had access to structural imaging—many clinics in less
developed countries will not have these machines, and

SPRINGER NATURE
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Fig. 5 The fields from the
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reliable scans are not possible in all patients (for example
where cataract makes automated analysis inaccurate).

We also concentrate only on a single type of neurological
field defect—variants of bitemporal hemianopia due to
chiasmal compression. There are many other patterns of
field loss that suggest a non-glaucomatous diagnosis:
among these are altitudinal defects caused by ischaemic
optic neuropathy, congruous and incongruous homonymous
field loss from post-chiasmal lesions, and scotomata from
optic neuritis. A follow-on study will consider these pat-
terns, and there is no reason a priori to believe that per-
formance will not translate. The major challenge will be in
building a training dataset for those more uncommon pat-
terns of field loss. Even a very large centre, for example,
may only have a few examples of a junctional scotoma to
contribute to a machine learning approach.

The machine learning paradigm we employ, the tradi-
tional feed-forward back-propagation neural network, might
seem dated given the current success of deep neural net-
works. However, it is an appropriate tool for the task. The
amount of data we had available, and the relative simplicity
of the task of detecting specific patterns of field loss, make
deep learning a rather large hammer with which to hit a
small nail. In future work, where many more visual fields
will be available, and combination with structural measures
would be desirable, then a more complex machine learning
paradigm, such as deep learning (or whatever comes next)
would certainly be worthwhile. The intention of the current
work is not to try to exceed the performance of the trained
human (who will form his diagnostic suspicion using many
data sources), but simply to show that this particular task
(using visual fields alone) can be performed well in a semi-
automated fashion.

Until machine learning can furnish us with a generalised
intelligence capable of learning to perform medicine like a
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human does, we will likely have to rely on a battery of
algorithms that are expert at specific aspects of patient care.
Our work shows that machine learning adapts well to the
interpretation of bilateral visual field representations and
can detect an important pathology to distinguish from
glaucoma. Follow on projects will expand the work to
categorisation of all visual field patterns and introduce
structural measures to further refine accuracy.

Summary
What was known before

e Machine learning is a powerful technique for analysing
patient data.

e Computer algorithms are successful at distinguishing
between glaucomatous and neurological field defects.

What this study adds

e By considering bilateral field representations, simple
machine learning techniques are highly successful in
distinguishing field loss caused by chiasmal compres-
sion from that caused by glaucoma.

e This approach can support surveillance of patients in large
virtual clinics and in the automated clinics of the future.
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