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Fair shares: building and benefiting from healthcare AI with
mutually beneficial structures and development partnerships
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Artificial intelligence (AI) algorithms are used in an increasing range of aspects of our lives. In particular, medical applications of AI
are being developed and deployed, including many in image analysis. Deep learning methods, which have recently proved
successful in image classification, rely on large volumes of clinical data generated by healthcare institutions. Such data is collected
from their served populations. In this opinion article, using digital mammographic screening as an example, we briefly consider the
background to AI development and some issues around its deployment. We highlight the importance of high quality clinical data
as fundamental to these technologies, and question how the ownership of resultant tools should be defined. Though many of the
ethical issues concerning the development and use of medical AI technologies continue to be discussed, the value of the data on
which they rely remains a subject that is seldom considered. This potentially controversial issue can and should be addressed in a
way which is beneficial to all parties, particularly the population in general and the patients we serve.
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INTRODUCTION
Artificial intelligence (AI) is generally reckoned to date from the
1950s, the term being coined originally by Professor John
McCarthy. It developed strongly in the 1960s and 1970s,
concentrating primarily on symbolic, as opposed to numerical,
computation, with particular foci on natural language under-
standing and on reasoning. Until the mid 1980s, machine learning
(ML) was a small sub-field of AI, but impetus was given to ML by
the development of back-propagation methods and hidden layers
between input data and output results during the training phase.
ML methods have since developed strongly, to the point where
techniques based on deep learning are now sufficiently advanced
to show impressive results in retrospective studies1,2 and are
beginning to be used in clinical practice.3

Deep learning aims to uncover relationships within the data
that are latent, and appears to be a more successful approach to
medical image analysis than previous methods of computer
analysis such as explicitly programmed feature extraction. Deep
learning may be combined with other more conventional filtering
and analysis methods within an AI system. Indeed, recent
advances offer a realistic chance to improve many areas of
medical care and population health. The arguments raised here
apply to many medical areas; this article focuses on breast
screening mammography as an example.
Deep learning methodologies require two fundamental ingre-

dients to produce a clinically useful model: the “architecture” of

the machine learning system; and the clinical data used to train,
validate, and then test the model. Developing these technologies
requires extensive input from both. In ML parlance, the
“architecture” refers to the technical details of the structure of
the ML system: the number of stages, the number of data inputs
at each stage, the spatial resolution of the data at each stage, and
the “loss function” that drives the learning. There are numerous
books, tutorials, and freeware available that explain the current
crop of choices and facilitate experimentation. Several of the most
commonly used and successfully applied deep learning architec-
tures are publicly available,4,5 and software to realise popular
architectures such as ResNet and U-Net are available in software
libraries such as Python. However, the customisation, tuning and
set up involved in adaptation to any given application all require
significant investment in time, expertise and computing capacity.
Since this article is primarily about the clinical data used for
training, validation, and testing, we largely omit further discussion
of the topic here. It suffices for the purpose of this article to note
that, in most cases, ML systems, particularly deep (i.e. many
stages) convolution (i.e. oriented toward images as opposed to
unstructured data) neural networks require large volumes of data
to train, validate, and test them. From the published literature,
most groups claiming successful results have used tens of
thousands or hundreds of thousands of examples for training
and development.1,2,6 The provision of such large, carefully
curated medical data sets is often challenging. Note that by way
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of contrast, in non-medical domains, such “very large” data sets
are increasingly available via the internet, Cloud, and social media
(where images are posted).
Health data, for example from screening mammography,

together with associated metadata, for example demographic
information and identified pathology, is available throughout the
world. However, such data is not often available in a form that is
immediately suitable for training a deep learning model. Curation
of representative datasets of sufficient size and quality to enable
ML development is demanding and requires planning and
resources. Moreover, there are potential conflicts between, on
the one hand, medical advances based on innovative use of
patient data, which was not originally gathered for that purpose,
and, on the other, maintaining public trust in patient data
protection. Evidently, we must ensure public support for such
novel uses of their data. One approach is to establish partnerships
between trusted data holders and AI algorithm developers,
developing ethical guidance and public information campaigns.
We should follow an approach which is transparent and mutually
beneficial whenever feasible. There are projects underway which
aim to promote this.7

DATA REQUIREMENTS, CURATION AND VOLUMES
As noted above, deep convolutional neural networks require large
volumes of data to reach the high levels of performance that are
required for use in clinical practice. While it is reasonable to
suppose that the performance gain of using additional data
reaches a plateau, the data requirements to achieve such a
plateau may be very high given the wide variation in features
contained within medical data. No upper limit has yet been
demonstrated. This raises the exciting possibility that the
performance of a system, perhaps as a combination of expert
human and AI, could eventually substantially exceed that of
human interpretation alone. It is therefore likely that the most
valuable data will be at a population scale rather than from an
individual hospital or small group of hospitals.
The quality of the data on which the training is performed is

crucial. “Ground truth” is a term used for the values on which AI
systems are typically trained (supervised learning). The underlying
truth, for example the presence or absence of cancer, may be
difficult to establish; but, as in almost all medical research, an
approximation to the truth must be based on the information
available. In the case of breast screening, a pathologically
confirmed cancer may be considered “truth”; but it is more
difficult to establish that a mammogram is “normal”. Long term
follow-up data allows characterisation of an earlier study as
normal if no cancer has developed in the interim period.
Inaccurate or incomplete records may render ground truth data
unreliable, making it unusable, or even detrimental, for use in
deep learning.
It is essential that the datasets used for training, validation and

testing of a ML system should be representative of the variation
contained within the target population. Such variety includes:
technical differences in mammography equipment; ethnic diver-
sity within a population, and should capture or encompass to
some extent the wide variety of normal and pathological features
represented on mammograms. Such representative data sets will
inevitably be very large and will offer the potential to develop
training data which can be highly tuned.
Using such data sets, it may be possible to prioritise detection

of the cancers of greatest biological significance so that a system
offers increased sensitivity to them, whereas lesions which are of
lesser significance may be de-prioritised. For example, small high
grade invasive cancers are considered to be the most important
cancers to detect at mammographic screening because they are
most likely to kill if left untreated. It is feasible to train a model
specifically to detect such lesions. It may be beneficial to have a

more sensitive but less specific operating point for such cancers as
compared to more indolent appearing lesions. In the case of
breast screening, such an approach would be likely to favourably
influence the balance of benefits and harms by increasing the
number of significant cancers that are detected and by reducing
the number of unnecessary investigations and treatments for
lesions which are unlikely to cause harm.
However, small high grade cancers are relatively rare in a

heterogeneous screening dataset. They are technically difficult to
identify at mammographic screening and, because they tend have
a faster sojourn time, many will not be captured by bi- or triannual
screening. They are more often identified when they are larger, or
when they present symptomatically as interval cancers. This
means that examples derived from population screening of
millions of women would be required to capture this detailed
granularity required for optimal training. Such granularity would
help to make further advances in personalised screening, where
investigations are tailored to the individual according to their risk
of developing a harmful malignancy.

ADVANTAGES TO THE NHS OF CO-ORDINATING THE USE OF
DATA
The UK NHS breast screening programme (NHS BSP) comprises a
large amount of imaging data of relatively consistent high quality
across the diverse populations of the UK. This suggests that it
could be a powerful source for training and testing AI models.
Though the programme only screens just over 2 million women
per year, compared to the approximately 40 million women
screened annually in the USA, the routine and essentially uniform
collection not only of images but also of associated metadata
potentially offers an advantage to AI developers.
The NHS holds large quantities of similar scientifically and

commercially valuable datasets collected during routine clinical
care. The availability of long term follow-up data allows more
reliable determination of ground truth. However, at present, these
datasets are distributed around different NHS trusts, compiled
using a variety of information systems, and, without dedicated
curation or smart information systems, are not readily available for
use. Happily, there is substantial expertise within the UK research
community to define and identify appropriate data points to
determine ground truth and to develop high quality datasets from
this wide variety of NHS systems to the point where they could be
suitable for use in AI applications.8 The use of cloud infrastructure
addresses many of the challenges around data size, processing
and potentially for methods of implementation. However, it is
important to note that the value of this data is not perpetual, not
least as imaging and other technologies evolve, downgrading the
importance of legacy data compared to data acquired using
contemporary techniques.
At present, the regulatory and governance procedures which

must be navigated by AI developers wishing to work with the NHS
BSP are in many cases laborious and time-consuming. The
decision makers who control access to the data find themselves
in relatively uncharted waters, and tend, unsurprisingly, to tread
cautiously. There is a need for guidance, simplification, and for the
data to be unified in safe and secure ways so that the women
served by the NHS BSP will be the ultimate beneficiaries of the
huge benefits that robust AI algorithms could provide. By taking
the initiative on these developments the NHS central commission-
ing bodies may be able to influence the direction of technological
development. They could, for example, stipulate the desired
behaviour of models trained on their data by specifying the
balance in sensitivity and specificity in a variety of scenarios, such
as in the case of suspected small high grade cancers
discussed above.
Different tasks for AI tools will also require different behaviours.

For example, an AI system could be tasked with triaging out
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normal screening mammograms, thereby freeing up the relatively
scarce, over-stretched breast radiologists for those tasks that
demand their expertise. This would require a very different
operating point, with a high negative predictive value, compared
to that where it is acting as a second reader. Dialogue between
technology developers and service providers to better understand
each others capabilities and needs, supported by appropriate data
use, should enable improved tools to be developed.
Independent test sets are used to demonstrate the performance

of an AI system for a defined task. Test sets should be highly
representative of the target population and must not have been
seen or controlled by technology developers. Such test sets, of
sufficient size to offer reliable results, are urgently required for
assessment of these technologies in retrospective studies.
Subsequently, prospective clinical studies should be performed
prior to widespread adoption. The NHS needs to avail itself of
these exciting possibilities and important responsibilities. The
recently launched NHSx project “National AI Medical Imaging
Platform”9 will hopefully be able to address exactly these issues.
What the NHS does could positively influence the impact of these
technologies in the UK and on other healthcare systems around
the world.

OWNERSHIP AND CONTROL OF TRAINED AI MODELS
Currently, in most instances, the default model for development
and use of this type of clinical tool is for a technology developer to
gain rights to use population/patient derived data and retaining
all rights and control over the resultant model. However, any such
model has had vital input not only from the engineers and
scientists who have built them, but also from the clinical data on
which they were trained—the individual patient’s information and
the clinical team’s input in terms of image interpretation and
subsequent management.
The ultimate impact that AI technologies will have on society

will be profound. Optimal outcomes will only be achieved through
mass participation. This will only happen if there is a high level of
trust and a belief that this is a fair use of population data. A recent
UK government survey10 reaffirms that the NHS enjoys a high level
of trust amongst the public for data handling, exceeding that even
of banks and friends. This trust is valuable and must be cherished
and protected. Participants in screening programmes implicitly
consent to the use of data for research, but may not be explicitly
aware that data may be used for developing commercial products.
Recently the UK government has published a policy paper

“Preparing for the National Data Strategy”.11 This has highlighted
some of the issues covered above including data availability and
the opportunities that this data offers. At the moment, no
mechanism has been proposed to recognise the inherent value of
the contribution of health data derived from the population, and
this issue is seldom considered.12,13

Provided that absolute safeguards are in place as regards
data protection, and so long as the main beneficiaries are their
fellow citizens, the overwhelming majority of the population is
likely to support the use of their data to improve the healthcare
system.
The same government survey10 showed that 79% of respon-

dents agreed they would share data about themselves to develop
new medicines or treatments. This is far higher than for any other
purpose included in the survey. Widespread public support is less
likely if there is the perception, real or otherwise, that the data is
being harvested for the advancement of profit for commercial
providers or used for purposes that are unexpected.
Perhaps an equitable way for society to maximally benefit from

AI technologies is to have a stake in the trained models where
population data has been used, as has been done in other parts of
the European Union, notably the Netherlands. In particular, the
population that contributed data must have access to any

improvements that this data enables through whatever system
is envisaged.
To maximise the success and potential of the opportunity to

enhance medical care and improve clinical outcomes, balanced
even handed approaches in true partnership are likely to get the
greatest support from the general population, health care systems
and AI development teams.

CONCLUSION
Large-scale well curated clinical datasets, such as could be built
with mammographic breast screening data, will be essential to
realise the benefits that AI techniques can bring to healthcare. If
data remains isolated in hospital systems and is not used for the
development of AI systems, everyone will miss out on the
potential benefits. To maximise the potential of our data we
should invest in building usable national datasets, allowing us
scope to direct and lead these developments. However, there is a
potential tension between maximising the scientific power of this
data and recognising and protecting the contribution of
individuals and society, along with the commercial value that
their contribution represents. New approaches to addressing this
balance are urgently required. If we can achieve this, we all benefit
by allowing healthcare AI to flourish.
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