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Although the overall incidence of pediatric oncological diseases tends to increase over the years, it is among the rare diseases
of the pediatric population. The diagnosis, treatment, and healthcare management of this group of diseases are important.
Prevention of treatment-related complications is vital for patients, particularly in the pediatric population. Nowadays, the use of
artificial intelligence and machine learning technologies in the management of oncological diseases is becoming increasingly
important. With the advancement of software technologies, improvements have been made in the early diagnosis of risk
groups in oncological diseases, in radiology, pathology, and imaging technologies, in cancer staging and management. In
addition, these technologies can be used to predict the outcome in chemotherapy treatment of oncological diseases. In this
context, this study identifies artificial intelligence and machine learning methods used in the prediction of complications due to
chemotherapeutic agents used in childhood cancer treatment. For this purpose, the concepts of artificial intelligence and
machine learning are explained in this review. A general framework for the use of machine learning in healthcare and pediatric
oncology has been drawn and examples of studies conducted on this topic in pediatric oncology have been given.
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IMPACT:

® Artificial intelligence and machine learning are advanced tools that can be used to predict chemotherapy-related

complications.

® Algorithms can assist clinicians’ decision-making processes in the management of complications.
® Although studies are using these methods, there is a need to increase the number of studies on artificial intelligence

applications in pediatric clinics.

INTRODUCTION
The National Cancer Institute defines cancer as a disease that
occurs when the cell grows uncontrollably and invades other parts
of the body." Cancer incidence rates in the pediatric population
have increased by an average of 0.8% per year since 1975,
depending on the type of cancer among both children and
adolescents. Despite the increase in incidence, thanks to advances
in cancer treatment and technology, mortality rates are decreasing
in both children and adolescents. Thus, according to the data of
2019, mortality in children was calculated as 1.8 per 100,000 cases
and in adolescents as 2.8 per 100,000 cases.>

The most commonly used method in cancer is treatment with
chemotherapic agents. It can be used alone or along with surgical
treatment and radiotherapy, depending on the clinical condition
of the patient.®> The main purpose of chemotherapy is to destroy
cancer cells, stop their spread, and thus cure the disease. It should
be applied to increase the quality of life by eliminating
the symptoms related to the disease (palliative), to reduce the
risk of relapse after surgery or radiotherapy (adjuvant), or to

facilitate treatment by applying it before surgery or radiotherapy
(neoadjuvant).*™®

Cancer treatment is based on the type and stage of cancer.
Some factors should be considered when creating a treatment
regimen to be administered to people diagnosed with cancer.
Individuals are divided into different risk groups, considering the
age at diagnosis, tumor stage, pathological findings related to cell
cycle and differentiation, and genetic factors such as oncogenic
mutations or translocations.” For example, in hematological
malignancies, the higher the risk group of individuals, the higher
the dose and frequency of the treatment they receive. As the dose
of treatment increases, whether it is radiation therapy or
chemotherapy, it is inevitable that treatment-related complica-
tions will occur.® Chemotherapy not only affects cancer cells but
also has effects on healthy cells. In particular, it has serious effects
on the gastrointestinal, hematopoietic, reproductive, and nervous
systems.” The most common gastrointestinal complications
are nausea, vomiting, oral-anal mucositis, bowel changes,
dysphagia, taste changes, and weight loss.'®"'? Bleeding due to
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thrombocytopenia, infection, and fever due to neutropenia,
dyspnea, and fatigue due to anemia are hematopoietic complica-
tions.'>'® Also, complications such as organ toxicity, sensory
disorders, cognitive disabilities, pain, anxiety, and depression are
also observed.'”"® In a population with so many treatment-related
complications, the importance of complication management is
indisputable. With today’s technology, there have been great
developments in the health services for oncological diseases. One
of these technological developments is the integration of artificial
intelligence (Al) and machine learning (ML) into the field, which is
the main subject of this review. The purpose of this review is to
provide examples of studies using Al and ML technologies, to
explain the methods and algorithms that can be used on the
subject, and to shed light on the authors for future studies.

Artificial intelligence

Al is a subfield of computer science that studies algorithms to
perform human-like cognitive functions such as learning and
problem-solving®. Just like human cognitive abilities, Al uses prior
knowledge to analyze patterns within data. The biggest difference
between Al and human cognition is that Al can perform these
analyses in a very short time and without any physical or mental
effort.>° The program used for Al is the intelligent agent that
interacts with the environment. The agent determines the state of
the environment through sensors or inputs and can influence the
state through actuators. Translation of inputs into actuators occurs
through functions within the agent, which is called the agent’s
control policy. In other words, learning algorithms are used to
imitate human intelligence in Al, whose main purpose is to
capture human-like intelligence in machines.?'

Today, Al applications have been developed in almost all fields
that interact with information technologies (especially health,
military, transportation, manufacturing industry, agriculture, trade,
etc.) and this development continues. For instance, speech
assistants such as Alexa, Siri, Cortana, or Google Assistant,
designed to be almost indistinguishable from humans, a self-
driving and maneuverable car, aircraft, or ship, a consultant on
online commerce sites or mobile services, recommending various
products and obtaining bank loans. Algorithms developed for
validation are some intelligent systems developed for Al with
which humans interact directly. This growth and commercializa-
tion of Al applications are especially the success of ML
algorithms.?

Machine learning
ML was defined by Arthur Samuel as a subfield of computer
science that gives “computers the ability to learn without being
explicitly programmed”.?®> Developed from pattern recognition
and computational learning theories in Al, ML includes the
creation and examination of algorithms that can learn from data
and make predictions. ML algorithms are dynamic and tend to
evolve as more data is provided, in other words, learning.>* ML
algorithms build a model from sample inputs (training dataset)
and make data-based predictions and decisions.?® In this respect,
ML is a critical field of Al as it can model based on experiences and
help predict future events accurately. ML has very successful
applications in a wide variety of fields such as health, education,
sensor technology, transportation, manufacturing, and finance.?®
ML techniques are classified according to input/label variables
(supervised, unsupervised, and reinforcement learning) and out-
put/feature variables (handcraft-based and non-handcraft-based
techniques).>* Supervised algorithms predict a known outcome.
This learning is used to perform one of the two tasks: classification
and regression. The main difference between these two tasks is
that the label or output predicted in classification is discrete or
nominal (categorical), whereas in regression the predicted is
continuous (numerical) or ordered value.?” Some of the most
commonly used methods in supervised learning are Naive Bayes

Pediatric Research (2023) 93:390 - 395

S. Ardahan Sevgili and S. Senol

(NB), linear and logistic regression (LR), support vector machines
(SVM), neural networks (NN), decision tree (DT), k-nearest
neighborhood (KNN) and Random Forests (RF).*® As aforemen-
tioned, supervised learning is often used to predict future events
from past data. For instance, if the objective is to predict the
mortality of the patients after acute lymphoblastic leukemia (ALL)
treatment, the model will be trained on a dataset containing
information on patient, disease, and treatment-related complica-
tions as well as the associated outcome (survival) for each
individual. It is usually determined by measuring the predictive
power on datasets that are excluded in the model development
process (test and validation data) to measure the performance of
models developed through supervised learning.?’

Unsupervised learning is an ML method used to detect
relationships and dependencies in unlabeled data, hence this
method is not intended to predict an outcome. Some of the most
used methods in this type of learning are clustering, association
rule mining, anomaly (outlier) detection, density estimation, and
representation learning. The main purpose of unsupervised
learning is to induce the internal data structure to produce a
useful representation without the aid of explicit class labels.?*

Reinforcement learning can be characterized as a group of
algorithms that work sequentially. A reinforcement algorithm,
which is characterized as an agent at each step, predicts a feature
in a future step based on past features. The algorithm learns which
actions will reach the maximum score over a given amount of time
by penalizing the correct output for the incorrect output. Thus, the
aim of learning the best policy is achieved.?**>28

The categories of features/outputs are divided into handcrafted
and non-handcrafted. The handcraft-based method is based on
extracting an unlimited number of open explicit features from the
dataset. The features are often shaped by information that
decision makers or experts think interacts with their goals and
are subject to qualitative judgment. Traditional ML algorithms are
generally used in the handcraft-based method. However, in non-
handcrafted feature-based techniques, raw data are processed as
part of the learning. The algorithm learns and then identifies
suitable features to reduce prediction error or improve classifica-
tion performance. Large datasets are needed for high perfor-
mance in this method, so the human interpretation may not be
necessary. The handcraft-based method works with deep learning
techniques.?®>°

Use of machine learning in healthcare

The integration of ML applications into medicine, nursing, and
other health sciences started with the adoption of electronic
medical records (EMR), abandoning the tradition of writing patient
data on printed documents in clinics.3' The ability of applications
to analyze large amounts of data facilitates the integration of
medical and healthcare services. Due to the increasing amount of
big digital data, studies involving ML applications have also
gained momentum. Thanks to today’s technology, the power of
software programs and computer informatics also contribute to
this increase.*** There are examples of ML, particularly in
genomics,** pharmacology,®**° radiology, and other imaging
technologies.

The widespread use of Al applications in oncology is due to
some characteristics of this disease group. First, many people are
diagnosed with cancer every year in the world, especially in the
adult population, depending on the type of cancer, mortality rates
are generally high. According to cancer statistics prepared by the
American Cancer Society, it is estimated that 1.9 million people
will be diagnosed with cancer in the United States alone in 2022,
and 609,360 people will experience cancer-related mortality.
Second is the cost of cancer treatment. According to the Annual
Report to the Nation on the Status of Cancer published by the
National Cancer Institute in 2021; the cancer-related economic
burden was predicted to be $21.1 billion for 2019.3” The third
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feature is that both the planning and management of cancer
treatment require a very comprehensive information synthesis.
Cancer requires a long-term treatment process, and a substantial
amount of data must be collected and processed even for only
one individual during this period.?° Evaluating this whole process
with traditional methods without ML is not only costly but also
imposes a burden in terms of time and effort.

The use of ML in the field of oncology has been frequently
encountered recently.33%° Whether it is pathology or radiology,
the use of ML for oncological imaging methods is common. In
pathology, ML is used to diagnose and predict treatment
responses based on pathological image patterns, as well as tumor
detection and segmentation.”’** In radiology, ML can improve
different aspects of medical imaging.”>* It is used in tumor
identification, evaluation of new anomalies, and response to
treatment by comparing the tumor with previous results. It also
uses ML applications in obtaining radiological images, creating
and interpreting reports, comparing radiological findings with
different clinical data, and making clinical decisions.*’” To sum up,
ML applications in oncological diseases are used for diagnosis and
early detection of the disease, cancer classification, staging,
predicting, and evaluating treatment response.

Literature review

As described earlier in this review, ML can be used to improve
diagnostic accuracy and predict treatment outcomes by learning
from available data. The purpose of this review is to shed light on
the literature on the prediction of chemotherapy-related compli-
cations in the pediatric oncology population with ML applica-
tions'*1>174849 | this part, in addition to the chemotherapy-
related complications; cancer susceptibility>® and cancer survival®'
key sections and different study examples are also included.
Although the number of studies on the mentioned subject has
increased, as far as we know, it has not reached the desired level.
A limited number of articles related to the subject could be
reached in the literature review and the details of these articles
were explained in the literature review. Furthermore, Table 1
contains the general scheme of these works, divided into themes
and key sections.

To mathematically model the myelosuppression caused by
chemotherapy, biological data should be presented to understand
the effects of chemotherapeutic drugs on the bone marrow. In this
context, in the study by Cuplov and Andre,'"* conducted with 24
children diagnosed with rhabdomyosarcoma, estimation of
chemotherapy-related hematological toxicity was performed. In
the study, the effects of a specific chemotherapy protocol on
blood results (platelets, neutrophils) of pediatric patients were
estimated. All the children were selected from the children who
underwent the IVA (ifosfamide, actinomycin D, and vincristine)
protocol for treating rhabdomyosarcoma. The gradient boosting
regression parameters were used as an ML algorithm in this study.
In the study, the results of predicted and observed blood values
were also compared to test the validation of the model.

Zhan et al. conducted a study with 249 newly diagnosed ALL
patients in the 1-18 age group. The authors stated that the study
aimed to predict the risk of neutropenia and fever developing
after high-dose methotrexate (HD-MTX) infusion in B cell-ALL
patients using an Al approach. Patients in the standard and
intermediate-risk groups according to two different chemotherapy
protocols were included in the dataset according to the MTX dose
they received (2 or 5g/m?. In the study, neutropenia and fever
were evaluated by examining the EMRs of the patients at the end
of the HD-MTX infusion until the next HD-MTX course or 14 days
after the HD-MTX infusion. An absolute neutrophil count value less
than 0.5 x 10%/L is considered severe neutropenia; body tempera-
ture >38.3 °C was considered a fever. A total of 521 patients have
received multiple infusions of MTX; data in the study were divided
into two as training and test sets. The authors used five different
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modeling algorithms: RF, SVM, NB, classification and regression
tree, and DT. In the study, the highest accuracy value of HD-MTX-
related neutropenia and fever was reached with the RF algorithm
(AUC: 0.927 and 0.870, respectively). At the end of the study, the
authors stated that the models were validated to predict the risk
of neutropenia and fever with ML applications. They concluded
that the models could be helpful in clinical decision making for
oncologists.'”

In the study by Naushad et al.,*® the hematological toxicity risk
of 6-mercaptopurine (6-MP), a purine analog used in the
maintenance treatment of pediatric patients with ALL, was
evaluated using ML algorithms. In the study, the data of 96
pediatric patients who were in the maintenance phase were
examined. The dependent variable of the study is the total
leukocyte count (TLC) in the hemogram results of the children at
regular intervals. The decrease in TLC examined on the 43rd, 71st,
and 99th days of maintenance was considered to be hematolo-
gical toxicity. The authors used the Construction of Classification
and Regression Tree algorithm in the study. The authors stated an
accuracy value of 93.6% and the AUC value of 0.9649 for this
model. It was concluded that the model could help tailor the dose
of 6-MP therapy because of the high accuracy estimation of
toxicity.*®

Some chemotherapeutic agents have serious toxicity complica-
tions on the body organs. Especially, the cardiotoxic effect of
anthracyclines is known. Anthracycline cardiotoxicity may result in
left ventricular (LV) dysfunction and heart failure and may lead to
the development of cardiomyopathy even years after the last dose
of chemotherapy. A study by Chaix et al.* studied 289 childhood
cancer survivors 3 years after the last anthracycline exposure. A
nested case-control design was used in the study; despite a low
dose (<250 mg/m?) of doxorubicin exposure, 183 cases were
selected as extreme phenotype due to reduced LV ejection
fraction. 106 control subjects were selected as the extreme
phenotype due to preserved LV ejection fraction despite a high
dose (>250 mg/m?) of doxorubicin. Study variables are classified
as clinical (age of anthracycline exposure, sex, ethnicity), treatment
(anthracycline dose, chest radiation, use of cardioprotective
dexrazoxane), and biological (genes) predictors. In the study, the
authors developed a risk prediction model that includes genetic
and clinical predictors using the RF algorithm. A total of three
models have been developed: the clinical model, the genetic
model, and the model containing both genetic and clinical
information. The combined RF model was noted to outperform
clinical and genetic RF models with a higher AUC (0.71) higher
specificity, higher positive predictive value, and lower misclassi-
fication rate. The model with the lowest performance was found
to be clinical RF (AUC = 0.59).*

Lu et al.'” conducted a cross-sectional study with children,
adolescents, and caregivers in the 8-17 age group who had
survived cancer. The authors stated the purpose of the study as
testing the validity of natural language processing (NLP) and ML
algorithms in determining the pain and fatigue symptoms
experienced by patients due to cancer treatment. After the
patient-reported outcome data obtained from the in-depth
interviews were written down, two different NLP (Bidirectional
Encoder Representations from Transformers (BERT) and Word2-
Vec) and ML (SVM or Extreme Gradient Boosting) methods were
used to extract the semantic features of the sentences suitable for
analysis and to ensure their validation. In the study’s results, the
authors stated that BERT showed higher accuracy in both
symptoms with 0.931 (95% ClI 0.905-0.957) when compared to
Word2Vec/SVM and Word2Vec/Extreme Gradient Boosting. They
also noted that the study used standard metrics to test the validity
of their NLP/ML models, including precision, sensitivity, specificity,
accuracy, F1 score, areas under the ROC curve, and AUC."”

In the future, ML applications could be used primarily for cancer
prevention, especially in the era of big data oncology. Pan et al.>°
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conducted a study to predict the risk of recurrence in children
with ALL using ML applications. The sample of the study consists
of 570 newly diagnosed children with ALL. In the study, WBC
count of the child, age at diagnosis, sex, prednisone response,
lymphoblastic cell percentage in bone marrow aspiration per-
formed on day 15 and day 33, minimal residual disease level, and
risk group variables were used to estimate the risk of relapse. In
the study, 336 data were used for training ML algorithms. Then,
two different tests were carried out, with the remaining 224 data
being 150 and 84 data. The algorithms used are specified as RF,
SVM, LR, and DT algorithms. The highest accuracy value (ACC
0.831) was achieved with the RF algorithm. After the authors
determined that RF was the algorithm that gave the highest
accuracy in estimation, they used the same algorithm again to
estimate the risk group of 84 children. The algorithm gave high
accuracy in estimating relapse in different risk groups. Based on
the results, the authors stated that the model has a good
generalization ability to predict childhood ALL recurrence.”®

In Kashef et al.'s study,51 the authors stated that the main
purpose of the study was to predict the survival of pediatric ALL
patients based on the classification of clinical and medical data. In
the study, the reports of 241 patients were examined and the
demographic characteristics, medical information, and treatment-
related complications of these patients were determined as
independent variables. The dependent variable of the study is the
treatment outcome, that is, the survival status of the children. In
the aforementioned study, 144 data were grouped as training data
and 96 data were grouped as test data, and two scenarios were
designed for data analysis. The first scenario considered all
pediatric ALL patients, whereas the second scenario excluded
patients with an unknown cause of death. General classification
algorithms (DT, SVM linear discriminant analysis, LR, Extreme
Gradient Boosting, RF) were applied using RStudio, and compar-
isons were made to find the model with superior performance.
Experimental results show that the Extreme Gradient Boosting
algorithm outperforms the compared classifiers with an accuracy
of 88.5% (95% Cl: 82.3-94.0) in the originally designed scenario.
The superior model in the second scenario is SVM with an
accuracy of 94.90% (95% Cl: 88.49-98.32). In addition, based on
these results, the authors stated that the most determining factor
for the treatment outcome is the frequency of fever, and the
second factor is neutropenia.”’

Although it is thought that ML applications will be used
extensively in medical sciences in the future, there are some
challenges and limitations that may be encountered in designing
and applying ML algorithms. Data availability is a critical problem,
especially since ML algorithms require large data for the
performance and validity of the developed model. In addition,
the quality of the data obtained is also very important. If the data
are not recorded properly, the frequency of noisy data may be
high in the dataset and the lost values may increase. This may lead
to both a decrease in the number of data to be used in the model
and an increase in the time required for the data pre-processing
steps. Moreover, in terms of effectiveness, the developed model
may not always need to be applied, it may be more appropriate to
use traditional diagnostic methods in some cases.’> Another
important challenge encountered in the application of ML in
medical sciences is an ethical problem. Some of these problems
can be listed as informed consent for data use, algorithmic
fairness and biases, data privacy, surveillance, security, and
transparency.”?

CONCLUSION

ML-based Al applications are used in the diagnosis and staging of
cancer, estimation of treatment outcomes, and determination of
prognosis. Medical procedures, which would be more troublesome
in terms of time, cost, and effort with traditional diagnosis and
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follow-up methods, can be transformed into a more practical process
with ML applications. Despite all these facilitating aspects, there are
also some limitations in the integration of ML into clinical settings:
difficulties in creating quality and systematic big data for algorithms
to achieve the most optimal results, problems in accessing the data
they need, providing external validation of the model, reflecting the
results of the application to the clinic and ethical dilemmas.

In this review, the use of ML-based Al applications, which have
been gaining importance recently, in the chemotherapy treatment
of oncological diseases has been tried to be conveyed. Although
there are studies on the subject in the literature, it is seen that
many studies focus on the diagnosis and staging of cancer.
However, it is necessary to focus on post-treatment complications
in oncological diseases where survival has reached high rates
because of the development of cancer treatment in the last
decades. At this point, there is a need to enrich the literature with
studies focusing on the quality of life of individuals by improving
their clinical conditions. In this context, we suggest that ML
studies should focus on different complications that may develop
after chemotherapy.
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