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A Learning Health System (LHS) is one in which “internal data and
experience are systematically integrated with external evidence,
and that knowledge is put into practice”.1 To accomplish this goal,
we will need to analyze large volumes of routinely collected health
data. However, creating data sets that span clinical populations
poses significant problems of privacy and data governance. The
article by Toh et al.2 demonstrates a possible way around these
privacy and governance challenges.
To advance personalized medicine, we need to develop tools

that can predict how the outcomes of diseases or treatments will
vary based on a profile of individual patient characteristics.3

Developing predictive models with sufficient precision to guide
the tailoring of treatments to individuals requires large data sets.
However, assembling large data sets is a challenge, in part
because the relevant data are often held by independent
stakeholders, as in the case considered by Toh, where data on
BMI and antibiotic exposure have been collected by PEDSnet,4 a
data-sharing consortium of pediatric hospitals.
One way to do this is to export the data tables from each

hospital and pool them in a common table (see Fig. 1, panel a).
However, pooling individual data across hospital boundaries
requires the fortification of the data pool to protect patient
privacy, as well as procedures to control who is authorized to view
the data. This is expensive and risky.
But as Toh et al. demonstrate, for analyses based on ordinary

least squares regression and some generalized linear models
(hereafter, “standard regression”), it is possible to analyze a multi-
institution data set without pooling the data across institutions.
They do this by exploiting a fact in mathematics: standard
regressions do not require the analysis of individual data. You can
estimate standard regressions from summary statistics (e.g., for
ordinary least squares regression, the variable means and the
covariance matrix). Figure 1 (panel b) illustrates this. Each hospital
calculates the statistics summarizing its local data. The summary
statistics are then exported and used to calculate pooled summary
statistics, from which the analysts estimate the regression. Toh
et al. showed that the results of the pooled individual data (panel
a) and pooled summary data (panel b) approaches were identical.
Although this was never in doubt, the demonstration illustrates
the value of the method.
The pooled individual data analysis versus pooled summary

statistics analysis contrast is closely related to the difference
between individual participant data meta-analysis (IPDMA)5 and
standard meta-analysis. IPDMA pools individual-level data from all
the controlled trials of an intervention to estimate a common
treatment effect, while standard meta-analysis harvests means and

standard deviations from each trial to the same end. Given that
pooling individual participant data is expensive and time consum-
ing, why would we ever do it? Is there ever a need to construct
pooled, cross-hospital individual-level pediatric data sets?
Unfortunately, unlike standard regressions, many analyses require

more than pooled summary statistics. As Toh et al. note, these
analytical computations use iterative optimization algorithms that
repeatedly use individual-level data. Examples include nonlinear
models, models involving clustering and nesting of subjects,
Bayesian statistics, and nearly every species of machine learning.
Iterative optimization is often required in predictive analytics,
genomics, health geography, psychometrics, and population health.
Unlike standard regressions, in these analyses you cannot

estimate the parameters only from the summary statistics. Instead,
you estimate them with an algorithm like this:

1. Set some start values for the parameters of your model.
2. Measure the goodness-of-fit between your current model

estimates and the individual-level data.
3. Check how much the current goodness-of-fit has improved

compared to the last time you tried.
4. If the improvement in the goodness-of-fit is minimal, your

current parameter estimates are the solution, because they
are likely as good as they will get. You can stop calculating.

5. Otherwise, you can analyze the discrepancy between the
model and the individual data to calculate new parameter
estimates that will fit the data better.

6. Go back to Step 2.

As can be seen, iterative optimization requires repeated
evaluations of the fit between the model and the individual data.
This is straightforward using pooled individual data (panel a), but
it can’t be done readily using the pooled summary statistic
approach (panel b).
It may be possible, however, to extend Toh et al.’s approach and

develop iterative algorithms that keep individual-level data
protected in local hospital databases. Modern iterative optimiza-
tion algorithms work in parallel: the data are partitioned and
distributed across many servers, and so are large portions of the
computations on those data.6 This suggests that iterative
optimization algorithms could be redesigned so that each iteration
implements a version of Toh et al.’s summary statistic algorithm.
The portions of the calculations that require individual data—step
2 above—could be carried out in a distributed manner within the
local hospital computing environments. Then the information
about the discrepancies between the model and the individual
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data, which has no signature of the individuals, could be exported
and pooled to evaluate the goodness-of-fit and improve the
parameter estimates (steps 3−5). The extended algorithm would
inherit the central virtue of Toh et al.’s pooled summary statistic
algorithm, in that individual data would never cross the boundaries
of the local hospital computing environments.
To carry out distributed iterative optimizations, the consortium

of hospitals would need to implement a common informatics
architecture that would allow the algorithm to transfer interim
results back and forth across the boundaries of the local hospital
systems. Implementing the computational architecture required to
support this algorithm would be a significant commitment, but
the development of information architectures to support colla-
borative computing has long been a goal of Learning Health
Systems,6 including the PedsNET initiative.7

The multi-institutional analyses demonstrated by Toh et al. are
critical to the future of precision medicine and population health.
The most difficult challenges are likely organizational.8 Great
efforts will be needed to get stakeholder institutions to implement
common terminologies for medical data and interfaces for
distributed computation, and to sustain them. The PedsNET
collaborators are pioneers in these efforts.
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Fig. 1 Pooling Multiple Data Sets into a Common External Database. The most frequent method for building a data commons is to have
multiple institutions feed their data sets into a common external store. Researchers then access the data from the external store.
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