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A system-on-chip microwave photonic processor
solves dynamic RF interference in real time with
picosecond latency
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Leila Hudson1, Alexander Tait3, Bhavin J. Shastri 4 and Paul R. Prucnal1✉

Abstract
Radio-frequency interference is a growing concern as wireless technology advances, with potentially life-threatening
consequences like interference between radar altimeters and 5 G cellular networks. Mobile transceivers mix signals
with varying ratios over time, posing challenges for conventional digital signal processing (DSP) due to its high latency.
These challenges will worsen as future wireless technologies adopt higher carrier frequencies and data rates. However,
conventional DSPs, already on the brink of their clock frequency limit, are expected to offer only marginal speed
advancements. This paper introduces a photonic processor to address dynamic interference through blind source
separation (BSS). Our system-on-chip processor employs a fully integrated photonic signal pathway in the analogue
domain, enabling rapid demixing of received mixtures and recovering the signal-of-interest in under 15 picoseconds.
This reduction in latency surpasses electronic counterparts by more than three orders of magnitude. To complement
the photonic processor, electronic peripherals based on field-programmable gate array (FPGA) assess the effectiveness
of demixing and continuously update demixing weights at a rate of up to 305 Hz. This compact setup features precise
dithering weight control, impedance-controlled circuit board and optical fibre packaging, suitable for handheld and
mobile scenarios. We experimentally demonstrate the processor’s ability to suppress transmission errors and maintain
signal-to-noise ratios in two scenarios, radar altimeters and mobile communications. This work pioneers the real-time
adaptability of integrated silicon photonics, enabling online learning and weight adjustments, and showcasing
practical operational applications for photonic processing.

Introduction
Radar altimeters are the sole indicators of altitude above

a terrain. Spectrally adjacent 5 G cellular bands pose sig-
nificant risks of jamming altimeters1,2 and impacting flight
landing and take-off. As wireless technology expands in
frequency coverage3,4 and utilises spatial multiplexing5

(Fig. 1), similar detrimental radio-frequency (RF) inter-
ference becomes a pressing issue. To address this

interference, RF front-ends with exceptionally low latency
are crucial for industries like transportation, healthcare,
and the military, where the timeliness of transmitted
messages is critical. Future generations of wireless tech-
nologies will impose even more stringent latency require-
ments on RF front-ends due to increased data rate, carrier
frequency, and user count6. Additionally, challenges arise
from the physical movement of transceivers, resulting in
time-variant mixing ratios between interference and signal-
of-interest (SOI). This necessitates real-time adaptability in
mobile wireless receivers to handle fluctuating interference,
particularly when it carries safety-to-life critical informa-
tion for navigation and autonomous driving7,8, such as
aircraft and ground vehicles.
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Photonic integrated circuits (PIC) can handle broad-
band information by upconverting radio frequencies to
optical frequencies in the hundreds of terahertz range. In
contrast, analogue RF components have limitations in
supporting wide bandwidths, while digital electronics
inherently have clock-dependent performance and pro-
cessing delays due to analogue-digital interconversions.
As future wireless technologies adopt higher frequencies,
these issues are expected to worsen. However, PICs
overcome these limitations by offering ultra-low latency
through direct analogue processing9–11. They have
demonstrated reduced latency of tens of nanoseconds,
even when implementing electrical and optical conver-
sions off-chip12,13. By integrating on-chip modulators and
photodetectors, a fully integrated photonic RF signal
pathway holds the potential for significant latency
reductions, surpassing the capabilities of existing elec-
tronic chips and ensuring technological readiness for the
future.
Despite its potential, such a “system-on-chip” for

microwave processing is still in its early stages, facing
significant challenges related to design, control, and
packaging complexities. Previous demonstrations have
rarely achieved a compact footprint while fully realising
the potential of low latency14,15. Additionally, current
PICs lack complete co-packaged electronic peripherals
required for real-time performance. PICs have primarily
operated with pre-trained static weights or weight
sequences and rarely demonstrated the ability to adjust
weights “on the fly,” i.e., online based on learning from the

processed output. Previous setups relied on bulky devices
for signal digitisation, analysis, and PIC control, often
utilising oscilloscopes, computers, and current/voltage
sources12,16. Offline processing, inter-device commu-
nications, and single-threaded execution led to slow
control, and undesirable size, weight and power (SWaP)
metrics. As a result of these factors, the non-real-time
operation and unfavourable form factor of PIC-based
systems make them unsuitable for real-world deployment
and mobile applications unless the issues above are
addressed and resolved.
Another essential requirement is an interference sup-

pression mechanism that is easy to implement and cap-
able of real-time execution. Radio sources are typically
distinguished based on prior knowledge of their char-
acteristics. For example, spectral filtering can differentiate
sources by their centre frequencies; adaptive beamform-
ing can block out signals based on their direction of
arrival;5,17 and cognitive radio can proactively coordinate
spectral resources for multiple users18,19. However,
acquiring prior knowledge poses practical challenges,
including independent operations of service providers,
considerations for privacy protection20,21, and difficulties
arising from the randomness and burstiness of trans-
mitted data. Even without considering these obstacles,
real-time operability can still be compromised by delays in
obtaining channel state information and training for
interference prediction22,23. Fortunately, blind source
separation (BSS)24,25 eliminates the need for prior
knowledge by recovering signals from mixtures using
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Fig. 1 Scenarios of dynamic RF interference. Red curves stand for interference signals. Orange-coloured shadings denote signals of interest. One
example of spectrum resource congestion is the interference within industrial, scientific and medical (ISM) bands near 2.4 GHz, occupied by mobile
cellular, Bluetooth, Wi-Fi, and amateur radios. In this scenario, the moving speeds of involved users, such as mobile phones, wireless headphones,
ground vehicles and drones, span several orders of magnitude. The second depicted example of interference is between the aeronautical radio-
navigation band (4.2–4.4 GHz) and the fifth-generation cellular band (below 4.1 GHz and above 4.5 GHz). This interference is relevant to all types of
aircraft using onboard radar altimeters to measure their altitude above the terrain. Extended usage of radar altimeters affects many critical flight
functionalities, such as terrain awareness, aircraft collision avoidance, and automatic flight control
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simple statistical analysis of demixed outputs. This
enables unmatched compatibility with diverse RF envir-
onments, regardless of spectrum density and mobility.
Furthermore, BSS performs linear demixing, which can be
fully implemented on photonic devices such as microring
resonator (MRR) weight banks26–28, meshes of Mach-
Zehnder modulators (MZM)15 and crossbar arrays of
phase-change materials (PCM)29,30. These photonic pro-
cessors have demonstrated exceptional energy efficiency31

and instantaneous bandwidth11 that eliminates the need
for frequency-switching mechanisms, facilitating the
development of future wireless technologies. Additionally,
photonic processors achieve accurate analogue demixing
with a high dynamic range not limited by fixed digital
resolution. Competitive bit precision can be achieved
through control methods, such as the recently proposed
dithering technique27. Silicon photonics offers a viable
realisation of these processors, allowing chip-scale inte-
gration and simplified interfacing compatible with com-
plementary metal-oxide-semiconductors (CMOS).
Here, we demonstrate a system-on-chip silicon photo-

nic BSS setup co-packaged with complete electronic
peripheral circuitry, effectively addressing dynamic RF
interference issues. The photonic signal pathway is fully
integrated on-chip, incorporating modulators, MRR
weight banks, and photodetectors, resulting in a proces-
sing latency of less than 15 picoseconds. Furthermore, full
peripheral functionalities are implemented within a single
field-programmable gate array (FPGA) chip, significantly
reducing the setup from several benches (tens of square
metres) to just a few circuit boards. Within the FPGA,
integrated analogue-to-digital converters (ADCs) and
programmable logic gates perform high-throughput sta-
tistical analysis. Moreover, a built-in ARM processor
handles high-level BSS algorithms and PIC control. This
architecture benefits from accelerated processing and
minimised inter-device communications, enabling real-
time execution at a refresh rate of 305 Hz. We also pro-
gramme the FPGA to incorporate the dithering method
for PIC control, facilitating highly accurate demixing of
the signal mixtures. Alongside various engineering solu-
tions, such as stable optical coupling and compact circuit
board design, we package the entire photonic BSS setup as
a palm-sized standalone device, ensuring portability and
robustness for field deployment. We subject this device to
testing and validation in two experimental emulations of
dynamic interference scenarios, including mobile com-
munications and radar altimeters. The obtained trans-
missions demonstrate error-free operation over 800 bits
and maintain signal-to-noise ratios of over 15 dB
throughout the testing process. Additionally, this con-
sistent success in recovering SOI in the presence of
moving transmitters reveals its potential for solving real-
world applications.

Results
Low-latency photonic processing
Under RF interference, the received signals are mixtures

of the desired SOI and unwanted interference, which can
be assumed to be uncorrelated. According to the central
limit theorem, when two uncorrelated signals are mixed32,
they become more Gaussian-like. This principle provides
a viable method for extracting original signals by max-
imising the non-Gaussianity of demixed output. Some
prerequisites are that the mixtures should result from
different mixing ratios and that the number of mixtures is
equal to or greater than the number of original signals.
Our proposed BSS algorithm utilises kurtosis as a statis-
tical indicator of non-gaussianity and employs an opti-
misation procedure to determine the demixing weights
that result in the optimal kurtosis12,33. Kurtosis (κ) is the
fourth standardised moment, calculated from the fourth
central moment (μ4) and the standard deviation (δ), as
κ ¼ μ4=δ

4. A commonly used optimisation method is the
Nelder-Mead (NM), as it does not require the objective
function to be differentiable and can handle noisy pro-
blems. We use a simplex composing nþ 1 sets of
demixing weights for n total input mixtures, and NM
finds the optimal by iteratively reflecting, expanding,
contracting, and shrinking the simplex.
In all fairness, the computational scale for this inter-

ference cancellation is modest, just a 2 × 2 matrix opera-
tion for the case of one interference and one SOI.
However, it necessitates exceptional bandwidth, latency,
and power consumption performance. Conventional
digital electronics struggle to meet these requirements,
but our proposed photonic approach to signal processing
provides a comprehensive solution, as elaborated upon.
Our photonic solution for RF interference uses a

cohesive combination of a photonic processor for linear
demixing and digital peripheral circuitry for statistical
analysis and PIC control. Employing a fully integrated
photonic signal pathway, as shown in Fig. 2a, allows for
direct demixing in the analogue domain determined by
the time of flight, resulting in a latency of fewer than 15
picoseconds. Even considering potential latency added by
RC response of the modulator, delay of the TIAs, and
transmission time associated with the board traces, the
overall latency (from RF In to RF Out as shown in Fig. 2b)
does not exceed 200 picoseconds. In contrast, digital
electronic counterparts using a clock frequency of
100MHz require 240 nanoseconds just for linear demix-
ing using Wallace tree multipliers (a standard binary
integer multiplier in hardware)34, not including additional
latency for analogue-to-digital and digital-to-analogue
conversions. The calculation uses similar specifications as
the photonic processor, with data representation of 16-bit
integers and a weighting resolution of 9 bits. This reduced
latency in suppressing interference is crucial in situations
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requiring immediate action for human safety, such as in
military and transportation contexts.
On this chip, two PN-type MRRs modulate the input RF

signals onto light from two lasers (Pure-Photonics,

PPCL500) with wavelengths tuned to align with the cor-
responding resonance frequencies of the MRR mod-
ulators. These modulators support broad bandwidth
(shown in Fig. 2g) using the free-carrier dispersion effect
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together and connected by a ribbon cable. The top board mounts the PIC is impedance engineered for handling high-frequency signals. The bottom
board is populated with multichannel digital-to-analogue converters (DACs), providing tuning currents and biasing voltages for components on the
PIC. Complete setup is shown in Fig. S1 in Supplementary Information. c Zoomed-in view of the packaged PIC, TIAs, and fibre array. d–f Micrographs
of MRR modulators, MRR weight bank, and BPD, respectively. The ring modulators are of PN type and are slightly reversed biased by 0.55 V. This work
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two employed MRRs
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of the reverse-biased PN junction of each MRR. The 3-dB
bandwidth extends over 5.4 GHz and maintains a usable
modulation efficiency (<10 dB roll-off) all the way up to
9.7 GHz. Following the modulation, the lightwaves are
evenly divided, with each segment undergoing separate
processing by a corresponding MRR weight bank, as
depicted in Fig. 2e. These weight banks perform indivi-
dual weighting of RF signals carried by laser lights of
different wavelengths, permitting scalability via
wavelength-division-multiplexing (WDM)35. This techni-
que has also been proved with an exceptional perfor-
mance of over 19.2 GHz bandwidth12 and 9 bits weighting
accuracy27. The MRR weight bank further offers efficient
thermal tuning capabilities. Transitioning from the most
negative to the most positive weight requires <2.5 mA of
current (as displayed in Fig. 2h), consuming energy of
<4.5 mW for each MRR and 18mW for performing the
2 × 2 matrix operation. In contrast, a typical electrical
processor requires 172 mW, given an energy consumption
of 0.43 pJ per weighting36 and considering a processing
speed of 100 GS per second.
Next, a balanced photodetector (BPD), in conjunction

with each MRR weight bank, calculates the differential in
optical power between the drop and thru waveguide,
converting the signals back to the electrical domain. Each
output photocurrent is forwarded to a transimpedance
amplifier (TIA, HMC7590, Analogue Devices), which
provides two duplicate amplified outputs. We feed one to
an FPGA for the following statistical analysis while the
other serves as the system output. Each set of a weight
bank, a BPD, and a TIA compose a signal processing link.
Two such links function concurrently, offering two indi-
vidually weighted additions to the input signals that
enable the recovery of both original signals in parallel.
The overall link losses remain <15 dB over 5.8 GHz.

Real-time operability for dynamic interference
In a dynamic RF interference environment involving

moving transceivers, extracting the SOI requires constantly
updating demixing weights to keep up with time-variable
mixing ratios. To achieve this, we co-package a photonic
processor with a high-speed digital peripheral based on an
FPGA board (Xilinx, RFSoC4x2. See Fig. S3 in Supple-
mentary Information). The FPGA integrates multiple
functional tiles, including an analogue-to-digital converter
(ADC), programmable logic (PL), and an ARM processing
system (PS) into a single chip die. The ADC digitises sig-
nals at a sampling rate of 4.915 GSPS and a length of 215

samples for each frame. The PL processes sampled data
and calculates kurtosis in a pipeline at the synchronised
rate. The PS runs an application that performs an NM
optimisation, determines the weights for each iteration, and
commands the MRR driver via an express serial peripheral
interface (SPI). This architecture speeds up the digital

back-end by replacing old inter-device communication
with rapid inner-chip communication and high parallelism
statistical calculation, taking the place of single-thread CPU
processing. In this new implementation, the time required
for communication, statistical analysis, and MRR tuning is
about 0.3, 2, and 1 milliseconds, respectively, achieving an
accelerated update rate of 305 Hz. Solving two input mix-
tures, as demonstrated in this work, the NM algorithm
requires a mere ten iterations (33ms) for convergence to
correct demixing weights from random initial guesses
within. Thanks to the high update rate, it can track the
optimal weights during each iteration when the mixing
matrix varies over time. More details about the NM algo-
rithm and the FPGA design can be found in Methods and
Supplementary Information, respectively.
An accurate kurtosis measurement can use a sampling

frequency much lower than the signal frequency, namely
sub-Nyquist sampling, as shown in earlier works37,38. A
lower sampling rate of FPGA does not affect the overall
processing bandwidth and, in turn, has benefits in reduced
power consumption, consuming <10W for the complete
system. In terms of SWaP, this co-packaging additionally
reduces size and weight. A couple of printed circuit boards
(PCBs) substitute several bulky devices in old setups (such
as scopes, computers, and source measurement units). We
have epoxy-glued a reflective fibre array for optical coupling
to ensure efficient and mechanically stable coupling with a
grating coupler in a low-profile setup. As shown in Fig. 2b,
the packaged setup has a tiny form factor of 40mm by
30mm, making it mobile-friendly as opposed to previously
demonstrated setups that were only implementable in
laboratory benches.
A high update rate is necessary to address time-variable

mixing ratios in dynamic interference. To verify this,
consider two transmitters (an SOI and an interferer) are
received by a 2×2 multiple-input and multiple-output
(MIMO) antenna, whose two orthogonal polarisation fil-
ters give two different mixtures of the original signals.
Noting that the orthogonal polarisation is not strictly
necessary, it offers a straightforward method to create
mixtures with varying ratios for this experiment. Taking
into account the path loss and denoting positions of the
antennas as Ptx1ðtÞ, Ptx2ðtÞ, and PrxðtÞ, the amplitude of
the i th received mixture can be denoted as in Eq. 1.

Ri tð Þ ¼ λtx1
4πjjPtx1 tð Þ�Prx tð ÞjjGtx1;i tð ÞStx1 tð Þ

þ λtx2
4πjjPtx2 tð Þ�Prx tð ÞjjGtx2;i tð ÞStx2 tð Þ;i¼1; 2

ð1Þ

where Stx1 tð Þ and Stx2 tð Þ are the original signals. Gtx1;i tð Þ
and Gtx2;i tð Þ represent the total antenna-related gains
concerning the i th polarisation slants. These two gains
are functions of time and are determined by the positions,
orientations, and radiation patterns of antennas. λtx1 and
λtx2 are the wavelengths of two original signals. Since the
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interference uses a frequency spectrum adjacent to the
SOI, we can assume λtx1 � λtx2 ¼ λ. Then, the mixing
matrix H, which satisfies R1;R2½ �T ¼ H ´ S1; S2½ �T , can be
expressed as Eq. 2.

H tð Þ¼ λ

4π

Gtx1;1ðtÞ
jjPtx1 tð Þ�Prx tð Þjj

Gtx2;1ðtÞ
jjPtx2 tð Þ�Prx tð Þjj

Gtx1;2ðtÞ
jjPtx1 tð Þ�Prx tð Þjj

Gtx2;2ðtÞ
jjPtx2 tð Þ�Prx tð Þjj

2
4

3
5 ð2Þ

In a simplified scenario of interference between a radar
altimeter and a cellular network, as shown in Fig. 3a, an
aircraft equipped with a 2 × 2 MIMO antenna (Rx,
directional) can detect both the desired radar signal and
unwanted interference from a nearby cellular tower (Tx1,

omnidirectional). The radar signal is emitted downward
from the aircraft and is received after a vertical round-trip
between the aircraft and the ground. As the aircraft moves
at a constant speed of v ¼ 0; 100; 0ð Þms�1, the distance
and antenna gain of the cellular signal change, while those
of the radar signal remain constant. In this simulation, we
harness the polarisation selectivity of antennas to ensure
that two mixtures possess distinct mixing ratios. In
practice, we can exploit other antenna characteristics,
such as uneven frequency responses and non-isotropic
spatial gain, to achieve the desired variance in mixing
ratios even if the SOI and interference do not differ
regarding polarisation. By simulating this scenario for a
period of 20 s, we obtain a time-variable mixing matrix
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and determine the ideal demixing weights as elements in
one column of the inverse matrix H�1ðtÞ. Demixing
weights that recover the radar signal (SOI) are repre-
sented as a vector, (V ¼ ðw1;w2Þ). This representation
inherently mirrors the correlation coefficients utilized in
the FastICA algorithm. This vector can be further deli-
neated in terms of its amplitude (a) and angle (ϕ). Con-
sidering that in practical systems, these demixing vectors
are often scaled to their maximum to achieve the peak
amplitude of the demixed outputs, it becomes evident that
the demixing angle, ϕ, is more informative. Hence, it is a
practical one-scalar representation of the demixing vector.
With the mixing matrix obtained, we use it to test our

BSS algorithm by applying it to two uncorrelated signals
(regarded as the original SOI and the interference) at
different update rates. Details of this simulation, including
antenna specifications, generation of tested signals, and
implementation of the BSS algorithm, can be found in Fig.
S4 in Supplementary Information. The curves in Fig. 3b.
illustrate the obtained demixing angle for update rates of
305 Hz, 6 Hz, and 1 Hz. As previously demonstrated, BSS
setups can suffer from laggy inter-device communications
and low time-efficient statistical analysis, taking >1 s for a
single iteration12. A BSS processor with poor time per-
formance, represented by the green curves in Fig. 3b, c,
fails to keep up with changes in the demixing angle,
resulting in a deterioration of signal-to-interference ratio
(SIR) as low as -20 dB. On the other hand, a real-time
operable BSS setup with a fast update rate of 305 Hz can
significantly reduce error and enhance the SIR to at least
40 dB. This comparison demonstrates the significance of a
higher update rate in achieving better performance when
dealing with dynamic interference.

Demonstration on radar altimetry
In addition to simulations, we perform two experi-

mental tests to demonstrate the effectiveness of the pro-
posed photonic BSS processor in cancelling dynamic
interference. The first demonstration focuses on elim-
inating interference between signals of a radar altimeter
and a 5 G cellular network. Radar altimeters utilise a
frequency-modulated continuous wave (FMCW) signal
format, with a chirp frequency ranging from 4.2 to
4.4 GHz39. Meanwhile, 5 G cellular networks commonly
use digital modulation formats, such as QPSK or 16-
QAM, with multiple subcarriers following the orthogonal
frequency division multiplexing (OFDM) mechanism40.
The licensed operating frequency band can vary in dif-
ferent countries and regions. Though there is a guard
band of about 200MHz, the spurious emission of 5 G
signals can spectrally overlap with the radar signals. To
demonstrate the worst-case scenario, we use a 16-QAM
waveform centred at 4.3 GHz to represent the 5 G inter-
ference. At the same time, the SOI is an FMCW format,

continuously chirping from 4.2 to 4.4 GHz at every 4 μs.
These original signals are digitally designed, including
baseband generation and up-conversion, then transmitted
over the air using a multichannel arbitrary waveform
generator (Keysight, M8196A) and transmitters.
As shown in Fig. 4a, the experimental implementation

employs three antennas, including two transmitters
(Southwest Antennas, 1004-022) and a 2 × 2 MIMO
receiver (Southwest Antennas, 1055-395). The transmis-
sion distance is >350 mm, meeting the far-field condition
that requires at least 39 mm, as calculated by 2D2=λ,
where λ is the wavelength (0.75 m) for a transmitted signal
of 4 GHz and D is the biggest antenna dimension (0.12 m).
To create a dynamic interference scenario, we move one
of the transmitters using a motorised translation stage
(Thorlabs, LTS300) with a maximum speed of 50 ms�1

and a range of 300mm. Signals transmitted from the
AWG have a power of 10 dBm (2 Vpp). The receiver has
two outputs, each aligned to an orthogonal polarisation
slant, resulting in mixtures with distinct mixing ratios.
The received power for each output is ~2 dBm for this
setup. The photonic processor receives these two mix-
tures as inputs (R1 and R2 in Fig. 2a). At the same time,
none of the channel state information, signal attributes, or
any other prior knowledge is known or measured by the
photonic processor.
In a real-world scenario, the transmitter and receiver for

a radar altimeter system are co-located onboard, resulting
in a round-trip for FMCW signals between aircraft and
ground. Given the space of our laboratory, we generate
the reflected signal by adding a time delay to the original
FMCW signal and emitting it from one of the transmitters
(Tx2) facing the receiver, thereby emulating the long
propagation and reflection in actual radar altimetry.
Mounted on the translation stage, another antenna (Tx1)
transmits an interference 5 G signal. On a typical optical
table (0.6 m by 1.2 m), this configuration replicates, to a
large extent, the scenario depicted in Fig. 3a, where a
flying trajectory is at a constant altitude of ~290m and is
located near a 5 G cell tower. As the motorised stage
moves reciprocally, the (||Ptx2 tð Þ � Prx tð Þ||) remains
constant while the (||Ptx1 tð Þ � Prx tð Þ||) sequentially
decreases and increases.
Recovered signals from the photonic processor are

analysed by an oscilloscope (Tektronix, DPO73304sx),
which also receives an original, non-delayed FMCW sig-
nal as the reference signal for demodulating altitude. After
a pipeline of multiplication, low-pass filtering, and Fourier
transformation (illustrated in Fig. 4b), generated spec-
trograms are depicted in Fig. 4c. Given that the delay
between the two FMCW signals is constant at 0.96 μs and
the above-mentioned frequency sweeping range of
200MHz during a 4 μs chirp time, the results should be a
single-tone note around 48MHz (0:96μs=4μs ´ 200MHz),
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indicating an altitude of 287.8 m. To demonstrate the
efficacy of achieved real-time operability, tests are con-
ducted under three conditions. The first condition is that
demixing weights are fixed to the most positive weights
such that w1 ¼ w2 ¼ 1 and no BSS algorithm is executed
during the testing period. The second condition is that
BSS is performed once when the moving antenna is in the
home position, and then the BSS is disabled, and demix-
ing weights are fixed for the remainder of the experiment.
In the third condition, BSS remains active, and demixing
weights are continuously updated throughout the dura-
tion of the test. In Fig. 4c, signal-to-noise ratios (SNR) of
the demodulated tone signals under these conditions are
depicted in light green, green, and pink, respectively. Only
when BSS is continuously on duty (condition 3) can the
SNR remain above 15 dB. The remaining two exhibit
either indistinguishable interference signals (SNR<5) or
excessive SNR variation (between 10 and 20 dB) that
makes altitude measurement susceptible to error.

Demonstration on 2.4 GHz band
The second demonstration, shown in Fig. 5, investigates

interference in the notoriously congested 2.4 GHz band.

Due to license-free convenience and demand for the
Internet of Things, this band is filled with numerous
wireless signals of standard services (WiFi, Bluetooth) and
proprietary protocols (image transmission, remote con-
trol), many of which are extensively used for mobile
objects such as drones, ground vehicles, and mobile
phones. To accommodate the desired frequencies, we
adopt the same configuration shown in Fig. 4a but modify
it with two new transmitters (Southwest Antennas, 1004-
034) and receivers (Southwest Antennas, 1055-368). Two
transmitted signals have uncorrelated content (two sets of
random bits) and are generated using different digital
modulation formats (16-QAM and 16-APSK). But they
share the same carrier frequency of 2.4 GHz and symbol
rate of 400MHz, posing a challenging problem that
spectral filtering techniques cannot solve. To exploit the
capability of this photonic processor, for this time, we use
all two signal pathways in parallel and aim to recover both
the original signals simultaneously.
To evaluate the performance, outputs are recorded and

demodulated using an oscilloscope with built-in software
(Tektronix, SignalVu). Results are presented through
constellation diagrams and error vector magnitudes
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(EVM) in Fig. 5, which demonstrates the effectiveness of
the BSS algorithm in restoring the desired SOI from a
mixture of signals. Each frame has a recording length of 2
microseconds and contains 800 symbols, with a symbol
rate of 400 MSPS. Comparisons between results from
different testing conditions reveal that the BSS algorithm
can significantly lower EVM by up to eight times (from

26% to 3% at t ¼ 7 s). It can eliminate errors in trans-
mitted messages, reducing the bit error ratio (BER) from
>30% to <0.25%. Furthermore, when comparing the sec-
ond and third conditions, it is clear that the continuous
BSS operation can track variable mixing ratios and keep
EVM at a constant low level (<4%) while preventing bit
errors (BER <0.25%) throughout the entire testing period.
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These results exemplify the efficacy of the proposed real-
time photonic BSS system in recovering SOI in dynamic
interference environments.

Discussion
This study initiates the exploration of instantaneous

adaptability in PICs, demonstrating real-time online
learning and adjustment of photonic weights with a mil-
lisecond updating rate, which ushers in a new paradigm
for operating photonic devices. This work achieves a
notably reduced latency by fully integrated on-chip signal
pathways, ensuring preparedness for future technological
demands of increasingly high carrier frequencies and data
rates. Two experimental tests prove this setup can address
challenging RF interference problems with dynamic
mixing ratios. This work carries forward the unmatched
advantages of photonic signal processing to solving
complex real-world tasks in a field-ready form factor.
In this work, our implemented MRR weight banks pri-

marily address amplitude mismatch but do not provide
time delay for phase matching compensation. Future
improvements could be to incorporate on-chip time delay
elements like racetrack delay lines41 and binary switched
delay lines to address phase errors and handle complex
mixing matrices. The practicality of this approach has
already been demonstrated in our previous work using
discrete components42. Additionally, we aim to enhance
the link loss by optimising the design of the BPDs, the
TIAs, and the wire-bonding lengths. Also can be
improved is the processing bandwidth, which is primarily
limited by the EO modulators, specifically the PN
junction-typed MRRs. While they should theoretically
achieve bandwidth in tens of GHz43, our results are
constrained by the inductance of extended bonding wires
and sub-optimal on-chip components. For greater band-
width at the expense of scalability, Mach-Zehnder mod-
ulators are also an option. Once EO modulation limits are
addressed, the photodetector, currently benchmarked at
around 16 GHz44, becomes the next focus for
enhancement.
The WDM compatibility inherent to our MRR-based

design provides a tangible avenue for system scalability,
allowing for more intricate computational tasks beyond
the currently demonstrated 2 × 2 matrix operations. Yet
tapping into larger-scaled applications like massive
MIMO systems brings its own challenges, such as
orchestrating resonance frequencies for a vast array of
MRRs to avert spectral overlap and the need to source
lasers for a plethora of wavelengths. Potential resolutions
include replacing MRRs with photonic crystal cavities to
ensure a broader FSR and utilising comb lasers as a
compact solution for multi-wavelength generation.
As we continue refining form factors, enhancing per-

formance, and augmenting online adaptiveness, we

foresee a promising future wherein photonic processors
cater to a broader range of demanding applications. This
includes but is not limited to model predictive control45,46

and neuromorphic computing. With these advancements,
the potential impact and utility of photonic processors
have become increasingly significant.

Materials and methods
Microring weight bank
Laser lights that enter a weight bank from the input port

(In) are filtered by corresponding MRRs with adjacent
resonance frequencies, where optical power is separated
into the drop port and the thru port (as depicted in
Fig. 2e). A balanced photodetector sums up the difference
between these two ports, giving weighted addition of all
the input signals. Tuning the resonance of each MRR can
vary the portion of the optical power that goes into each
of the two ports, namely, controlling the weights. Noting
that the non-uniform transmission profile of the MRR
could introduce non-linearity during EO modulation and
weighting, resulting in a Spurious Free Dynamic Range
(SFDR) reduction from 25.5 dBc to 11.5 dBc for a 4 GHz
single-tone signal. Details of this SFDR measurement and
discussion on potential improvement can be found in
Supplementary Information. The photonic chip was fab-
ricated on a silicon-on-insulator wafer with a silicon
thickness of 220 nm and a buried oxide thickness of 2 µm.
The waveguide is 500 nm wide. The weight bank consists
of four MRRs (radius around r ¼ 8 μm) coupled with two
bus waveguides in an add/drop configuration, and two
among the four were used in experiments, which have
resonance frequencies of around 193405 GHz
(1550.07 nm) and 193435 GHz (1549.83 nm), respectively,
at 25-degree Celsius. The ring radii reveal slight difference
(Δr ¼ 12 nm) to avoid resonance collision. The gap
between the ring and bus waveguide is 200 nm, yielding a
Q factor of about 6 000. Associated circular metal heaters
can thermally tune the weights of each MRR. Metal vias
and traces were deposited to connect the heater contacts
of the MRR weight bank to electrical metal pads, and the
heater resistance is around 2000 Ohms.

Photonic chip packaging
The PIC, together with two TIAs and a few decoupling

capacitors, are mounted directly onto the top PCB with
silver epoxy, and they are wire-boned to pads on the PCB
for electrical connection. The PCB uses Rogers 4003 C as
the substrate material to support high-frequency signals at
a low loss. RF signal input and output the PCB via SMP
connectors and are routed to the PIC through impedance-
controlled traces. Optical coupling is through a glued
fibre array, which has a polished angle of 41 degrees to
allow working with on-chip grating couplers of an
8-degree incident angle. The coupling loss is tested to
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about 7 dB per single trip between the fibre array and the
chip. Connected via the ribbon cable, the bottom PCB
offers tuning currents for MRR weight banks and biasing
voltages for MRR modulators and BPDs. This bottom
populates two 5-channel current output DACs (LTC2662,
Analogue Devices) and one 8-channel voltage DAC
(LTC2686, Analogue Devices) are populated. Also popu-
lated are several low-noise linear power supply chips for
the demanded power rails (+5 V, +10 V, −10V). This
bottom board is connected to the FPGA board and can be
programmed via a high-speed SPI protocol. Besides, a
thermal-electrical cooler is a bandwidth between the two
PCBs and a thermistor mounted on the top board, which
is utilized by a temperature controller for thermal
stability.

FPGA-based dithering control
The dithering control method can compensate for vul-

nerability to environmental fluctuations, bringing about
9-bit high weighting accuracy (up to 9-bit) for sensitive
photonic devices, such as MRR and MZM. In this work, we
implemented complete dithering control using the co-
packaged FPGA. Two built-in digital-to-analogue converters
(DAC) generated two signal-toned signals at 10MHz and
15MHz, dithering the two received mixtures via a duplexer
at the two MZMs. After being processed by the photonic
chip, the output is digitized by the built-in ADC of the
FPGA. Then, besides the rest BSS pipeline, we use extra
programmable logic in the FPGA to perform I-Q demo-
dulation at the two dithering frequencies. Since the dither-
ing signals share the same pathway as the actual signals, they
are processed with identical weights by the photonic pro-
cessor. Therefore, the resulting amplitudes of the I-Q vec-
tors are proportional to the weights. Thanks to the ADC
and DACs being operated by synchronized clocks, the
phases of the I-Q vectors are stable and can determine the
sign. With this, the actual weights are measured in every
iteration. These measurements are accessible to the high-
level BSS program running in the ARM processor core,
allowing adjusting the MRR currents for accurate weighting.

Real-time BSS algorithm
Guided by the centre limit theorem, BSS pursue the

maximal non-gaussianity to search the demixing target
weights that can recover original signals from their mix-
tures. Previous attempts12,47 use optimization algorithms,
such as NM48 that work for a problem with a static
objective function (demixing weights versus output kurto-
sis) and do not react to moving optimal points. To
accommodate dynamic RF interference, we revise the
standard NM method. NM denotes the searching range as
simplex, which expresses the demixing weights in this work.
Conventional NM searching does not limit simplex with a
minimal size, which leads to a monotonous tendency of

diminishing the simplex size when approaching an optimal
point. The resulting simplex vertices are too closely located
and fail to perceive and respond to a rapid shift in the
objective function. Awareness of this shift needs to maintain
a minimal simplex size, but a trade-off exists that an
enlarged simplex can lead to deviation from the optimal,
revealing increased errors. In this work, we revised the NM
setting a lower bound of Δw ¼ 0:008 for the simplex size,
namely the weight searching range, which successfully deals
with all the dynamic RF interference problems and can
maintain <0.4% (0.008/2%) error.
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