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ABSTRACT: The reaction rates for the diffusion-controlled ring closure reaction of 
polymers are calculated exactly based on the harmonic spring model. This is done in 
the limit of infinitely high intrinsic rate constant. The results are compared with those 
obtained by the closure approximation of Wilemski and Fixman. Both are found to be 
in relatively good agreement. The validity of their approximation is discussed. Finally, 
a simple physical interpretation is given for the present results. 
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Recently, the use of chemical reactions to in­
vestigate the conformational and dynamical be­
havior of polymer chains has been suggested by 
a number of authors. Theoretical attempts to 
calculate the intrachain reaction rate have been 
made by Wang and Davidson1 , Goodman and 
Morawetz2 and Sisido3 who discussed the reactions 
of polymers with small intrinsic rate constants. 
In this case, the conformational distribution of 
the polymer is considered to be almost in equili­
brium, so that the calculation of reaction rate 
is reduced to the evaluation of the probability 
of finding a polymer chain in a certain confor­
mation for the reaction to take place. On the 
other hand, if the intrachain reaction is in­
trinsically very fast, the rate limiting process 
will be the conformational change which brings 
potentially reactive groups into contact, and 
the reaction then becomes diffusion-controlled. 

A general theory of diffusion-controlled intra­
chain reactions of polymers has been recently 
developed by Wilemski and Fixman. 4 To ob­
tain a tractable expression for the reaction rate 
they assumed that the conformation of a poly­
mer chain in a reaction region is in equilibrium. 
They then obtained a closed equation for the 
reaction rate and performed extensive numerical 
calculations for a several polymer models. Their 
closure approximation seems to be plausible in 
case of small intrinsic rate constants, but this 
is not so apparent in the opposite case because 
the distribution of unreacted polymers is distorted 
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from the equilibrium by the occurrence of the 
reaction. 

In the present paper, we attempt to examine 
the validity of their closure approximation. In 
order to do this, we discuss the reaction rate in 
the limit of infinitely high intrinsic rate constant 
using a simple model. In our reaction system, 
a polymer chain is represented by a harmonic 
spring model to the ends of which a pair of 
reactive groups are attached and reaction occurs 
whenever the end segments touch the surface of an 
effective reaction sphere of radius R. The con­
ventional method to calculate the reaction rate 
for this system is to solve the diffusion equation 
under the Smol uchowski boundary condition. 5 

However, this is not easy for the case of a har­
monic spring model and hence, in this paper, we 
employ a new approach. 

We first introduce a sink term into the dif­
fusion equation and rewrite it in the form of an 
integral equation. Owing to the spherical sym­
metry of the system, the integral equation is 
rigorously solved. The reaction rates are then 
calculated as a function of r= -/3!2 (RfL), where 
L 2 is a mean square length of the spring. This 
is done numerically for several values of r· 
Calculation is also performed analytically in the 
limit of r->0. 

The results are then compared with those ob­
tained by the closure approximation of Wilemski 
and Fixman and the validity of their approxi­
mation is discussed. We also give a simple 
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physical interpretation for the present results in 
connection with the theory of a free particle 
system. 

FORMAL EXPRESSION FOR THE 
REACTED FRACTION 

Since we are considering the intramolecular 
reaction of an isolated chain, the system is des­
cribed only by the relative position vector r be­
tween the two reactive segments. The diffusion 
equation for the distribution function P(r, t) of 
the system is then written as 

a 
-P(r, t)=.!C'(r)P(r, t) 
at 

( 1 ) 

.:?(r) =Di_(_1_ au + i_) ( 2) 
ar kT ar ar 

In eq 2, D is the relative diffussion constant of 
the segments and U is the potential energy of 
the spring given by 

U(r)= lrl2 ( 3 ) 

Our problem is to solve eq 1 under the bound­
ary condition 

P(r, t)=O at lri=R ( 4) 

Instead of considering this boundary condition, 
we introduce a sink term t) defined in rela­
tion to the surface of the reaction sphere into 
the diffusion eq 1 

i_P(r, t)=S!'P- ( d 2 t) ( S) 
at Ja. 

where subscript av denotes an integration over 
the surface of the reaction sphere. The function 

t) represents the reaction rate on the surface 
of the reaction sphere per unit area. 

In terms of the Green function for the diffusion 
operator 2, a formal solution of eq S can be 
written as 

P(r, t) = L d 3 r' G(r, r', t)P(r', 0) 

- \t ds ( d2 R' ( d3 r'G(r, r', t-s) 
Jo Ja. J. 

X o(r' s) ( 6) 

where subscript v denotes an integration over 
the outer space of the reaction sphere and the 
Green function G is given by' 
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{ 2 L 2 }-3/2 
G(r, r', t)= T(1-e-GDtfL 2) 

xex -- 7 { 
3 lr-r' e-3DtfLZI2 } 

p 2£2 (1-e GDtj£2) ( ) 

We assume that the system is in equilibrium 
at time t=O. 

( 271:£2)-3/2 ( 3 2) P(r,O)=Peq(r)= - 3 - exp - 2L2Irl (8) 

Function t) is determined so that P(r, t) 
in eq S satisfies the boundary condition (4) 

L d3 r'G(R, r', t)P(r',O) 

=(tdsf d2 R'( d3r'G(R,r',t-s) 
Jo Ja. J. 
X o(r' s) 

=(tdsf (9) 
)o Ja. 

Thus the boundary value problem is reduced to 
an integral equation. This equation is in general 
difficult to solve. However, in the present case, 
a major simplification is possible. Since the 
system is spherically symmetrical, s) does 
not depend on R. Then, averaging eq 9 over 
the surface of the reaction sphere, we have 

A(t)= ds (10) 

where 

A(t)= ( d 2 R ( d 3 r' G(R, r', t)Peq(r') (11) 
Jav )v 

B(t)=\ d 2 R( d2R'G(R,R',t) (12) 
)a. ) a. 

Since the integral eq 10 has the convolution 
form, its solution is immediately obtained by 
use of the Laplace transform. If we denote the 
Laplace transform of the function g(t) by g(p), 
i.e., 

then 

g(p)= dt g(t) exp ( -pt) (13) 

B(p) 
(14) 

Thus can be obtained if the inversion of 
eq 14 is performed. However, the procedure 
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is very difficult to carry out analytically, so we 
have recourse to a numerical calculation. In 
that case, it is convenient to start from the origi­
nal integral eq 10. 

NUMERICAL SOLUTION 

Throughout the calculation, the following 
dimensionless variables are adopted; 

f (15) 

6D 
-r= L2 t (16) 

In terms of the above-scaled variables, the 
Green function (7) is written as 

{ 2 L2 }-s;2 
G(r, r', -r)= T(1-e-r) 

{ 3 !r-r'e-r/212} 
X exp - 2L2 (1-e r) (17) 

Hence, the integrals of eq 11 and 12 yield 

A( ) 4r3 -rz 4./2/ ( h -r ) 112 arf4 -r = e cosec - e 
v 7r R 7rR 2 

X exp( _ r; erf 2 cosech ; )F(a, (3) (18) 

B(-r)=4V27rRr e3r/4( cosech ; y12 

x exp( -r2coth;) sinh (r2cosech;) 

(19) 
where 

F(a, (3)= dx x sinh f3x 

2 h T f3=r cosec 2 

(20) 

(21) 

(22) 

First, we shall investigate the short-time be­
havior of A(-r), B(-r) and and the long-time 
behavior of A(-r) and B(-r). These will be needed 
in the course of analysis. 

If -r « 1, eq 17 is simplified as 

, -( 3 ) 3
/
2 ( 3Jr-r'l 2

) G(r, r, -r)- --2-. exp - 2 (23) 
2'11:L T 2L T 

then, eq 11 and 12 yield 
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(24) 

(25) 

Taking the Laplace transforms of eq 24 and 25, 
we obtain 

A(p) =_!__(-2ra __!_ + r2 1 ) (26) 
R ./ 7r p v 7r pv p 

A 1 
B(p)=47rRr v p (27) 

then 

1 ( r2 r ) 
R 2 2'11:V7rVp + 4'11:V7rp (28) 

Inversion of eq 28 gives 

=-. dp epr 1 
2m -ioo 

(29) 

Note that has the same time-dependence 
as that of a free particle system. This is natural 
because eq 23 has the same form as that of the 
free particle. 

To investigate the long-time behavior of A(-r) 
and B(-r), we make use of the eigenfunction ex­
pansion of the Green function; 

G(r, r', -r)=Peq(r) L: </Jn(r)¢n(r1) exp (-AnT) (30) 
n 

Here, An and ¢n are respectively eigenvalues and 
eigenfunctions of the operator .?; 

(n=O, 1, 2, ... ) (31) 

(32) 

where 

Ln1f2(x)= i; (-lt(n+ 1f2)xr 
r=O n-r r! 

(the Laguerre polynomials) (33) 

In eq 30, we have suppressed the angularly de­
pendent terms because such terms do not con­
tribute to the integrals of eq 11 and 12. The 
derivations of eq 31 and 32 are given in the 
Appendix. 

By use of eq 30, eq 11 and 12 are written as 
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00 

A(r)= .L; An exp ( -nr) (34) 
n=O 

00 

B(r)= .L; Bn exp ( -nr) (35) 
n=O 

where 

An= r d 2R Peq(R)¢n(R) I d 3r' Peq(r1)¢n(r') (36) 
Jav Jv 

Bn= ( d 2 R Peq(R)¢n(R) ( d 2 R' ¢n(R') (37) 
) av ) av 

The explicit forms of the first two terms are 

A - 4rs -r2 16rs -r2p (·) (38) 
o- ./ rr R e - rrR e 1 r 

F2(r)} (39) 

B0 =16./1rRr3 e-r2 (40) 

(41) 

Numerical results for A(r) and B(r) are shown 
in Figure 1 and Figure 2, respectively. 

Our numerical procedure to solve eq 10 is as 
follows. As can be seen from eq 25 and 29, 
B(r) and are singular at r=O, so the analytic 
expressions, eq 25 and 29, can be used in the 
time region from r=O to some r=rc where the 
short-time approximation holds. For the non­
singular parts, all functions are approximated by 
straight lines for each time-interval Ll. Then 
eq 10 becomes 

-2 Y=0.2 
,-, 

0.1 
0 

-4 I 
0.05 

£ 0.02 
<( 

0::: -6 
0.01 

L--..1 

01 
0 

..J -a 
-6 -4 -2 0 2 

Log -c 

Figure 1. Time dependence of A(r). 
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Figure 2. Time dependence of B(r). 

A(r)=(rc \"-"c 
J 0 ) rc 

+ C ds 

(43) 

where 

If we set r=rc+Ll in eq 43, can be ob­
tained in terms of the known functions A(r) and 
B(r). Next, if we set r=rc+2Ll, can 
be obtained from eq 43. Thus, for each time r, 

can be evaluated by the repetition of the 
same procedure. As r increases, B(r) and 
become more smooth, so we can choose larger 
time-interval Ll. In this manner, were cal­
culated for various values of r· The results are 
shown in Figure 3. 
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Figure 3. Time dependence of the reaction rate, 
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Figure 4. Time dependence of the unreacted frac­
tion, x(r). 

The unreacted fraction of polymers, x(r), is 
obtained from as 

(47) 

because is the reaction rate per unit area 
of the reaction sphere. The numerical results 
for x(r) are shown in Figure 4. 

From Figures 3 and 4, we find that both 
and x(r) decay in a simple exponential law for 
almost the whole time region. As is understood 
from eq 47, the decay rates of and x(r) are 
equal. The observed first-order reaction rate 
constant k1 is given by this decay rate; 

exp ( -k1r) 

x(r)=xl exp ( -k1r) } (48) 

Hence, k1 can be evaluated from the slope of 
Figure 3 or 4 and is found to be very small com­
pared to unity. However, this method is not 
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appropriate for the purpose of the accurate 
evaluation of k 1 • For that purpose, the follow­
ing procedure is more convenient. 

THE REACTION RATE 

If we take the Laplace transforms of eq 34 
and 35 and substitute them into eq 14, we obtain 

n=O p+n 

n=O p+n 

(49) 

Then, the poles of are determined by the 
solutions of the equation 

A = B 
B(p)= L; _n =0 

n=O p+n 
(50) 

because p= -n gives no singularity of 
The roots of eq 50 are real and negative. This 
can be easily proved from the fact that all B.,. 
are real and positive. The observed reaction 
rate constant k 1 is given by the largest (or the 
smallest in the absolute value) root of eq 50. 

From the numerical results of the preceding 
section, the absolute value of the largest root 
of eq 50 is supposed to be very small. Hence, 
we expand eq 50 in power series of p 

(51) 

where 

= B 
Ck= L; -f- (k= 1, 2, 3, ... ) (52) 

n=l n 

We solved eq 51 numerically by retaining the 
first six terms. In this case, we found that the 
convergence of the sum for C1 is rather slow, 
so we evaluated C1 by using the relation 

= B C1= L; _n = dr {B(r)-B0} 
n=l n 0 

(53) 

which is easily verified from eq 50. 
The results for k1 are presented in Table I. 
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Table I. The rate of reaction 

r The rate of reaction k1 

0.2 0.121 
0.1 0.0584 
0.05 0.0287 
0.02 0.0114 
0.01 0.00566 

Note that k1 increases almost in proportion to 
r· From this observation, we found that the 
asymptotic form of k 1 in the limit of r--->0 can 
be calculated analytically. This will be discussed 
in the following section. 

ANALYTIC EXPRESSION FOR 

In the limit of small r, we safely retain only 
the first two terms of eq 51. 

A C0 
B(p)=-+C1=0 (r--->0) 

p 
(54) 

With eq 52 and 53, eq 54 gives the largest pole 
of as 

where 

I= [ dr {B(r)-B0 ) 

and B0 is given by eq 40. 

(55) 

(56) 

Let us investigate the asymptotic form of /. 
By use of eq 19 and 40, I becomes 

1=4v'n Rr e-r2 [ dr F(r) (57) 

where 

e< ( 2 2 
) F(r)= v' exp __ r_ 

e<-1 e<-1 

{ ( 2 2e</2) ( 2 2 e</2)} 
X exp :<_ 1 -exp - :<_ 1 -4l (58) 

At first sight, the asymptotic form of I as r--->0 
may seem to be obtained by expanding F(r) in 
power series of r. However, the coefficient of 
the first term in the expansion diverges. To 
overcome this difficulty, we introduce a new 
variable y defined by 

2 2 

3(/-1)-y (59) 
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and rewrite eq 57 as 

1=4v'n Rr2 e-r2 [ dy G(y) (60) 

where 

G(y)= 2 /2 e-ay sinh {3v'y(y+2r2f3)) 
'Y 3 yv' y 

8 3 1 
-3r y(y+2r2(3) 

(61) 

The integral of G(y) has a finite value even if 
we take the limit of r--->0. Therefore eq 60 gives 

1=4v'nRr2 e-r2 [ dy{2 (3Y)} 
= 16rrR/ (r--->0) (62) 

From eq 40, 55, and 62, we obtain the follow­
ing simple result; 

(63) 

Next, we evaluate the expansion coefficient 
in eq 48. From eq 49, we obtain 

I; _!1_/ I; Bn 2 
n=O n-k1 n=O (n- k1) 

(64) 

Since k 1 is very small compared to unity we 
may approximate eq 64 as 

(65) 

By use of eq 38, 40, and 63, eq 65 gives 

(66) 

Substituting eq 63 and 66 into eq 48, we ob­
tain the analytic expression for with small 
r as 

J 2 exp(- : r) (r--->0) (67) 
4rr rr R v 1r 

and for x(r) as 

x(r)= exp (- J rr r) (68) 

Hence, in the limit of r--->0, x(r) exhibits a 
simple exponential decay for the whole time­
region. 
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COMPARISON WITH THE THEORY OF 
WILEMSKI AND FIXMAN 

Let us compare our results with that of 
Wilemski and Fixman. 4 The system considered 
by Wilemski and Fixman is somewhat different 
from ours: they considered the case in which 
reactions occur with a certain second-order in­
trinsic rate constant k if the reactive groups are 
within the distance R. The basic diffusion equ­
ation is then written as 

where 

a 
-P(r, t)=:::c'P-kSP ar 

( 4rrR3 )-1 
4 R3 -1 --

S(r)=(T) H(R-[r[)={ 3 
. 0 

(69) 

([r[::;; R) 

([r[ >R) 

(70) 

Eq 69 is more general than our eq l and 4. In 
fact, for small k, eq 69 expresses the case where 
the reaction is not diffusion-controlled. On the 
other hand, in the limit of k--HXJ, eq 69 cor­
responds to our case of a purely diffusion-con­
trolled reaction. 

Their closure approximation yields the follow­
ing form of X(p), the Laplace transform of the 
unreacted fraction of polymers. 

) l kveq X p =-- A 

p p 2{l+(k/Veq)D(p)) 
(71) 

In eq 71, D(p) is the Laplace transform of 

D(r)= d 3U1 d 3u2S(u1)S(u2)G(ub U2, r)Peq(u2) 

= l:o d 3U1 d 3u2S(u1)S(u2) 

X Peq(U1)¢n(U1)¢n(u2)Peq(U2) exp ( -nr) (72) 

that is 

D(p)= £ (73) 
n=O p+n 

with 

Dn= d3U1S(u1)¢n(U1)Peq(U1) 

X d 3U 2S(u2)¢n(U2)Peq(U2) 

and Veq is given by 
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(74) 

Veq = d3uS(u)Peq(U) (75) 

The reaction rate k1 is the largest pole of eq 71 
which can be evaluated by the root of the 
equation 

D(-k1)= £ __!!_,.,__=- Veq (76) 
n=O n-k1 k 

since p=O gives no singularity of x(p) 4 • 

If we take the limit of k-->co in eq 76, we 
obtain 

(77) 

Note that this equation has a close similarity to 
eq 50. The only difference is in the definitions 
of the coefficients Bn and Dn. If we choose 
S(u)=o([u[-R) in eq 74, Dn becomes equal to 
Bn and eq 77 is reduced to eq 50. 

To see the quantitative difference, we solved 
eq 77 numerically for several values of r· Sub­
stitution of eq 70 into eq 74 yields 

[ 3 )3/2 11 ]2 
Dn= 3( 2;rL2 Jo dxx2¢n(Rx)e-r2

x
2 

; 

(Closure approximation) (78) 

Actually, Wilemski and Fixman employed a 
further simplification for the sake of computa­
tional convenience. They replaced one of the 
sink functions appearing in eq 74 by a delta 
function. In this case, we have 

3 )3/2 Dn=3Peq(0)(--2 ¢n(O) dx x 2¢n(Rx) e-r2x2 ; 
2rrL 0 

(Wilemski and Fixman) (79) 

To solve eq 77 with eq 78 or 79, we employed 
the same numerical procedure as that of the solu­
tion of eq 50. The reaction rates for the above 
two cases, C.A. and W.F., are shown in Figure 
5. In these cases, we can also obtain analytic 
expressions for k1 in the limit of small r· The 
detailed discussion will be given in a separate 
paper and the results are7 

(80) 

(81) 

These are also included in Figure 5. 
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-y 

Figure 5. The rate of reaction: EXACT, solutions 
of eq 51; CA, solutions of eq 77 with eq 78; WF, 
solutions of eq 77 with eq 79. Dashed lines denote 
analytic expressions, eq 63, 80 and 81. 

As is observed from Figure 5, the result of 
the closure approximation is relatively in good 
agreement with the exact one. The deviation 
is as much as 20%, which will not be significant 
experimentally. The more important conclusion 
drawn from these calculations is that k 1 is ap­
proximately given by 

k1-;;;r (82) 

or 

k 
1= L Tm 

(83) 

in the original time unit, where rm is the maxi­
mum relaxation time of the end-to-end vector 
of the harmonic spring model (rm=L 2j3D). Eq 
83 indicates that k 1 is smaller than lfrm by a 
factor RjL and has a very simple physical mean­
ing. Consider a free particle with a diffussion 
constant D, confined in a sphere of radius L. 
The particle is assumed to react with another 
particle located at the center if they are within 
the distance R. Then, the reaction rate for this 
system is estimated bl 

(84) 

where k 2 is the second-order reaction rate con­
stant predicted by the Smoluchowski theory and 
n is the concentration. In this case, k 2 =4nRD 
and n=3j(4nL3), thus we have eq 83. 

DISCUSSION 

This paper has been devoted to an exact cal­
culation of the reaction rates of the ring closure 
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reaction of polymers based on the harmonic 
spring model. In this case, the reaction rates 
were proved to be almost proportional to RJL. 
In the limit of small r, this proportionality has 
been shown analytically. 

The discussion in the final part of the preceding 
section indicates that the spring potential affects 
only the restriction that both reactive segments 
must be within a distance L. The reaction rate 
of the harmonic spring model is well represented 
by one of free particles confined in a sphere of 
radius L. Hence, one may presume that the 
reaction rate for the Rouse chain is also given 
by eq 83 if rm is understood as the longest 
relaxation time of the end-to-end vector. How­
ever, the validity of such a generalization remains 
in question. The results of the numerical cal­
culation of Wilemski and Fixman show that, 
for the free draining Rouse chain, k 1 is almost 
independent of RjL. From the observation that 
the result of the closure approximation is in 
relatively good agreement with that of the exact 
one for the harmonic spring model, we suppose 
that this unexpected result comes from some 
essential differences between the harmonic spring 
model and the Rouse model. More detailed 
discussion will be given in a separate paper. 7 
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APPENDIX 

With the substitution of 

P(r)=Peq(r)p(r) 

( 3 ) 3
/

2 
( 3 ) Peq(r)= 2nLz exp - 2Lzlrlz 

eq 1 with eq 2 becomes 

ap -D(f72 p-l_r·f7p)=o at L 2 

(Al) 

(A2) 

(A3) 

To solve the eigenvalue problem associated with 
eq A3; 

we transform eq A4 into the spherical coordinate. 
Since eq A4 is spherically symmetric, the eigen­
function is written as ¢=R(r)Y1m((}, \D) (Y1m being 
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the spherical harmonics). Because of the sym­
metrical reason of our system, we need only 
spherically symmetric eingenfunctions of eq A4 
(!=0). Then, eq A4 is reduced to 

d2R +(2__2_,)dR +_!_R=O (A5) 
dr2 r L 2 dr D 

In terms of a new variable defined by 

(A6) 

eq A5 gives 

d 2 
( 3 )dR L 2 

z-2 R(z)+ --z -+-J-R=O 
dz 2 dz 6D 

(A7) 

Thus, R(z) is identified with the Laguerre poly­
nomials Ln112(z); 

1/2(z)+(2_- z)dLn1/2 +nL 1/2=0 (A8) 
dz2 n 2 dz n 

Then, the normalization of ¢n 

d 3r¢n'(r)¢n(r)Peq(r)=on'n (A9) 

612 

gives the desired results. 

(AIO) 

/ v rc n! L 112( 3 2) 
¢n(r)= 'V 2T(3/2+n) n 2L2 r (All) 
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