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#### Abstract

The correlation-function formula for the intrinsic viscosity of polymer solutions is established. It is shown that the intrinsic viscosity is made up of two parts, the first is the high-frequency-limiting viscosity $\Delta \eta_{\infty}$, independent of the frequency, and the second is the dependent part $\Delta \bar{\eta}(\omega)$. The latter part is given by the time correlation of the "reduced flux." The reduced flux is given by the averaged momentum flux with the conformation of the polymer chain fixed. The explicit expression of the reduced flux is calculated for the general model of the polymer chain, having constant bond length and constant bond angle, without using the metric tensor. It is also shown how to calculate the intrinsic viscosity based upon the stochastic local jump model.
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The object of the present paper is to establish a correlation-function formula for the intrinsic viscosity of dilute polymer solutions based upon the microscopic theory of Brownian motion. A general theory of the correlation-function formula for the viscosity of liquids has been given by a number of authors. ${ }^{1-4}$ The result is

$$
\begin{equation*}
\eta(\omega)=\frac{1}{V k_{\mathrm{B}} T} \int_{0}^{\infty} \mathrm{d} t e^{-i \omega t}\langle J(t) J(0)\rangle \tag{1}
\end{equation*}
$$

where $\langle J(t) J(0)\rangle$ is the time correlation function of the total momentum flux $J, V$ is the volume of the liquid, $T$ is the absolute temperature and $k_{\mathrm{B}}$ is the Boltzmann constant. The microscopic expression of the total momentum flux $J$ is given by

$$
\begin{equation*}
J=\sum_{j} \frac{P_{j x} P_{j y}}{m_{j}}+\sum_{j} \boldsymbol{r}_{j x} \boldsymbol{F}_{j y} \tag{2}
\end{equation*}
$$

where $m_{j}$ is the mass, $\boldsymbol{r}_{j}, \boldsymbol{p}_{j}$, are respectively the coordinate and the momentum of the molecule and $\boldsymbol{F}_{j}$ is the force acting on the molecule. Although eq 1 and 2 are quite general, it is almost impossible to calculate the correlation function without making some approximations.
Our purpose is to show how to apply the above formula to the viscosity of dilute polymer solutions. As is well known, the dynamic properties of polymer molecules are usually treated
by the Brownian motion theory. The standard approach is to use a Fokker-Planck equation for the distribution function of the polymer molecules. Since the Fokker-Planck equation describes only the time evolution of the polymer configuration, we have to express the flux in terms of the coordinates of the polymer molecules. In accordance with the traditional treatment the result will be given in terms of the extra quantities, that is, the increment of the viscosity of the polymer solution to that of the solvent, will be given by the time correlation function of the excess flux such as

$$
\begin{equation*}
\Delta \eta(\omega)=\frac{1}{V k_{\mathrm{B}} T} \int_{0}^{\infty} \mathrm{d} t e^{-i \omega t}\langle\Delta J(t) \Delta J(0)\rangle \tag{3}
\end{equation*}
$$

where $\Delta J$ is the excess flux which is expressed by the coordinate of the polymer molecule, and $\langle\Delta J(t) \Delta J(0)\rangle$ should be calculated by the FokkerPlanck equation.

Such an attempt has been performed recently by Chikahisa and Stockmayer. ${ }^{5,6}$ They presumed that $\Delta J$ is given by the following formula

$$
\begin{equation*}
\Delta J=\sum_{j} R_{j x}\left(-k_{\mathrm{B}} T \frac{\partial \ln P}{\partial R_{j y}}-\frac{\partial U}{\partial R_{j y}}\right) \tag{4}
\end{equation*}
$$

where $R_{j x}$ is the $x$-component of the coordinate of the $j$-th unit of the polymer chain, $P$ is the
distribution function of the polymer and $U$ is the potential energy. The expression in parentheses is the $y$-component of the thermodynamic force acting on the unit. The first term corresponds to the so-called diffusion force and the second term is the energetic force.

However two comments should be made on their expression. First, since $\Delta J$ contains the time-dependent distribution function $P\left(\boldsymbol{R}_{1}\right.$, $\left.\boldsymbol{R}_{2}, \ldots, \boldsymbol{R}_{N} ; t\right)$ in their expression, the excess momentum flux $\Delta J$ depends on time explicitly. This is quite curious because the momentum flux $J$ is a phase function and consequently $\Delta J$ should be expressed in terms of $\boldsymbol{R}_{1}, \boldsymbol{R}_{2}, \ldots$, $\boldsymbol{R}_{N}$ 's only. In this paper, we will show that $\Delta J$ does not contain the diffusion force and is expressed by only those variables describing the configuration of the polymer chain. It is shown that $\Delta J$ arises from the energetic force. At first sight it may seem that the diffusion force cannot be omitted in the case of (for example) the rigid dumbbell molecule. However this is not the case. Even in the case of the dumbbell molecule, we must consider the energetic force maintaining the bond length constant. It is shown that, by taking this force into account, the traditional results can be recovered.

The second comment is that eq 3 cannot give the finite value of the so-called limiting viscosity, which is the nonvanishing part of the intrinsic viscosity in the limit $\omega \rightarrow \infty$. Chikahisa and Stockmayer ${ }^{5}$ employed an artificial method to remove this defect in their calculation of the viscosity of the rod-like molecule. However the defect is the necessary consequence of the theory of Brownian motion. As can be seen from eq 3, the limiting viscosity, if given by eq 3, corresponds to the time correlation function which decays in an infinitesimal time. However the Fokker-Planck equation is not applicable for such a short time scale. This point will be discussed in some detail in the following section.

In this paper we shall give the exact formal expression of $\Delta J$ based upon the microscopic Brownian motion theory. Some explicit expressions of $\Delta J$ are calculated for several models of the polymers. Especially $\Delta J$ is obtained for the general model of the polymer chain, having constant bond length and constant bond angles,
without using the metric tensor. We also give a convenient expression of $\Delta J$ for the stochastic local jump model. ${ }^{16,17,18}$ This formula of $\Delta J$ seems of importance since it can be applied for the investigation of the high-frequency viscosity of the dilute polymer solutions.

## FORMAL EXPRESSION OF THE EXCESS FLUX

In this section, the formal expression of $\Delta J$ is given based upon the microscopic theory of Brownian motion. ${ }^{9,10,11}$ Let us first review the theory. The present argument is based upon the projection operator method first introduced by Zwanzig. ${ }^{7,8}$ We shall first review the method in a formal way.

Consider the Hilbert space of the phase space distribution functions $|F(t)\rangle=F(x ; t)$, where $x$ denotes the point in the phase space of a complete set of the microscopic dynamical variables. Let the Hamiltonian of the system be $H(x)$. Then the equilibrium distribution function of the system is given by

$$
\begin{equation*}
P_{\mathrm{eq}}(x) \propto \exp \left[-H(x) / k_{\mathrm{B}} T\right] \tag{5}
\end{equation*}
$$

The inner product of the two vectors in this Hilbert space is defined as

$$
\begin{align*}
\langle F \mid G\rangle & =\int \mathrm{d} x F(x) G(x) \\
& =\langle\boldsymbol{G} \mid F\rangle \tag{6}
\end{align*}
$$

The theory of the Brownian motion is based upon the assumption that there exist a set of the so-called gross variables whose time evolution is much slower than that of the other microscopic variables. Let $A_{1}(x), A_{2}(x), \ldots, A_{n}(x)$ be the gross variables. The entire Hilbert space contains a subspace consisting of the functions which depend on $x$ in such a way as $|F\rangle=$ $F\left(A_{1}(x), A_{2}(x), \ldots, A_{n}(x)\right)$. This subspace is spanned by the following functions which play the role of the unit vectors in the subspace.

$$
\begin{equation*}
\left|\Delta_{a}\right\rangle=\delta\left(A_{1}(x)-a_{1}\right) \delta\left(A_{2}(x)-a_{2}\right) \cdots \delta\left(A_{n}(x)-a_{n}\right) \tag{7}
\end{equation*}
$$

where $a$ denotes the set of the variables $a_{1}, a_{2}, \ldots$, $a_{n}$.

Let us consider the probability distribution function of the gross variables $f(a ; t)$, which is
derived from the distribution function of the total system $F(x ; t)$ as

$$
\begin{align*}
f(a ; t) & =\int \mathrm{d} x \delta\left(A_{1}(x)-a_{1}\right) \cdots \delta\left(A_{n}(x)-a_{n}\right) F(x ; t) \\
& =\left\langle\Delta_{a} \mid F(t)\right\rangle \tag{8}
\end{align*}
$$

To derive the kinetic equation of $f(a ; t)$, it is convenient to introduce the following projection operator

$$
\begin{equation*}
\mathscr{P}=\int \mathrm{d} a\left|\tilde{\Delta}_{a}\right\rangle\left\langle\Delta_{a}\right| \tag{9}
\end{equation*}
$$

In the above equation $\left|\tilde{\Delta}_{a}\right\rangle$ is defined as

$$
\begin{equation*}
\left|\tilde{\Delta}_{a}\right\rangle=\frac{P_{\mathrm{eq}}(x) \Delta_{a}(x)}{\bar{P}_{\mathrm{eq}}(a)} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{P}_{\mathrm{eq}}(a)=\int \mathrm{d} x \Delta_{a}(x) P_{\mathrm{eq}}(x)=\left\langle\Delta_{a} \mid P_{\mathrm{eq}}\right\rangle \tag{11}
\end{equation*}
$$

It is easy to verify the following relations

$$
\begin{gather*}
\left\langle\tilde{\Delta}_{a} \mid \Delta_{a^{\prime}}\right\rangle=\delta\left(a-a^{\prime}\right)  \tag{12}\\
\mathscr{P}^{2}=\mathscr{P} \tag{13}
\end{gather*}
$$

where

$$
\begin{equation*}
\delta\left(a-a^{\prime}\right)=\delta\left(a_{1}-a_{1}^{\prime}\right) \delta\left(a_{2}-a_{2}^{\prime}\right) \cdots \delta\left(a_{n}-a_{n}^{\prime}\right) \tag{14}
\end{equation*}
$$

The time evolution of the distribution function of the total system is given by the Liouville operator $\mathscr{L}$.

$$
\begin{equation*}
\frac{\partial}{\partial t}|F(t)\rangle=-\mathscr{L}|F(t)\rangle \tag{15}
\end{equation*}
$$

The following relation can be obtained by some algebraic manipulations.

$$
\begin{align*}
& \frac{\partial}{\partial t} \mathscr{P}|F(t)\rangle=-\mathscr{P} \mathscr{L} \mathscr{P}|F(t)\rangle \\
& \quad-\int_{0}^{\infty} \mathrm{d} s \mathscr{P} \mathscr{L} e^{-s(1-\mathscr{O}) \mathscr{L}}(1-\mathscr{P}) \mathscr{L} \mathscr{P}|F(t-s)\rangle \tag{16}
\end{align*}
$$

Multiplying $\left\langle\Delta_{a}\right|$ to this equation and using eq 8,9 , and 12 , we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} f(a ; t)=-\int_{0}^{\infty} \mathrm{d} s \int \mathrm{~d} a^{\prime} K_{a a^{\prime}}(s) f\left(a^{\prime}, t-s\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
K_{a a^{\prime}}(t)= & \delta(t)\left\langle\Delta_{a}\right| \mathscr{L}\left|\tilde{\Delta}_{a^{\prime}}\right\rangle \\
& +\left\langle\Delta_{a}\right| \mathscr{L} e^{-t(1-\mathscr{O}) \mathscr{L}}(1-\mathscr{P}) \mathscr{L}\left|\tilde{\Delta}_{a^{\prime}}\right\rangle \tag{18}
\end{align*}
$$

This is the exact kinetic equation for $f(a ; t)$. Usually eq 17 is reduced to the Markoffian
equation by invoking certain assumptions that the pertinent process is sufficiently slow, which will be discussed further later. The Markoffian equation can be written as

$$
\begin{equation*}
\frac{\partial}{\partial t} f(a ; t)=-\mathscr{D} f(a ; t) \equiv \int \mathrm{d} a^{\prime} D_{a a^{\prime}} f\left(a^{\prime} ; t\right) \tag{19}
\end{equation*}
$$

The above argument is quite general and the operator $\mathscr{O}$ may be the diffusion operator (for the case of Brownian motion theory) or the master operator (for the case of chemical reaction problems). The problem of how eq 17 can be reduced to eq 19 is one of the central problems in the microscopic theory of Brownian motion, and was discussed by a number of authors. Here we shall only give the physical idea underlying their discussion.

Since the gross variables vary much more slowly than the other microscopic variables, we can introduce a characteristic time $\tau_{c}$ which distinguishes the gross variables from the other microscopic variables. The time $\tau_{c}$ is defined so as to satisfy the following two assumptions, that is,
(i) the time variation of the gross variables can be neglected in time $\tau_{\mathrm{c}}$,
(ii) the time correlations of the other microscopic variables decay completely in time $\tau_{c}$. These assumptions lead to the Markoffian equation. To understand the meaning of these assumptions, let us consider a system which is in a nonequilibrium state at time $t=0$. The above assumptions lead to the following approximations for the time evolution of the distribution function of the system $F(x ; t)$. From the second assumption we can assume that, after the time $\tau_{\mathrm{c}}$, the system is in equilibrium for the microscopic variables but not for the gross variables. Therefore we may put

$$
\begin{equation*}
|F(t)\rangle \cong \mathscr{P}|F(t)\rangle \quad\left(\text { for } t \geq \tau_{\mathrm{c}}\right) \tag{20}
\end{equation*}
$$

since $\mathscr{P}|F(t)\rangle$ is the state where the system is in partial equilibrium with fixed gross variables. Further from the second assumption we can put

$$
\begin{equation*}
\left|F\left(\tau_{\mathrm{c}}\right)\right\rangle \cong \mathscr{P}|F(0)\rangle \tag{21}
\end{equation*}
$$

since the gross variables do not vary in time $\tau_{c}$. Combining eq 20 and 21 we have the following relation for time for $t \gg \tau_{\mathrm{c}}$

$$
\begin{align*}
|F(t)\rangle & \cong \mathscr{P} e^{-\mathscr{L}\left(t-\tau_{c}\right)}\left|F\left(\tau_{\mathrm{c}}\right)\right\rangle \\
& \cong \mathscr{P} e^{-\mathscr{S} t} \mathscr{P}|F(0)\rangle \tag{22}
\end{align*}
$$

Let us now consider the time correlation function

$$
\begin{align*}
\langle J(t) J(0)\rangle & =\int d x J(x) e^{-\mathscr{L} t} J(x) P_{\mathrm{eq}}(x) \\
& =\langle J| e^{-\mathscr{L} t}\left|J P_{\mathrm{eq}}\right\rangle \tag{23}
\end{align*}
$$

By regarding $\exp [-\mathscr{L} t] J(x) P_{\text {eq }}(x)$ as $|F(t)\rangle$ in eq 22 we have

$$
\begin{align*}
& \langle J(t) J(0)\rangle \\
& \quad \cong\langle J| \mathscr{P} e^{-\mathscr{P} t} \mathscr{P}\left|J P_{\mathrm{eq}}\right\rangle \\
& \quad=\int \mathrm{d} a \mathrm{~d} a^{\prime}\left\langle J \mid \tilde{\Delta}_{a}\right\rangle\left\langle\Delta_{a}\right| e^{-\mathscr{L} t}\left|\tilde{\Delta}_{a}\right\rangle\left\langle\Delta_{a} \mid J P_{\mathrm{eq}}\right\rangle \tag{24}
\end{align*}
$$

The time correlation $\left\langle\Delta_{a}\right| \exp [-\mathscr{L} t]\left|\tilde{J}_{a^{\prime}}\right\rangle$ is given by the diffusion operator

$$
\begin{equation*}
\left\langle\Delta_{a}\right| e^{-\mathscr{L} t}\left|\tilde{\Delta}_{a^{\prime}}\right\rangle \cong\left[e^{-D t}\right]_{a a^{\prime}} \tag{25}
\end{equation*}
$$

where $[\exp (-D t)]_{a a^{\prime}}$ is the matrix element of the matrix $\exp (-D t)$. Eq 25 is the consequence of reducing eq 18 to 19 . Further we note the relation

$$
\begin{equation*}
\left\langle\Delta_{a} \mid J P_{\mathrm{eq}}\right\rangle=\left\langle\tilde{U}_{a} \mid J\right\rangle \bar{P}_{\mathrm{eq}}(a) \tag{26}
\end{equation*}
$$

From eq 24, 25, and 26, we obtain

$$
\begin{align*}
\langle J(t) J(0)\rangle & \cong \int \mathrm{d} a \mathrm{~d} a^{\prime} \bar{J}(a)\left[e^{-D t}\right]_{a a^{\prime}} \bar{J}\left(a^{\prime}\right) \bar{P}_{\mathrm{eq}}\left(a^{\prime}\right) \\
& =\int \mathrm{d} a \bar{J}(a) e^{-\mathscr{O t}} \bar{J}(a) \bar{P}_{\mathrm{eq}}(a) \tag{27}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{J}(a) \equiv\left\langle J \mid \tilde{\Delta}_{a}\right\rangle=\left[\bar{P}_{\mathrm{eq}}(a)\right]^{-1} \int \mathrm{~d} x J(x) \Delta_{a}(x) P_{\mathrm{eq}}(x) \tag{28}
\end{equation*}
$$

The flux $\bar{J}(a)$ is the projected one on to the subspace spanned by $\Delta_{a}$. We shall call $\bar{J}(a)$ reduced flux. The reduced flux is given by taking the thermal average of the original flux for the microscopic variables with fixed gross variables. The expression of the reduced flux is the consequence of the reduction of the exact kinetic eq 17 to the Markoffian eq 18. At this point it should be stressed that eq 27 holds only for $t \geqslant \tau_{\mathrm{c}}$. For $t \lesssim \tau_{\mathrm{c}}$ we cannot neglect the contribution of the time correlation coming from the microscopic variables. The complete time correlation is therefore given by adding a term which decays completely in time $\tau_{c}$. To be
consistent with the Markoffian assumption, the added term should be expressed by a delta function, therefore

$$
\begin{equation*}
\langle J(t) J(0)\rangle=C_{0} \delta(t)+\langle\bar{J}(t) \bar{J}(0)\rangle \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\bar{J}(t) \bar{J}(0)\rangle=\int \mathrm{d} a \bar{J}(a) e^{-\mathscr{O} t} \bar{J}^{(a)} \bar{P}_{\mathrm{eq}}(a) \tag{30}
\end{equation*}
$$

Note that $C_{0}$ cannot be given by the diffusion equation. The assumption that the time correlation of the microscopic variables can be expressed by a delta function is justified as far as we are concerned with the time scale $\omega \leq 1 / \tau_{c}$. Let us now turn to the viscosity problems of the polymer solutions. Using eq 1, we obtain

$$
\begin{gather*}
\eta(\omega)=\eta_{\infty}+\Delta \bar{\eta}(\omega)  \tag{31}\\
\eta_{\infty}=\frac{1}{V k_{\mathrm{B}} T} \int_{0}^{\infty} \mathrm{d} t e^{-i \omega t} C_{0} \delta(t)=\frac{C_{0}}{V k_{\mathrm{B}} T}  \tag{32}\\
\Delta \bar{\eta}(\omega)=\frac{1}{V k_{\mathrm{B}} T} \int_{0}^{\infty} \mathrm{d} t e^{-i \omega t}\langle\bar{J}(t) \bar{J}(0)\rangle \\
=\frac{1}{V k_{\mathrm{B}} T}\left\langle\bar{J} \frac{1}{i \omega+\mathscr{D}} \bar{J}\right\rangle \tag{33}
\end{gather*}
$$

By solving the diffusion equation of the polymer conformation we can calculate $\langle\bar{J}(t) \bar{J}(0)\rangle$ and corresponding excess viscosity $\Delta \bar{\eta}(\omega)$. However this is not the total excess viscosity of the polymer solutions since the term $\eta_{\infty}$ also contains the contributions coming from the polymer molecules. The term $\eta_{\infty}$ comes mainly from the solvent molecules, but it also includes the contribution of the polymer molecules. The latter part contributes to the intrinsic limiting viscosity $\Delta \eta_{\infty}$. Therefore we write

$$
\begin{equation*}
\eta_{\infty}=\eta_{\mathrm{s}}+\Delta \eta_{\infty} \tag{34}
\end{equation*}
$$

where $\eta_{\mathrm{s}}$ is the viscosity of the solvent. The excess viscosity is then given

$$
\begin{equation*}
\Delta \eta(\omega)=\Delta \eta_{\infty}+\Delta \bar{\eta}(\omega) \tag{35}
\end{equation*}
$$

This is the final result of our formal discussion.
The above argument is summarized as follows. In setting up the kinetic equation, which may be the Fokker-Planck equation or the master equation, we have implicitly assumed the existence of the characteristic time $\tau_{c}$ which satisfies the two conditions (i) and (ii) given before eq 20. Then the intrinsic complex viscosity should
be written in the form shown in eq 35, for the frequency range $\omega \leqq 1 / \tau_{c}$. The frequency dependent part of the viscosity $\Delta \bar{\eta}(\omega)$ is given by the time correlation function of the reduced flux and can be calculated by solving the pertinent kinetic equation. On the other hand the frequency independent part $\Delta \eta_{\infty}$ cannot be calculated in the framework of the kinetic equation under consideration. To calculate $\Delta \eta_{\infty}$, a more detailed investigation of the short time scale motion ( $t \leq \tau_{c}$ ) is necessary. An example of calculation of $\Delta \eta_{\infty}$ will be reported in the future paper. In the remaining part of this paper, we will be concerned with only $\Delta \bar{\eta}(\omega)$ and calculate the reduced flux $\bar{J}$.

## APPLICATION TO THE ROUSE MODEL AND RIGID DUMBBELL MODEL

In this section we shall calculate the reduced flux by using the general formula 28 for some particular models.

First we cosider the case of the Rouse theory, ${ }^{12}$ where the gross variables are chosen as the coordinate of the submolecules. Let $\boldsymbol{R}_{j}(j=1, \ldots$, $N$ ) be the cordinate of the $j$-th monomer. Let us consider submolecules which include $n$ monomers and define their coordinates as those of the end monomers. Then the coordinate of the $a$-th submolecule is given as

$$
\begin{equation*}
\boldsymbol{Q}_{a}=\boldsymbol{R}_{a n} \quad(a=1,2, \ldots, N / n) \tag{36}
\end{equation*}
$$

The reduced flux is then given by

$$
\begin{array}{r}
\bar{J}(\{\boldsymbol{Q}\})=\left[\bar{P}_{\mathrm{eq}}(\{\boldsymbol{Q}\})\right]^{-1} \int \mathrm{~d} \Gamma \prod_{a=1}^{N / n} \delta\left(\boldsymbol{Q}_{a}-\boldsymbol{R}_{a n}\right) J(\Gamma) \boldsymbol{P}_{\mathrm{eq}}(\Gamma) \\
\bar{P}_{\mathrm{eq}}(\{\boldsymbol{Q}\})=\int \mathrm{d} \Gamma \prod_{a=1}^{N / n} \delta\left(\boldsymbol{Q}_{a}-\boldsymbol{R}_{a n}\right) P_{\mathrm{eq}}(\Gamma) \tag{38}
\end{array}
$$

where $\Gamma$ denotes the points of the total phase space, and $J(\Gamma)$ is given by eq 1 , or more explicitly,

$$
\begin{align*}
J(\Gamma)= & \frac{1}{m} \sum_{j} p_{j x} p_{j y}-\sum_{j} r_{j x} \frac{\partial U}{\partial r_{j y}} \\
& +\frac{1}{M} \sum_{j} P_{j x} P_{j y}-\sum_{j} R_{j x} \frac{\partial U}{\partial R_{j y}} \tag{39}
\end{align*}
$$

where $m, \boldsymbol{r}_{j}, \boldsymbol{p}_{j}$ are the mass, coordinate and the momentum of the solvent molecules respectively and $M, \boldsymbol{R}_{j}, \boldsymbol{P}_{j}$, are those of the polymer
molecules, and $U$ is the potential energy of the system. Since we have used the canonical equilibrium distribution function for $P_{\mathrm{eq}}(\Gamma)$, $J(\Gamma) P_{\text {eq }}(\Gamma)$ is written

$$
\begin{gather*}
J(\Gamma) P_{\mathrm{eq}}(\Gamma)=-k_{\mathrm{B}} T\left[\sum_{j} p_{j x} \frac{\partial}{\partial p_{j y}}-\sum_{j} r_{j x} \frac{\partial}{\partial r_{j y}}\right. \\
\left.\quad+\sum_{j} P_{j x} \frac{\partial}{\partial P_{j y}}-\sum_{j} R_{j x} \frac{\partial}{\partial R_{j y}}\right] P_{\mathrm{eq}}(\Gamma) \tag{40}
\end{gather*}
$$

Therefore the integral of eq 37 can be converted to the surface integral, and the nonvanishing terms are found to be as

$$
\begin{align*}
\bar{J}_{(\{\boldsymbol{Q}\})=}= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\boldsymbol{Q}\})\right]^{-1} \\
& \times \int \mathrm{d} \Gamma \prod_{a=1}^{N / n} \delta\left(\boldsymbol{Q}_{a}-\boldsymbol{R}_{n a}\right) \sum_{j=1}^{N} R_{j x} \frac{\partial P_{\mathrm{eq}}(\Gamma)}{\partial R_{j y}} \\
= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\boldsymbol{Q}\})\right]^{-1} \sum_{b=1}^{N / n} Q_{b x} \frac{\partial}{\partial \boldsymbol{Q}_{b y}}  \tag{41}\\
& \times \int \mathrm{d} \Gamma \prod_{a=1}^{N / n} \delta\left(\boldsymbol{Q}_{a}-\boldsymbol{R}_{n a}\right) P_{\mathrm{eq}}(\Gamma) \\
= & -\sum_{b=1}^{N / n} Q_{b x} \frac{\partial A(\{\boldsymbol{Q}\})}{\partial \boldsymbol{Q}_{b y}}  \tag{42}\\
& A(\{\boldsymbol{Q}\})=-k_{\mathrm{B}} T \ln \bar{P}_{\mathrm{eq}}(\{\boldsymbol{Q}\}) \tag{43}
\end{align*}
$$

where $A(\{Q\})$ is the free energy of the system under the restriction that the positions of the submolecules are fixed. Note that the reduced flux does not contain any diffusion force. The force that appears in the reduced flux is the mean force of interaction between the submolecules, which in general includes the excluded volume effect. If we neglect the excluded volume effect and assume that $\bar{P}_{\text {eq }}(\{\boldsymbol{Q}\})$ is given by the Gaussian distribution function, then the wellknown result is immediately recovered. It should be stressed that the above result holds even when the hydrodynamic interaction has to be taken into account.

As a next example, let us consider the case of the dumbbell molecule. The purpose of this calculation is to illustrate that the diffusion force does not appear in the reduced flux even for the rigid macromolecules.
Let $\boldsymbol{R}_{1}, \boldsymbol{R}_{2}$ be the coordinates of the friction centers of the dumbbell molecule. Since the length of the dumbbell molecule is constant, there are only five degrees of freedom, that is, the position of the center of mass $\boldsymbol{R}$ and the
angular part of the polar coordinate of the bond $\theta, \varphi$. We regard these five variables as relevant gross variables. Repeating the same argument given in deriving eq 41 , we obtain

$$
\begin{align*}
\bar{J}(\boldsymbol{R}, \theta, \varphi)= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\boldsymbol{R}, \theta, \varphi)\right]^{-1} \\
& \times \int \mathrm{d}^{3}{R_{1}}^{\prime} \mathrm{d}^{3} \boldsymbol{R}_{2}{ }^{\prime} \delta\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right) \delta\left(\theta-\theta^{\prime}\right)  \tag{51}\\
& \times \delta\left(\varphi-\varphi^{\prime}\right) \sum_{j=1}^{2}{R_{j x}^{\prime}}^{\prime} \frac{\partial \boldsymbol{P}_{\mathrm{eq}}\left(\left\{\boldsymbol{R}^{\prime}\right\}\right)}{\partial R_{j y}^{\prime}}  \tag{44}\\
\bar{P}_{\mathrm{eq}}(\boldsymbol{R}, \theta, \varphi)= & \int \mathrm{d}^{3}{R_{1}}^{\prime} \mathrm{d}^{3} \boldsymbol{R}_{2}{ }^{\prime} \delta\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right) \delta\left(\theta-\theta^{\prime}\right) \\
& \times \delta\left(\varphi-\varphi^{\prime}\right) P_{\mathrm{eq}}\left(\left\{\boldsymbol{R}^{\prime}\right\}\right) \tag{45}
\end{align*}
$$

where $\boldsymbol{R}^{\prime}, \theta^{\prime}, \varphi^{\prime}$ is a function of $\boldsymbol{R}_{1}{ }^{\prime}$ and $\boldsymbol{R}_{2}{ }^{\prime}$, for example, $\boldsymbol{R}^{\prime}=\left(\boldsymbol{R}_{1}{ }^{\prime}+\boldsymbol{R}_{2}{ }^{\prime}\right) / 2$. The equilibrium distribution function $P_{\text {eq }}(\{\boldsymbol{R}\})$ is given as

$$
\begin{equation*}
P_{\mathrm{eq}}(\{\boldsymbol{R}\})=\frac{1}{V} \cdot \frac{1}{4 \pi l^{2}} \delta\left(\left|\boldsymbol{R}_{1}-\boldsymbol{R}_{2}\right|-l\right) \tag{46}
\end{equation*}
$$

where $l$ is the bond length of the dumbbell molecule and $V$ is the volume of the polymer solution. From now on we put $V=1$, then we consider a polymer solution of unit concentration.

Now we calculate the integral of eq 44 and 45. For simplicity of notation we write eq 45 as

$$
\begin{equation*}
\overline{\boldsymbol{P}}_{\mathrm{eq}}(\boldsymbol{R}, \theta, \varphi)=\int_{R, \theta, \varphi \text { fixed }} \mathrm{d}^{3} \boldsymbol{R}_{1} \mathrm{~d}^{3} R_{2} P_{\mathrm{eq}}(\{\boldsymbol{R}\}) \tag{47}
\end{equation*}
$$

where the comment under the integral symbol " $\boldsymbol{R}, \theta, \varphi$ fixed" means that the integral with respect to $\boldsymbol{R}, \theta, \varphi$ should not be made. This is the result of the property of the delta function in eq 45 . To calculate eq 47 we introduce a set of independent variables $\boldsymbol{R}, \theta, \varphi$ and $r$, where $r$ is the bond length. Then

$$
\begin{equation*}
\mathrm{d}^{3} R_{1} \mathrm{~d}^{3} R_{2}=r^{2} \sin \theta \mathrm{~d}^{3} R \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \varphi \tag{48}
\end{equation*}
$$

Since the integral with respect to $\boldsymbol{R}, \theta, \varphi$ should not be made eq 47 becomes

$$
\begin{align*}
\bar{P}_{\mathrm{eq}}(\boldsymbol{R}, \theta, \varphi) & =\int_{0}^{\infty} \mathrm{d} r r^{2} \sin \theta \boldsymbol{P}_{\mathrm{eq}}(\{\boldsymbol{R}\})  \tag{54}\\
& =\frac{1}{4 \pi l^{2}} \int_{0}^{\infty} \mathrm{d} r r^{2} \sin \theta \delta(r-l) \\
& =\frac{\sin \theta}{4 \pi} \tag{49}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\bar{J}(\boldsymbol{R}, \theta, \varphi)= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\boldsymbol{R}, \theta, \varphi)\right]^{-1} \\
& \times \int_{0}^{\infty} \mathrm{d} r r^{2} \sin \theta \sum_{j=1}^{2} R_{j x} \frac{\partial P_{\mathrm{eq}}(\{\boldsymbol{R}\})}{\partial R_{j y}} \tag{50}
\end{align*}
$$

The following relation is easily verified

$$
\sum_{j=1}^{2} R_{j x} \frac{\partial}{\partial R_{j y}} P_{\mathrm{eq}}(\{\boldsymbol{R}\})=\frac{r n_{x} n_{y}}{4 \pi l^{2}} \frac{\partial}{\partial r} \delta(r-l)
$$

where $n$ is the unit vector in the direction of the bond. Note that $n$ is a function of $\theta$ and $\varphi$. Then substituting eq 51 and 49 into eq 50 , we obtain

$$
\begin{align*}
\bar{J}(\boldsymbol{R}, \theta, \varphi) & =\frac{k_{\mathrm{B}} T}{l^{2}} \int_{0}^{\infty} \mathrm{d} r r^{3} n_{x} n_{y} \frac{\partial}{\partial r} \delta(r-l) \\
& =-\frac{3 k_{\mathrm{B}} T}{l^{2}} \int_{0}^{\infty} \mathrm{d} r r^{2} n_{x} n_{y} \delta(r-l) \\
& =-3 k_{\mathrm{B}} T n_{x} n_{y} \tag{52}
\end{align*}
$$

Or more explicitly

$$
\begin{equation*}
\bar{J}(\boldsymbol{R}, \theta, \varphi)=-3 k_{\mathrm{B}} T \sin ^{2} \theta \sin \varphi \cos \varphi \tag{53}
\end{equation*}
$$

However the expression of eq 52 is more simple and intuitive. Note that the reduced flux of eq 52 is given by the energetic force. Although there appears no potential $U\left(\boldsymbol{R}_{1}, \boldsymbol{R}_{2}\right)$ in the above calculation, the existence of such a potential is implicitly assumed because the calculation is based upon eq 44. In fact if we consider a potential having deep minimum at $\left|\boldsymbol{R}_{1}-\boldsymbol{R}_{2}\right|=l$, for example, $U=\alpha\left(\left|\boldsymbol{R}_{1}-\boldsymbol{R}_{2}\right|-l\right)^{2}$, the calculated reduced flux coincides with eq 52 in the limit $\alpha \rightarrow \infty$. The important point is that the reduced flux is independent of the explicit form of the potential if the potential has a sufficiently deep minimum at $\left|\boldsymbol{R}_{1}-\boldsymbol{R}_{2}\right|=l$.

It is easily shown that the reduced flux given by eq 52 together with the correlation function formula of eq 33 lead to the same result as that obtained by the conventional method. Thus we have

$$
\begin{aligned}
\Delta \bar{\eta}(\omega)= & \frac{1}{k_{\mathrm{B}} T} \int \mathrm{~d}^{3} R \mathrm{~d} \theta \mathrm{~d} \varphi \frac{\sin \theta}{4 \pi} \bar{J}(\boldsymbol{R}, \theta, \varphi) \\
& \times \frac{1}{i \omega+\mathscr{D}} \bar{J}(\boldsymbol{R}, \theta, \varphi)
\end{aligned}
$$

In the above equation $\mathscr{O}$ is the diffusion operator

$$
\mathscr{O}=D_{\mathrm{t}} \frac{\partial^{2}}{\partial \boldsymbol{R}^{2}}+D_{\mathrm{r}}\left(\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}\right)
$$

## M. Doi and K. Okano

where $D_{\mathrm{t}}$ and $D_{\mathrm{r}}$ are the translational and rotational diffusion coefficient respectively. Substituting eq 52 and 55 into eq 54 and by using the relation

$$
\begin{equation*}
\mathscr{O} n_{x} n_{y}=6 D_{r} n_{x} n_{y} \tag{56}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\Delta \bar{\eta}(\omega) & =9 k_{\mathrm{B}} T \int \frac{\mathrm{~d} \theta \mathrm{~d} \varphi}{4 \pi} \sin \theta{n_{x}}^{2} n_{y}^{2} \frac{1}{i \omega+6 D_{\mathrm{r}}} \\
& =\frac{3 k_{\mathrm{B}} T}{5} \frac{1}{i \omega+6 D_{\mathrm{r}}} \tag{57}
\end{align*}
$$

This result agrees with that obtained by the traditional method ${ }^{13}$ except that the limiting viscosity is not given in this calculation.

## CALCULATION OF THE REDUCED FLUX FOR THE GENERAL MODEL

In this section we shall consider the general model of the polymer chain investigated by Kirkwood ${ }^{14,15}$ and others. This model is perhaps the most realistic one. The bond length and the bond angle are held constant and equal to $l$ and $\theta$ respectively. There exists a potential of hindered rotation. In this model the relevant gross variables are the internal rotation angles $\varphi_{1}, \varphi_{2}, \ldots$ To determine the conformation of the chain completely, other variables are necessary such as the coordinates of the initial monomer and the first and second bond vectors. However since the polymer chain is long enough, the effect of these coordinates of the end monomers will not be of importance. Therefore we may assume that these variables are fixed, and we do not take them into account explicitly. We will obtain the result in a form which does not depend on these variables explicitly.

Let $\boldsymbol{R}^{1}, \boldsymbol{R}^{2}, \ldots, \boldsymbol{R}^{N}$ be the position of the monomers. In this calculation we use the upper suffix to denote the monomers and lower suffix to denote the three components of a vector such as, for example, $R_{x}{ }^{1}, R_{y}{ }^{1}, R_{x}{ }^{2}$. The reduced flux is given by

$$
\begin{align*}
& \bar{J}_{(\{\varphi\})=} k_{\mathrm{B}} T\left[\bar{P}_{\text {eq }}(\{\varphi\})\right]^{-1} \\
& \quad \times \int_{\varphi^{1}, \varphi^{2}, \ldots \text { fixed }} \Pi \mathrm{d}^{3} R^{a} \sum_{b=1}^{N} R_{x}{ }^{b} \frac{\partial P_{\text {eq }}(\{\boldsymbol{R}\})}{\partial R_{y}{ }^{b}} \\
& \bar{P}_{\text {eq }}(\{\varphi\})=\int_{\varphi^{1}, \varphi^{3}, \ldots \text { fixed }} \prod_{a=1}^{N} \mathrm{~d}^{3} R^{a} P_{\text {eq }}(\{\boldsymbol{R}\}) \tag{58}
\end{align*}
$$



Figure 1. The definition of the independent variables. $r_{a}$; bond length, $\theta_{a}$; bond angle, and $\varphi_{a}$; internal rotation angle.

It is convenient to take the bond vectors $r^{a}=$ $\boldsymbol{R}^{a}-\boldsymbol{R}^{a-1}$ as independent variables. By using the relation

$$
\begin{equation*}
\sum_{a} R_{x}{ }^{a} \frac{\partial}{\partial R_{y}{ }^{a}}=\sum r_{x}{ }^{a} \frac{\partial}{\partial r_{y}{ }^{a}} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\prod_{a} \mathrm{~d}^{3} R^{a}=\prod_{a} \mathrm{~d}^{3} r^{a} \tag{61}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\tilde{J}(\{\varphi\})= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\varphi\})\right]^{-1} \\
& \times \int_{\varphi^{1}, \varphi^{2}, \ldots \mathrm{fixed}} \prod_{a} \mathrm{~d}^{3} r^{a} \sum_{b} r_{x}^{b} \frac{\partial P_{\mathrm{eq}}(\{\boldsymbol{R}\})}{\partial r_{y}^{b}} \tag{62}
\end{align*}
$$

Let us introduce a new set of independent variables $\left(r^{a}, \theta^{a}, \varphi^{a}\right) a=1,2, \ldots$, where $r^{a}$ is the length of the bond vector and $\theta^{a}$ is the bond angle and $\varphi^{\alpha}$ is the internal rotation angle (see Figure 1). Therefore eq 62 is transformed

$$
\begin{align*}
\bar{J}_{(\{\varphi\})=}= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\varphi\})\right]^{-1} \\
& \times \int_{a} \prod_{a} \mathrm{~d} r^{a} \mathrm{~d} \theta^{a} G \sum_{b} r_{x}{ }^{b} \frac{\partial P_{\mathrm{eq}}(\{\boldsymbol{R}\})}{\partial r_{y}{ }^{b}} \tag{63}
\end{align*}
$$

where $\boldsymbol{G}$ is the Jacobian

$$
\begin{equation*}
\boldsymbol{G}=\frac{\partial\left(\boldsymbol{r}^{1}, \boldsymbol{r}^{2}, \ldots\right)}{\partial\left(\boldsymbol{r}^{1}, \theta^{1}, \varphi^{1}, r^{2}, \theta^{2}, \varphi^{2}, \ldots\right)} \tag{64}
\end{equation*}
$$

The equilibrium distribution function $P_{\mathrm{eq}}(\{\boldsymbol{R}\})$ is given by using the above independent variables as

$$
\begin{equation*}
P_{\mathrm{eq}}(\{\boldsymbol{R}\})=C\left[\prod_{a} \delta\left(r^{a}-l\right) \delta\left(\theta^{a}-\theta\right)\right] \mathrm{e}^{-U(\{\varphi\}) / k_{\mathrm{B}} T} \tag{65}
\end{equation*}
$$

where $U(\{\varphi\})$ is the potential of the hindered rotation and $C$ is the normalization constant.

For simplicity of notation we introduce the following two dimensional vectors

$$
\begin{equation*}
\boldsymbol{q}^{a}=\left(r^{a}, \theta^{a}\right) \tag{66}
\end{equation*}
$$

Then we have

$$
\begin{align*}
\bar{J}(\{\varphi\})= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\varphi\})\right]^{-1} \\
& \times \int_{a} \prod_{a} \mathrm{~d}^{2} q^{a} G \sum_{a, b} r_{x}{ }^{a}\left(\frac{\partial \boldsymbol{P}_{\mathrm{eq}}}{\partial \boldsymbol{q}^{b}} \cdot \frac{\partial \boldsymbol{q}^{b}}{\partial r_{y}{ }^{a}}\right. \\
& \left.+\frac{\partial P_{\mathrm{eq}}}{\partial \varphi^{b}} \frac{\partial \varphi^{b}}{\partial r_{y}{ }^{a}}\right) \tag{67}
\end{align*}
$$

By performing the partial integration for the first term, we obtain

$$
\begin{align*}
\bar{J}(\{\varphi\})= & k_{\mathrm{B}} T\left[\bar{P}_{\mathrm{eq}}(\{\varphi\})\right]^{-1} \\
& \times \int_{a} \prod_{\mathrm{d}^{2} q^{a}} \sum_{a, b}\left[-\frac{\partial}{\partial \boldsymbol{q}^{b}}\left(G r_{x}{ }^{a} \frac{\partial \boldsymbol{q}^{b}}{\partial r_{y}{ }^{a}}\right)\right. \\
& \left.-\frac{G}{k_{\mathrm{B}} T} r_{x}{ }^{a} \frac{\partial U}{\partial \varphi^{b}} \frac{\partial \varphi^{b}}{\partial r_{y}{ }^{a}}\right] P_{\mathrm{eq}} \\
= & -k_{\mathrm{B}} T\left[\overline{\boldsymbol{P}}_{\mathrm{eq}}(\{\varphi\})\right]^{-1} \\
& \times \int_{a} \prod_{a} \mathrm{~d}^{2} q^{a} \sum_{a, b}\left[\frac{\partial r_{x}{ }^{a}}{\partial \boldsymbol{q}^{b}} \cdot \frac{\partial \boldsymbol{q}^{b}}{\partial r_{y}{ }^{a}}+r_{x}{ }^{a} \frac{\partial}{\partial \boldsymbol{q}^{b}}\left(\frac{\partial \boldsymbol{q}^{b}}{\partial r_{y}{ }^{a}}\right)\right. \\
& +r_{x}{ }^{a} \sum_{c, \alpha} \frac{\partial \boldsymbol{q}^{b}}{\partial r_{y}{ }^{a}} \frac{\partial}{\partial r_{\alpha}{ }^{c}}\left(\frac{\partial r_{\alpha}{ }^{c}}{\partial \boldsymbol{q}^{b}}\right) \\
& \left.+\frac{r_{x}^{a}}{k_{\mathrm{B}} \boldsymbol{T}} \frac{\partial U}{\partial \varphi^{b}} \frac{\partial \varphi^{b}}{\partial r_{y}{ }^{a}}\right] \boldsymbol{G} \boldsymbol{P}_{\mathrm{eq}}(\{\boldsymbol{R}\}) \tag{68}
\end{align*}
$$

where we have used the important relation

$$
\begin{equation*}
\frac{\partial G}{\partial \boldsymbol{q}^{b}}=\boldsymbol{G} \sum_{c, \alpha} \frac{\partial}{\partial r_{\alpha}{ }^{c}}\left(\frac{\partial r_{\alpha}{ }^{c}}{\partial \boldsymbol{q}^{b}}\right) \tag{69}
\end{equation*}
$$

In the above equation the derivative $\partial / \partial \boldsymbol{q}^{b}$ should be taken by regarding $\left(r^{a}, \theta^{a}, \varphi^{a}\right)(a=1,2, \ldots)$ as independent variables and the derivative $\partial / \partial r_{\alpha}{ }^{c}$ should be taken by regarding $r^{a}(a=1,2, \ldots)$ as independent variables, and the suffix $\alpha$ takes the values $\alpha=x, y, z$. The proof of eq 69 is given in Appendix I.

By using the property of the delta function, the integral of eq 68 can be easily carried out. The result is

$$
\begin{gathered}
\bar{J}_{(\{\varphi\})}=\bar{J}_{r}(\{\varphi\})+\bar{J}_{\theta}(\{\varphi\})+\bar{J}_{\varphi}(\{\varphi\}) \\
\bar{J}_{r}(\{\varphi\})=-k_{\mathrm{B}} T \sum_{a, b}\left\{\frac{\partial r_{x}{ }^{a}}{\partial r^{b}} \frac{\partial r^{b}}{\partial r_{y}{ }^{a}}+r_{x}{ }^{a} \frac{\partial}{\partial r^{b}}\left(\frac{\partial r^{b}}{\partial r_{y}{ }^{a}}\right)\right. \\
\left.+r_{x}{ }^{a} \frac{\partial r^{b}}{\partial r_{y}{ }^{a}} \sum_{c, \alpha} \frac{\partial}{\partial r_{\alpha}{ }^{c}}\left(\frac{\partial r_{\alpha}{ }^{c}}{\partial r^{b}}\right)\right\} \\
\bar{J}_{\theta}(\{\varphi\})=-k_{\mathrm{B}} T \sum_{a, b}\left\{\frac{\partial r_{x}^{a}}{\partial \theta^{b}} \frac{\partial \theta^{b}}{\partial r_{y}{ }^{a}}+r_{x}{ }^{a} \frac{\partial}{\partial \theta^{b}}\left(\frac{\partial \theta^{b}}{\partial r_{y}{ }^{a}}\right)\right.
\end{gathered}
$$

$$
\begin{align*}
& \left.+r_{x}{ }^{a} \frac{\partial \theta^{b}}{\partial r_{y}{ }^{a}} \sum_{c, \alpha} \frac{\partial}{\partial r_{\alpha}{ }^{c}}\left(\frac{\partial r_{\alpha}{ }^{c}}{\partial \theta^{b}}\right)\right\}  \tag{72}\\
& \bar{J}_{\varphi}(\{\varphi\})=-\sum_{a, b} r_{x}{ }^{a} \frac{\partial U}{\partial \varphi^{b}} \frac{\partial \varphi^{b}}{\partial r_{y}{ }^{a}} \tag{73}
\end{align*}
$$

In the above equation we must put $r^{a}=l, \theta^{a}=\theta$ $(a=1,2, \ldots)$ after the derivatives are taken. The remaining task is to calculate the derivatives. The calculation is rather tedious but can be carried out exactly. As an example let us calculate $\bar{J}_{r}(\{\varphi\})$.

Since

$$
\begin{equation*}
\frac{\partial r_{\alpha}^{a}}{\partial r^{b}}=\frac{\partial r^{b}}{\partial r_{\alpha}{ }^{a}}=\delta_{a b} n_{\alpha}{ }^{a} \tag{74}
\end{equation*}
$$

( $\boldsymbol{n}^{\boldsymbol{a}}$; unit vector parallel to the $a$-th bond.) we have the following expression for $\vec{J}_{r}$

$$
\begin{equation*}
\tilde{J}_{r}=-k_{\mathrm{B}} T \sum_{a}\left[n_{x}{ }^{a} n_{y}{ }^{a}+\ln _{x}{ }^{a} \frac{\partial n_{y}{ }^{a}}{\partial r^{a}}+\ln _{x}{ }^{a} \sum_{\alpha} n_{\alpha}{ }^{a} \frac{\partial n_{\alpha}{ }^{a}}{\partial r_{\alpha}{ }^{a}}\right] \tag{75}
\end{equation*}
$$

By using the relation

$$
\begin{gather*}
\frac{\partial n_{y}^{a}}{\partial r^{a}}=0  \tag{76}\\
\left.\sum_{\alpha=x, y, z} \frac{\partial n_{\alpha}^{a}}{\partial r_{\alpha}^{a}}\right|_{r=l}=\frac{2}{l} \tag{77}
\end{gather*}
$$

we obtain

$$
\begin{equation*}
\bar{J}_{r}(\{\varphi\})=-3 k_{\mathrm{B}} T \sum_{a} n_{x}{ }^{a} n_{y}{ }^{a} \tag{78}
\end{equation*}
$$

The simplicity of the result is rather surprising. The calculation of $\bar{J}_{\theta}$ and $\bar{J}_{\varphi}$ can be carried out in a similar manner. The detail of the calculation is given in Appendix II. The results are summarised as follows

$$
\begin{gather*}
\bar{J}_{(\{\varphi\})}=\bar{J}_{r}(\{\varphi\})+\bar{J}_{\theta}(\{\varphi\})+\bar{J}_{\varphi}(\{\varphi\})  \tag{79}\\
\bar{J}_{r}(\{\varphi\})=-3 k_{\mathrm{B}} T \sum_{a} n_{x}{ }^{a}{n_{y}}^{a}  \tag{80}\\
\bar{J}_{\theta}(\{\varphi\})= \\
-2 k_{\mathrm{B}} T \cot ^{2} \theta \sum_{a}\left[2 n_{x}{ }^{a} n_{y}{ }^{a}\right.  \tag{81}\\
\\
\left.+\sec \theta n_{x}{ }^{a}\left(n_{y}^{a+1}+{n_{y}}^{a-1}\right)\right]
\end{gather*}
$$

$$
\begin{align*}
\bar{J}_{\varphi}(\{\varphi\})= & \operatorname{cosec}^{2} \theta \sum_{a} \frac{\partial U}{\partial \varphi^{a}} \operatorname{cosec} \varphi^{a}\left[\left(n_{x}{ }^{a} n_{y}{ }^{a-2}\right.\right. \\
& \left.+n_{y}{ }^{a} n_{x}{ }^{a-2}\right)+\cos \theta\left(1-\cos \varphi^{a}\right)\left(n_{x}{ }^{a} n_{y}{ }^{a-1}\right. \\
& +n_{y}{ }^{a} n_{x}{ }^{a-1}+n_{x}{ }^{a-1} n_{y}{ }^{a-2}+n_{y}{ }^{a-1} n_{x}{ }^{a-2} \\
& \left.+2 \cos \theta n_{x}^{a-1} n_{y}{ }^{a-1}\right)-\cos \varphi^{a}\left(n_{x}{ }^{a} n_{y}{ }^{a}\right. \\
& \left.\left.+n_{x}{ }^{a-2} n_{y}{ }^{a-2}\right)\right] \tag{82}
\end{align*}
$$

This is the central result of this paper. The term $\bar{J}_{r}$ and $\bar{J}_{\theta}$ originate respectively from the
forces which maintain the bond length and bond angle constant. The term $\bar{J}_{\varphi}$ arises from the internal rotation potential. If there is no internal rotation potential, that is, in the case of the free internal rotation, $\bar{J}$ becomes relatively simple

$$
\begin{align*}
\bar{J}= & -k_{\mathrm{B}} T \sum_{a} n_{x}{ }^{a}\left[\left(3+4 \cot ^{2} \theta\right) n_{y}^{a}\right. \\
& \left.+2 \cot \theta \operatorname{cosec} \theta\left(n_{y}^{a+1} n_{y}^{a-1}\right)\right] \tag{83}
\end{align*}
$$

Further if the chain is freely jointed, we have

$$
\begin{equation*}
\tilde{J}(\{\theta, \varphi\})=-3 k_{\mathrm{B}} T \sum n_{x}{ }^{a} n_{y}{ }^{a} \tag{84}
\end{equation*}
$$

This formula is easily verified by examining the above calculation.

It should be stressed that the above formula can be also applied to the stochastic jump models which have been investigated recently. ${ }^{16,17,18}$ The stochastic jump model can be considered as a special case of the above general model, because if the rotation potential has several deep minima, the motion of the polymer chain will be as described by the stochastic jump model. Of course some averaging procedure is necessary for $\varphi^{1}, \varphi^{2}, \ldots$ to apply the above formula. This is done as follows.

In the stochastic jump model, the polymer chain jumps from one stable state to another stable state. Let us denote these stable states by a set of discrete parameters $\sigma^{1}, \sigma^{2}, \ldots$, where $\sigma^{a}$ indicates the range of the rotation angle $\varphi^{a}$

$$
\begin{equation*}
\phi_{\sigma}<\varphi<\phi_{\sigma}{ }^{\prime} \tag{85}
\end{equation*}
$$

The choice of the angles $\phi_{\sigma}$ and $\phi_{\sigma}{ }^{\prime}$ is somewhat arbitrary, but does not affect the result. The reduced flux is now given as

$$
\begin{equation*}
\bar{J}_{(\{\sigma\})}=\frac{\int \prod_{a} \mathrm{~d} \varphi^{a}\left(\bar{J}_{r}(\{\varphi\})+\bar{J}_{\theta}(\{\varphi\})+\bar{J}_{\varphi}(\{\varphi\})\right) \bar{P}_{\mathrm{eq}}(\{\varphi\})}{\int \Pi \mathrm{d}^{a} \bar{P}_{\mathrm{eq}}(\{\varphi\})} \tag{86}
\end{equation*}
$$

where the integral with respect to $\varphi^{a}$ should be carried out in the range of eq 85 . Since the rotation potential has deep minima, $P_{\text {eq }}(\{\varphi\})$ is a rapidly varying function. On the other hand $\bar{J}_{r}(\{\varphi\})$ and $\bar{J}_{\theta}(\{\varphi\})$ are slowly varying functions. Therefore we may estimate these functions in their most stable state and take them out of the integral. Further we note the relation

$$
\begin{equation*}
J_{\varphi}(\{\varphi\}) \bar{P}_{\mathrm{eq}}(\{\varphi\})=k_{\mathrm{B}} T \sum_{a . b} r_{x}{ }^{a} \frac{\partial \varphi^{b}}{\partial r_{y}{ }^{a}} \frac{\partial \bar{P}_{\mathrm{eq}}(\{\varphi\})}{\partial \varphi^{b}} \tag{87}
\end{equation*}
$$

We can also put the slowly varying function $r_{x}{ }^{a} \partial \varphi^{b} / \partial_{y}{ }^{a}$ out of the integral. Thus we have
$\bar{J}(\{\sigma\})=\left[\bar{J}_{r}(\{\varphi\})+\bar{J}_{\theta}(\{\varphi\})\right]_{\varphi=\phi_{\boldsymbol{\sigma}} \boldsymbol{m}}$

$$
\begin{equation*}
-k_{\mathrm{B}} T \sum_{a, b}\left[r_{x}{ }^{a} \frac{\partial \varphi^{b}}{\partial r_{y}^{a}}\right]_{\varphi=\phi_{\sigma} m} \frac{\int_{c} \prod_{c} \mathrm{~d} \varphi^{c} \frac{\partial \bar{P}_{\mathrm{eq}}(\{\varphi\})}{\partial \varphi^{b}}}{\prod_{c} \mathrm{~d} \varphi^{c} \bar{P}_{\mathrm{eq}}(\{\varphi\})} \tag{88}
\end{equation*}
$$

where $\phi_{\sigma}{ }^{m}$ is the rotational angle at which the rotational potential takes its local minimum value. The last term can be neglected, because

$$
\begin{align*}
\frac{\int \prod_{c} \mathrm{~d} \varphi^{c} \frac{\partial \bar{P}_{\mathrm{eq}}}{\partial \varphi^{b}}}{\int \prod_{c} \mathrm{~d} \varphi^{c} \bar{P}_{\mathrm{eq}}} & =\frac{\int \mathrm{d} \varphi \frac{\partial}{\partial \varphi} e^{-u(\varphi) / k_{\mathrm{B}} T}}{\int \mathrm{~d} \varphi e^{-u(\varphi) / k_{\mathrm{B}} T}} \\
& =\frac{e^{-u(\phi) / k_{\mathrm{B}} T}-e^{-u\left(\phi^{\prime}\right) / k_{\mathrm{B}} T}}{\int \mathrm{~d} \varphi e^{-u / k_{\mathrm{B}} T}} \\
& \simeq e^{-\Delta E / k_{\mathrm{B}} T} \ll 1 \tag{89}
\end{align*}
$$

where $u(\varphi)$ is the rotation potential (we have assumed the independent rotation; $\left.U=\sum_{a} u\left(\varphi^{a}\right)\right)$ and $\Delta E$ is the activation energy of the rotation. Therefore we finally obtain

$$
\begin{equation*}
\bar{J}(\{\sigma\})=\left[\bar{J}_{r}(\{\varphi\})+\bar{J}_{\theta}(\{\varphi\})\right]_{\varphi=\phi_{\boldsymbol{\sigma}}{ }^{m}} \tag{90}
\end{equation*}
$$

The reduced flux of the stochastic jump model is thus equal to that of the freely rotating model.

## DISCUSSION

We have given the formal expression of the reduced flux which appears in the slowly varying part of the exact correlation function, and applied this formula to the correlation function formula of the viscosity of the polymer solutions. It is shown that the intrinsic viscosity is made up of two parts. The first part is given by the correlation of the reduced flux the time evolution of which is determined by either the diffusion equation or the master equation. The second part is the so-called limiting viscosity. The limiting viscosity is given by the time correlation of the microscopic variables which are
discarded in the diffusion equation. The central assumption included in this argument is the existance of the characteristic time $\tau_{c}$. The time $\tau_{c}$ is defined so as to satisfy the following two assumptions; the relaxation times of the gross variables should be longer than $\tau_{c}$, and the longest relaxation time of the microscopic variables should be shorter than $\tau_{c}$. At present we cannot make any definite statement on the existance of $\tau_{c}$ and its magnitude. It is largely a matter of the time scale concerned. We conjecture that there exists a characteristic time $\tau_{c}$ which is of the order of the inverse of the jump frequency of the bond.

We have given explicit formulae for the reduced flux for the general model of the polymer chain and for the stochastic jump model. The result is relatively simple in the case of the stochastic jump model. The application of this formula for the investigation of the viscosity in the high frequency region will be attempted in another paper. Here it is mentioned that $\Delta \bar{\eta}(\omega)$ can be calculated exactly by expanding $(i \omega+\mathscr{D})^{-1}$ with respect to $1 / \omega$. From eq 33 we have

$$
\begin{equation*}
\Delta \bar{\eta}(\omega)=\frac{-1}{V k_{\mathrm{B}} T} \sum_{n=0}^{\infty}\left(\frac{i}{\omega}\right)^{n+1}\left\langle\bar{J} \mathscr{D}^{n} \bar{J}\right\rangle \tag{91}
\end{equation*}
$$

The calculation of $\left\langle\bar{J} \mathscr{D}^{n} \bar{J}\right\rangle$ is possible in principle since $\mathscr{D}$ is a matrix of finite dimension.

## APPENDIX I. PROOF OF EQ 69

We shall prove eq 69 in a general form. Let us consider the transformation of the independent variables.

$$
\begin{equation*}
x_{k}=x_{k}\left(u_{1}, u_{2}, \ldots, u_{n}\right) \quad(k=1,2, \ldots, n) \tag{92}
\end{equation*}
$$

What we want to prove is the following formula; Let $G$ be the Jacobian

$$
\begin{equation*}
G=\frac{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\partial\left(u_{1}, u_{2}, \ldots, u_{n}\right)} \tag{93}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\partial \boldsymbol{G}}{\partial u_{l}}=\boldsymbol{G} \sum_{m=1}^{n} \frac{\partial}{\partial x_{m}}\left(\frac{\partial x_{m}}{\partial u_{l}}\right) \tag{94}
\end{equation*}
$$

where the derivative $\partial / \partial u_{l}$ must be taken by regarding $u_{1}, u_{2}, \ldots, u_{n}$ as independent variables and the derivative $\partial / \partial x_{m}$ must be taken by regarding $x_{1}, x_{2}, \ldots, x_{n}$ as independent variables.

Let us consider the matrix $\left\|g_{i k}\right\|$ the $i-k$ com-
ponent of which is $g_{i k}=\partial x_{i} / \partial u_{k}$. Let $\Delta_{i k}$ be the cofactor of $g_{i k}$. Since $G=\operatorname{det}\left\|g_{i k}\right\|$ then

$$
\begin{align*}
\frac{\partial G}{\partial u_{l}} & =\sum_{i, k=1}^{n} \Delta_{i k} \frac{\partial g_{i k}}{\partial u_{l}} \\
& =G \sum_{i, k=1}^{n}\left(g^{-1}\right)_{k i} \frac{\partial g_{i k}}{\partial u_{l}} \tag{95}
\end{align*}
$$

where $\left(g^{-1}\right)_{i k}$ is the component of the inverse matrix of $\left\|g_{i k}\right\|$. By using the identity

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial x_{k}}{\partial u_{i}} \frac{\partial u_{i}}{\partial x_{l}}=\delta_{k l} \tag{96}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left(g^{-1}\right)_{k i}=\frac{\partial u_{k}}{\partial x_{i}} \tag{97}
\end{equation*}
$$

Therefore we have

$$
\begin{align*}
\frac{\partial G}{\partial u_{l}} & =G \sum_{i, k} \frac{\partial u_{k}}{\partial x_{i}} \frac{\partial}{\partial u_{l}}\left(\frac{\partial x_{i}}{\partial u_{k}}\right) \\
& =G \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\frac{\partial x_{i}}{\partial u_{l}}\right) \tag{98}
\end{align*}
$$

Then eq 94 is proved.

## APPENDIX II. CALCULATION OF

$$
\overline{\boldsymbol{J}_{\theta}}(\{\varphi\}) \text { AND } \overline{J_{\varphi}}(\{\varphi\})
$$

For the calculation of $\bar{J}_{\theta}$ the derivative $\partial \theta^{b} / \partial r_{\alpha}{ }^{a}$ and $\partial r_{\alpha}{ }^{a} / \partial \theta^{b}$ are needed. The derivative $\partial \theta^{b} / \partial r_{\alpha}{ }^{a}$ is obtained as follows. Let us note the following relation

$$
\begin{equation*}
\cos \theta^{b}=-\frac{\boldsymbol{r}^{b} \cdot \boldsymbol{r}^{b-1}}{\left|\boldsymbol{r}^{b}\right| \cdot\left|\boldsymbol{r}^{b-1}\right|} \tag{99}
\end{equation*}
$$

Differentiating this with respect to $r_{\alpha}{ }^{a}$, we obtain

$$
\begin{align*}
\frac{\partial \theta^{b}}{\partial r_{\alpha}{ }^{a}}= & \frac{\delta_{a, b}}{r^{b} \sin \theta^{b}}\left(n_{\alpha}^{b-1}+n_{\alpha}^{b} \cos \theta^{b}\right) \\
& +\frac{\delta_{a, b-1}}{r^{b-1} \sin \theta^{b}}\left(n_{\alpha}{ }^{b}+n_{\alpha}^{b-1} \cos \theta^{b}\right) \tag{100}
\end{align*}
$$

The derivative $\partial r_{\alpha}{ }^{a} / \partial \theta^{b}$ is most easily obtained as follows. Let us consider a small change of the bond angle $\delta \theta^{b}$ with other variables of $\left\{r^{a}, \theta^{a}, \varphi^{a}\right\}(a=1,2, \ldots)$ fixed. This change causes a uniform rotation of the portion of the chain consisting of the $b$-th and $(b+1)$-th, ... monomers. Since the rotation vector is written as

$$
\begin{equation*}
\delta \boldsymbol{\omega}=\frac{\boldsymbol{n}^{b} \times \boldsymbol{n}^{b-1}}{\left|\boldsymbol{n}^{b} \times \boldsymbol{n}^{b-1}\right|} \delta \theta^{b} \tag{101}
\end{equation*}
$$

the change of the bond vectors are

$$
\delta \boldsymbol{r}^{a}= \begin{cases}0 & (a<b)  \tag{102}\\ \delta \boldsymbol{\omega} \times \boldsymbol{r}^{a} & (a \geqq b)\end{cases}
$$

Substituting eq 101 into eq 102, we obtain

$$
\frac{\partial \boldsymbol{r}_{\alpha}{ }^{a}}{\partial \theta^{b}}= \begin{cases}0 & (a<b)  \tag{103}\\ \frac{\boldsymbol{r}^{a}}{\sin \theta^{b}}\left[\left(\boldsymbol{n}^{a} \cdot \boldsymbol{n}^{b}\right) n_{\alpha}^{b-1}-\left(\boldsymbol{n}^{a} \cdot \boldsymbol{n}^{b-1}\right) n_{\alpha}{ }^{b}\right] & (a \geqq b)\end{cases}
$$

By using these formulas, we obtain the following results after some calculation

$$
\begin{align*}
& \sum_{a, b} \frac{\partial r_{x}{ }^{a}}{\partial \theta^{b}} \frac{\partial \theta^{b}}{\partial r_{y}{ }^{a}}=\sum_{a} \frac{1}{\sin ^{2} \theta} \\
& \times\left(n_{x}{ }^{a-1}+n_{x}{ }^{a} \cos \theta\right)\left(n_{y}{ }^{a-1}+n_{y}{ }^{a} \cos \theta\right)  \tag{104}\\
& \sum_{a, b} r_{x}{ }^{a} \frac{\partial}{\partial \theta^{b}}\binom{\text { (104) }}{\partial r_{y}{ }^{a}}=-\sum_{a} n_{x}{ }^{a} n_{y}{ }^{a}  \tag{105}\\
& \quad \frac{\partial}{\partial \boldsymbol{r}^{c}} \cdot\left(\frac{\partial \boldsymbol{r}^{c}}{\partial \theta^{a}}\right)=\delta_{a c} \cot \theta  \tag{106}\\
& \sum_{a, b, b} r_{x}{ }^{a} \frac{\partial \theta^{b}}{\partial r_{y}{ }^{a}} \frac{\partial}{\partial \boldsymbol{r}^{c}}\left(\frac{\partial \boldsymbol{r}^{c}}{\partial \theta^{b}}\right) \\
& =\cot \theta \operatorname{cosec} \theta \sum_{a} n_{x}{ }^{a}\left(n_{y}{ }^{a+1}+2 \cos \theta n_{y}{ }^{a}+n_{x}{ }^{a-1}\right) \tag{107}
\end{align*}
$$

By summing up these terms we obtain eq 81.
For the calculation of $\bar{J}_{\varphi}$ we need the derivative $\partial \varphi^{a} / \partial r_{y}{ }^{b}$, which is obtained as follows. Since $\varphi^{a}$ is the angle between the two vectors $\boldsymbol{r}^{a} \times \boldsymbol{r}^{a-1}$ and $\boldsymbol{r}^{a-1} \times \boldsymbol{r}^{a-2}$

$$
\begin{equation*}
\cos \varphi^{a}=-\frac{\left(\boldsymbol{r}^{a} \times \boldsymbol{r}^{a-1}\right) \cdot\left(\boldsymbol{r}^{a-1} \times \boldsymbol{r}^{a-2}\right)}{\left|\boldsymbol{r}^{a} \times \boldsymbol{r}^{a-1}\right| \cdot\left|\boldsymbol{r}^{a-1} \times \boldsymbol{r}^{a-2}\right|} \tag{108}
\end{equation*}
$$

or

$$
\begin{align*}
\cos \varphi^{a} & =\frac{\boldsymbol{n}^{a} \cdot \boldsymbol{n}^{a-2}-\left(\boldsymbol{n}^{a} \cdot \boldsymbol{n}^{a-1}\right)\left(\boldsymbol{n}^{a-1} \cdot \boldsymbol{n}^{a-2}\right)}{\left|\boldsymbol{n}^{a} \times \boldsymbol{n}^{a-1}\right| \cdot\left|\boldsymbol{n}^{a-1} \times \boldsymbol{n}^{a-2}\right|} \\
& =\boldsymbol{n}^{a} \cdot \boldsymbol{n}^{a-2} \operatorname{cosec} \theta^{a} \operatorname{cosec} \theta^{a-1}-\cot \theta^{a} \cot \theta^{a-1} \tag{109}
\end{align*}
$$

The derivative $\partial \varphi^{a} / \partial r_{y}{ }^{b}$ is obtained by differentiating eq 109 with respect to $r_{y}{ }^{b}$ and also by using the formula 100. The result is

$$
\begin{align*}
\frac{\partial \varphi^{a}}{\partial r_{y}{ }^{a}}= & -\frac{1}{l \sin ^{2} \theta \sin \varphi^{a}}\left[-\cos \varphi^{a} n_{y}^{a}\right. \\
& \left.+\cos \theta\left(1-\cos \varphi^{a}\right) n_{y}^{a-1}+n_{y}^{a-2}\right] \tag{110}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \varphi^{a}}{\partial r_{y}^{a-1}}= & -\frac{\cos \theta\left(1-\cos \varphi^{a}\right)}{l \sin ^{2} \theta \sin \varphi^{a}} \\
& \times\left[n_{y}^{a}+2 \cos \theta n_{y}^{a-1}+n_{y}^{a-2}\right] \tag{111}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \varphi^{a}}{\partial r_{y}{ }^{a-2}} & =-\frac{1}{l \sin ^{2} \theta \sin \varphi^{a}} \\
& \times\left[n_{y}{ }^{a}+\cos \theta\left(1-\cos \varphi^{a}\right) n_{y}{ }^{a-1}-\cos \varphi^{a} n_{y}{ }^{a-2}\right] \tag{112}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial \varphi^{a}}{\partial r_{y}{ }^{b}}=0 \quad(\text { if } b \neq a, a-1, a-2) \tag{113}
\end{equation*}
$$

Substituting these expressions into eq 73, we obtain eq 82 .
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