
L I N K  TO  O R I G I N A L  A RT I C L E
L I N K  TO  I N I T I A L  C O R R E S P O N D E N C E

In response to our Analysis article (Power 
failure: why small sample size undermines 
the reliability of neuroscience. Nature Rev. 
Neurosci. 14, 365–376 (2013))1, Hoppe (A 
test is not a test. Nature Rev. Neurosci. http://
dx.doi.org/10.1038/nrn3475‑c5 (2013))2 cor‑
rectly points out that the figures in our arti‑
cle cover only pre‑study odds of an effect (R) 
up to 1 (that is, up to 50% prior prevalence 
of a non‑null effect). In principle, of course, 
R can be higher — the prior prevalence of 
a non‑null effect can vary from 0 to 100%. 
However, in the large majority of research 
studies, it will be 50% or lower.

When the prior probability of an effect 
is very high, such as that required to jus‑
tify a large, confirmatory clinical trial, 
it will still only approach 50% (R = 1). 
Empirically, Djulbegovic et al.3 have 
recently shown this to be the case: only 
slightly more than 50% of Phase 3 clinical 
trials show superiority of the intervention 
arm over the comparator arm. As large‑
scale clinical trials are arguably the end 
stage of a research pipeline that begins 
in the basic sciences, such trials should 
represent the case when R (on average) 
can be expected to achieve the highest val‑
ues. As R increases above 1 (that is, prior 
prevalence >50%), the incremental value of 
further research decreases; when it is very 
high (for example, prior prevalence >90%), 
further research is probably not necessary, 
because there is already high confidence in 

the outcome. Most neuroscience research 
is far removed from this situation, as most 
neuroscience involves testing exploratory 
hypotheses and addressing measurements 
with high complexity and extreme mul‑
tiplicity. In other words, there are many 
variables that can be explored for associa‑
tions and effects, often with little prior 
insight regarding which of them may be 
important.

Although the true value of R will vary 
somewhat from one field to another, empiri‑
cally we know that it is likely to be low in 
many (or even most) fields. Recent attempts 
to replicate key findings from the biomedi‑
cal science literature have indicated that the 
proportion of studies that replicate effects 
is usually less than 50%, and even this may 
be optimistic4–6. If one assumes that the true 
prevalence of effects is approaching 100%, 
then one has to also assume that these ubiq‑
uitous effects are very small, otherwise they 
should be replicated routinely. However, 
when effect sizes are tiny, even very large 
studies will generate substantial type S 
errors7 (that is, many statistically significant 
effects will be in the opposite direction of 
the true effect). In this situation, the credi‑
bility of individual, meticulously performed, 
extremely large studies would still be close 
to 50% at best.

Finally, although the extent of the 
impact of statistical power on positive pre‑
dictive value will vary for different values of 

R, ultimately statistical power is important 
for the whole range of R. There is growing 
evidence for the poor reproducibility of 
reported findings, and there is therefore a 
need for greater focus on possible reasons 
for this problem and on the identification 
of solutions. In our opinion, low statistical 
power is an important part of this equation.
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