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Summary 
Different brain circuits mediate the acquisition of skills and habits (via 

operant/instrumental learning) and the acquisition of facts (via classical/Pavlovian learning). 
Realistic learning situations always comprise interactions of skill- and fact-learning 
components (composite learning). So far, these interactions have escaped thorough scrutiny. 
Fixed flying Drosophila melanogaster at the torque meter provide one of the very few 
systems where the relationship of operant and classical predictors in composite learning can 
be studied with sufficient rigor. Experiments with wildtype, mutant and transgenic flies show 
that there is an interaction between predictive stimuli (classical component) and goal-directed 
actions (operant component) which makes composite conditioning more effective than the 
operant and classical components alone. Rutabaga (rut) mutants are impaired in learning 
about the (classical) stimuli, but show improved (operant) behavior learning. This is the first 
evidence that operant and classical conditioning differ not only at the circuit, but also at the 
molecular level. The interaction between operant and classical components is reciprocal and 
hierarchical, such that an impaired classical component (in rut flies) suppresses retrieval and 
an intact classical component suppresses acquisition of the operant component. Experiments 
with transgenic flies demonstrate that this suppression of operant acquisition is mediated by 
the mushroom-bodies and serves to ensure that the classical memories can be generalized for 
access by other behaviors. Extended training can overcome this suppression and transforms 
goal-directed actions into habitual responses. In conclusion, composite conditioning consists 
of two components with reciprocal, hierarchical interactions. Acquisition of the rut-dependent 
classical component suppresses acquisition of the rut-independent operant component via the 
mushroom-bodies. The operant component facilitates acquisition of the classical component 
via unknown, non-mushroom-body pathways. This interaction leads to efficient learning, 
enables generalization and prevents premature habit-formation. Habit formation after 
extended training reveals the gate-keeping role of the mushroom-bodies, allowing only well-
rehearsed behaviors to consolidate into habits. 
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Fig. S1: Switch-mode learning: ‘composite’ operant conditioning comprising behavioral 
and sensory cues. 
Procedure: In this experiment, the flies’ choice of yaw torque domain (roughly corresponding 
to ‘left’ or ‘right’ turning) determines the position of the color filter at the light source as well 
as the heat punishment during training. In the training phase, the animal can learn both that 
one of the colors is associated with the heat and that one yaw torque domain is associated with 
the heat. In the test phase, the choice of yaw torque domains/colors is recorded with the heat 
permanently switched off.  
Sample data: Selected yaw torque (red) time traces for a single WT fly. Shown are three 
stages (pre-test, training and test periods) of an experiment in which ‘right’ yaw torque and 
the color blue was associated with heat. Background coloration indicates the coloration of the 
panorama. Dotted lines indicate yaw torque domains. During pre-test, the fly varies its yaw 
torque output, seemingly disregards the colors and does not exhibit any particular yaw torque 
domain or color preference. Only a few hits of the IR laser beam are required to develop a 
pronounced preference for the safe yaw torque domain/color combination (indicated by the 
red/blue fraction in the bar below the trace). This preference lasts beyond the training phase 
into the test where the heat has been permanently switched off. 
 








 
 
Fig. S2: Color as well as pattern preference can be conditioned classically. 
Shown are the first test PIs after the final training, in which the fly’s spontaneous pattern or 
color choice was recorded. Training was performed classically such that each pattern or color 
was presented for 3s independently of the fly’s behavior (see Brembs and Heisenberg, 2000, 
Learn. Mem. 7:104–115 for details of the pattern procedure). Unpunished and punished 
patterns/colors alternated throughout training, resulting in 3s of heat alternating with 3s of no 
heat concomitant with the presentation of the visual cues. This leads to a significant increase 
in the amount of heat the fly receives during training compared to composite conditioning. 
This type of training yields about equal learning scores for these two types of classical 
conditioning, showing that the colors alone can be learned without the operant behavior of the 
fly controlling them. 








 







Fig. S3: Yaw torque learning: ‘pure’ operant conditioning without sensory cues. 
Procedure: This experiment is completely devoid of any visual cues throughout the 
experiment. The only factors involved are the turning behavior of the fly and the heat from the 
IR laser. In the training phase, the animal has to find out that it can control the heat by 
producing either ‘left’ or ‘right’ turning yaw torque, despite the fact that there are no cues in 
the environment which could indicate which behavior controls the heat. In the test phase, the 
choice of yaw torque domains is recorded with the heat permanently switched off. This 
situation is completely unrealistic for the fly. There is no place one could think of where, say, 
right turns keep the fly away from a heat source and right turns constantly lead to life 
threatening heat. Neither do the fly's senses provide any information other than about its own 
behavior. 
Sample data: Selected yaw torque (red) time traces for a single WT fly. Shown are three 
stages (pre-test, training and test periods) of an experiment in which ‘right’ yaw torque was 
associated with heat. Background coloration indicates the coloration of the panorama. Dotted 
lines indicate yaw torque domains. During pre-test, the fly varies its yaw torque output and 
does not exhibit any particular yaw torque domain preference (see red/blue bar beneath the 
time trace). Only a few hits of the IR laser beam are required to develop a pronounced 
preference for the safe yaw torque domain (indicated by the red/blue fraction in the bar below 
the trace). This preference persists beyond the training phase as indicated by the red/blue 
fraction in the bar below the trace (blue – safe, red – dangerous).  
 








 
 
Fig. S4: Composite conditioning is more effective than either the operant or the classical 
component alone. 
In Drosophila at the torque meter, composite conditioning can be dissociated nearly mirror-
symmetrically into its classical and operant components. If trained alone, both components 
each appear to acquire only about half the associative strength compared to experiments 
where they are allowed to work in concert, prompting the ‘summation’ hypothesis. Depicted 
are the first test PIs after the final training. 
a. A yoked control reveals the classical component in composite visual pattern discrimination 
learning (full explanation and data in Brembs and Heisenberg, 2000, Learn. Mem. 7:104–
115). During training, the animals learned to avoid certain flight directions with respect to two 
opposing pairs of patterns, two upright Ts and two inverted Ts in fs-mode (composite 
conditioning, right). One of these pairs is associated with heat. If the exact sequence of pattern 
motion and heat from each fly is played back to naïve flies (replay, yoked control, left), they 
receive the exact same sensory input as the first group of flies. The only difference between 
the two groups is the behavioral control of the input in the first group. In other words, the first 
group controlled the patterns and heat operantly, while the second group of flies received 
training that was entirely independent of their behavior, i.e., classical. Despite this seemingly 
minor difference, the acquisition of the pattern discrimination was much slower in the 
classically trained animals. Thus, composite conditioning is more effective than classical 
conditioning. Note that this yoking procedure, while also classical in nature, differs drastically 
in the training regime from the classical procedure described in Fig. S2. b. Data from Fig. 2a 
showing a similar increase of composite conditioning over ‘pure’ operant conditioning. 
Numbers at bars – number of animals. * – statistical significance. 








 







Fig. S5: ‘Pure’ operant conditioning with yoked colors as distractors.  
Procedure: The training phase of this experiment consists of yt-learning (see Fig. S3). The 
animal controls only the heat by producing either ‘left’ or ‘right’ turning yaw torque. The 
sequence of green/blue coloration of the panorama was recorded from a fly previously trained 
in sw-mode (see Fig. S1) and played back to the current fly. Only yaw torque predicts heat 
and the colors bear no relation to either the heat or the fly’s behavior. In the test phase, the 
choice of yaw torque domains is recorded during test with the heat permanently switched off, 
but the colors still being played back as during training and pre-test. 
Sample data: Selected yaw torque (red) time traces for a single WT fly. Shown are three 
stages (pre-test, training and test periods) of an experiment in which ‘left’ yaw torque was 
associated with heat. Background coloration indicates the coloration of the panorama. Dotted 
lines indicate yaw torque domains. During pre-test, the fly frequently changes its yaw torque 
domain. It seemingly disregards the changes of the panorama illumination and does not 
exhibit any particular yaw torque domain preference. Only few hits of the IR laser beam are 
required to develop a pronounced preference for the safe yaw torque domain (indicated by the 
red/blue fraction in the bar below the trace). In WT as in rut mutant flies, this preference 
persists beyond the training phase as indicated by the red/blue fraction in the bar below the 
trace (blue – safe, red – dangerous).  
 








 







Fig. S6: Isolating the operant component in composite conditioning by removing the 
color filters.  
Procedure: The training phase of this experiment consists of sw-learning (see Fig. S1). The 
animal controls the colors and the heat by producing either ‘left’ or ‘right’ turning yaw torque. 
After the training phase, the color filters are removed and replaced by a blue/green filter, the 
transmission spectrum of which peaks exactly between the ones of the green and blue filters. 
The choice of yaw torque domains in the absence of any visual cues is recorded during test 
with the heat permanently switched off. 
Sample data: Selected yaw torque (red) time traces for a single WT fly. Shown are three 
stages (pre-test, training and test periods) of an experiment in which green and ‘left’ yaw 
torque was associated with heat. Background coloration indicates the coloration of the 
panorama. Dotted lines indicate yaw torque domains. During pre-test, the fly frequently 
changes its yaw torque domain. It seemingly disregards the changes of the panorama 
illumination and does not exhibit any particular yaw torque domain or color preference. 
Already after a few hits of the IR laser beam, the fly develops a pronounced preference for the 
safe yaw torque domain/color (indicated by the red/blue fraction in the bar below the trace). 
In WT flies, this preference does not persist beyond the training phase if the colors are 
removed as indicated by the red/blue fraction in the bar below the trace (blue – safe, red – 
dangerous).  
 








 







Fig. S7: Isolating the classical component in composite conditioning using a 
generalization experiment.  
Procedure: The training phase of this experiment consists of sw-learning (see Fig. S1). The 
animal controls the colors and the heat by producing either ‘left’ or ‘right’ turning yaw torque. 
After training, the panorama contains four identical stripes and the computer establishes 
negative feedback such that left (or right) turning yaw torque generates a proportional turning 
of the panorama to the right (or left), leading to the visual impression of a successful turn. 
This flight-simulator arrangement allows for optomotor balance and straight flight. During a 
brief, 60s refresher or familiarization training, heat is made contingent on the previously 
punished color. Colors are changed when a point exactly between two stripes passes in front 
of the fly. The color preference is recorded with the heat permanently switched off as 
performance index (PI), by separately accumulating the fractions of time for flight episodes in 
the formerly dangerous color and the formerly safe color and subsequently dividing their 
difference by the total flight duration (see also methods). 
Sample data: Selected time traces for yaw torque (red) and relative flight direction (blue) of a 
single WT fly. Shown are three stages (pre-test, training and test periods) of a generalization 
experiment in which blue and ‘right’ yaw torque was associated with heat. Background 
coloration indicates the coloration of the panorama. Dotted lines indicate yaw torque domains 
in pre-test and training, and quadrant border in the transfer fs-test. During pre-test, the fly 
frequently changes its yaw torque domain. It seemingly disregards the changes of the 
panorama illumination and does not exhibit any particular yaw torque domain or color 
preference. Already after a few hits of the IR laser beam, the fly develops a pronounced 
preference for the safe yaw torque domain/color (indicated by the red/blue fraction in the bar 
below the trace). If the fly receives a short reminder training (60s), this preference persists 
beyond the training phase and is recorded during the transfer test. As can be seen from the 
trace, in this fs-test, the fly has to fly straight in order to keep the safe coloration of the 
panorama, whereas during sw-mode raining it had to constantly produce turning yaw-torque. 
Thus, the animal uses an entirely different behavior to control the color of panorama 
illumination. Note that prior to the beginning of every fs-period, the orientation of the 
panorama is randomized. 
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Introduction 
A lifetime of experience consists of the accumulated knowledge about the world and how 


to best behave in it. This collection of facts and skills must not only be reliably acquired and 


stored by our brain, the individual items also need to remain independent and flexible enough 


for generalization to occur. For instance, when we learn not to touch a hot plate, we store the 


fact that the plate is hot and immediately generalize it, so that we avoid touching the plate at 


all and not only with the hand that initially touched it. Conversely, once we have learned to 


ride a bike, we can ride it wherever we please. Because we can consciously recollect much of 


the environmental learning in our lives, neuroscience distinguishes between ‘declarative’ 


memories (facts or events) and the less accessible procedural memories (skills and habits) 


[1]. In the many decades of neuroscience research a large number of experimental paradigms 


have been developed to study the various aspects of learning. The neurobiologically most 


successful of these approaches are concerned with the environmental aspect, for instance 


conceptualizing fact-learning, among others, as classical conditioning [2] (‘the bell signals 


food’ or ‘the plate is hot’). In contrast, conceptualized as operant conditioning [3] (‘pressing 


a lever’ or ‘riding a bike’), the neurobiological basis of skill-learning has so far escaped a 


similarly spectacular advance in understanding. 


One of the reasons for this lag in our understanding is that virtually all traditional operant 


preparations contain classical (fact-learning) components complicating the biological study 


of skill-learning (‘composite’ conditioning [4]). In such situations, animals (rats, mice or pi-


geons) typically learn to use a behavior (lever-pressing) to manipulate one or more initially 


neutral objects (the lever) to control a biologically important event (food, water, shock). To 


study the individual components of learning (a – the fact that the lever means food and b – 


the skill to press the lever), they need to be separated. However, lever-pressing requires the 


lever, precluding any such separation. For a rigorous study of the neurobiology of skill-


learning, a preparation is required which not only separates classical from operant compo-


nents, but is genetically and physiologically tractable at the same time. To our knowledge, 


the only intact preparation meeting both of these criteria is tethered Drosophila suspended at 


the torque meter. In this set-up, the fly is fixed in space with head and thorax, but is free to 


beat its wings, move its legs, etc., while its yaw torque is being recorded (Fig. 1). The visual 


panorama around the fly is featureless, but can be illuminated in any color. During so-called 


switch-mode (sw-)learning, one half of the fly’s yaw torque range is coupled with, say, green 
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panorama illumination (Fig. 1a), while the other half is coupled with blue illumination (Fig. 


1b). These yaw torque domains approximately correspond to left and right turns in free flight. 


A punishing heat-beam is associated with one of the colors/yaw torque domains (Fig. 1, see 


Fig. S1 for more illustrations and sample data for this procedure). This mimics the lever-


pressing example in that the animals can learn about the environment (color predicts heat 


much as the lever predicts food) and at the same time the operant component (yaw torque) 


controls these cues and is critical for the effectiveness of the conditioning procedure [4,5]. 


However, unlike in the widely-used 


lever-pressing example, in this 


preparation the experimenter has 


the unique opportunity to separate 


and combine operant and classical 


components simply by 


inserting/removing the color filter 


or by opening/closing the feedback 


loop between the behavior and the 


stimuli. 


 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Drosophila sw-mode visual learning at 
the torque meter. a-b, Experimental setup. The 
fly is attached to a torque meter and its yaw 
torque, generated by attempted left and right turns, 
controls the color of the panorama around it as 
well as a punishing beam of infrared light. The 
coloration of panorama illumination is accom-
plished by a fast solenoid moving a color filter at 
the light source such that only light of a specific 
wavelength (either green or blue) illuminates the 
panorama at any given time. For instance, right 
turning may lead to green illumination of the 
panorama and heat off (a), while turning left may 
lead to blue illumination and heat on (b). 3D 
Model by Tilman Franke using POVRay. c, 
Course of experiment. Bars show performance 
indices (PI) of successive 2-min intervals of pre-
test (yellow bars; PI1, PI2), training (orange bars; 
PI3, PI4, PI6, PI7) and memory test (yellow bars; 
PI5, PI8, PI9) (see experimental procedures for 
details and definition of PI). The following bar 
graphs all show PI8 (hatched bar). Error bars are 
s.e.m. throughout. 
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Results and Discussion 


Composite conditioning is more than the sum of its operant and classical 


components 
Operantly choosing both between colors and heat on/off, the animal learns, for instance, 


that turning left causes both blue illumination and heat, while turning right switches both the 


color to green and the heat-beam off (Fig. 2a). Importantly, flies can learn each component 


also separately: the operant yaw torque-heat component without the classical color-heat com-


ponent (yaw torque [yt-]learning, Fig. 2a; see Fig. S3 for an illustration of this procedure) and 


the classical color-heat component without the operant yaw torque-heat component ([6,7] and 


Fig. S2). Furthermore, learning about the classical component is facilitated by the presence of 


the operant component in composite situations [4,6]. Similar to humans [8], monkeys [9] and 


even robots [10], ‘learning by doing’ works best for flies, too (‘generation effect’). But why 


is 'learning by doing' more effective? A simple possibility would be that in the composite task 


the classical component and the operant component are formed in parallel, and that the two 


components are summed. In fact, not only the classical, but also the operant yt-task is less 


effective than the composite sw-task, making the latter the most effective learning situation 


(Fig. 2b; see also Fig. S4).  


To test this ‘summation’ hypothesis, we 


used rutabaga (rut)-mutant flies (rut2080). 


The Rutabaga protein, a type I adenylyl 


cyclase that is regulated by 


Ca2+/Calmodulin and G protein, is required 


for most learning tasks flies have been sub-


jected to, including the color-heat associa-


tion tested in the sw-learning task [11-13]. 


Fig. 2: Operant and classical components cooperate. 
a, Significant sw- and yt-learning in wildtype (WT) flies 
(sw-learning: t31=5.1, p<0.001; yt-learning: t29=3.0, 
p<0.006). b, Reducing period duration (compared to the 
otherwise identical experiments in a) by 50% unmasks 
the difference between sw- and yt-learning (F1: 5.5; 
p<0.022). c, Reversed relationship of yt- compared to 
sw-learning in rut mutant flies (period duration as in a; 
F1: 4.8; p<0.036). d. rut mutant flies with reduced train-
ing periods (duration as in b). Both learning tasks are 
performed well by the mutant flies (sw-learning: t23=2.8, 
p<0.02; yt-learning: t22=3.0, p<0.007). Numbers at bars – 
number of animals. * – statistical significance. 
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If mutant rut flies are only deficient in classical conditioning, the summation hypothesis pre-


dicts two similar values for both tasks, due to the shared operant component. If they are also 


deficient in the purely operant yt-learning, they should perform poorly in both tasks. Surpris-


ingly, rut mutants performed well in the purely operant yt-learning task, but they failed in the 


composite sw-learning task (Fig. 2c). This is the first learning task in which rut mutants are 


not impaired. Our rut results thus contradict both possible expectations about the function of 


the rut adenylyl cyclase according to the summation hypothesis and indicate a new class of 


‘operant’ genes. As the comparatively high rut yt-learning score already suggests, the yt-


learning in rut flies is improved compared to wildtype controls. There is a significant yt-


learning score in the mutants even after reduced training (Fig. 2d). 


A new class of ‘operant’ genes? 
‘Pure’ operant conditioning in the form of yt-learning is the first learning paradigm in 


which rut-mutants are not deficient. In classical conditioning, the rut-Adenylyl cyclase is 


thought to be the coincidence detector in the neurons where CS and US converge [14,15]. 


This coincidence-detector function underlies the unifying principle of learning and memory, 


synaptic plasticity, and appears to be conserved in evolution [16]. The convergence point for 


operant behavior and reinforcer in operant conditioning has so far only been discovered in the 


marine snail Aplysia [17]. More recent evidence from Aplysia supports the hypothesis that 


operant conditioning does not rely on the same rut-encoded type I adenylyl cyclase as classi-


cal conditioning, but instead activates a type II adenylyl cyclase via protein kinase C and a 


D1-like dopamine receptor, which leads to activation of protein kinase A [18]. Interestingly, 


this is exactly the pathway leading to activation of dopamine and cyclic adenosine 3′,5′-


monophosphate-regulated phosphoprotein, 32 kDa – DARPP-32, which is involved in a vari-


ety of processes and disorders associated with operant functioning in vertebrates [19-21]. 


However, to our knowledge, there currently are no vertebrate preparations where this could 


be tested, as the existing paradigms cannot separate operant and classical components rigor-


ously enough [22,23]. Our data are consistent with the hypothesis that there are two distinct 


systems for operant and classical learning. Classical learning is rut-dependent, while operant 


learning is not. 


Especially noteworthy in this respect is the phenotype that rut mutants show in another 


operant paradigm, the “heat-box” [12,24,25]. In this spatial learning paradigm, flies learn and 


remember to avoid one half of a dark chamber associated with a temperature outside of the 


preferred range. The heat-box was developed to screen for mutants in operant conditioning 
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and some alleles have been found to be differentially affected in operant and classical para-


digms [26]. However, the idiothetic cues in the dark chamber apparently constitute sufficient 


‘classical’ contamination to generate a phenotype in rut flies, which is characterized by 


slower acquisition [12]. Thus, in order to be able to reliably investigate the molecular ma-


chinery underlying operant conditioning, it is necessary to completely isolate the operant 


component, which is currently impossible in intact vertebrate preparations. 


In addition to suggesting that operant learning relies on a separate set of molecular cas-


cades, the rut results are also intriguing because the intact yt-learning is a component of the 


composite sw-learning task: despite the fact that the rut flies could just disregard the colors 


during sw-learning and then do fine in the resulting yt-learning, there is no significant sw-


learning after the standard training procedure (Fig. 2c). Apparently, this dominant-negative 


effect only develops with sufficient training, as the flies do show a significant sw-learning 


score with four 1-minute training periods (Fig. 2d). This performance index is most likely 


due to the behavioral learning and not due to color learning, as there is no color learning in 


this time frame in rut mutants (data not shown). How do the colors exert their negative effect 


during sw-learning? 


Fact-learning suppresses skill-learning 
One explanation is that the color changes may interfere with yt-learning in the rut flies. 


However, playing back the color changes from the rut flies trained in sw-mode (2 minute 


periods, from Fig. 2c) to naïve rut mutants during training in yt-mode (i.e., a “yoked” con-


trol) did not disrupt performance (“yoked colors”; Fig. 3a; see Fig. S5 for an illustration of 


this procedure). Thus, the color changes themselves do not interfere with rut yt-learning. 


Rather, in rut mutant flies, operant control of the classical stimuli somehow interferes with 


operant learning during composite sw-learning. Obviously, the classical and operant compo-


nents must interact instead of being merely summed. Does this interaction take place at the 


level of acquisition or at the level of retrieval? This question can be tested experimentally by 


first training the flies in sw-mode and then testing them in yt-mode (from now on all experi-


ments consist of 2-min. periods). This procedure effectively isolates the operant component 


in composite conditioning and tests for its persistence after the classical component is re-


moved. If the interaction takes place at the level of acquisition of the operant component, the 


operant component should not be detectable in the yt-test after sw-training, because no oper-


ant memory ever was acquired. If the interaction takes place during retrieval, the yt-test 


should reveal a significant learning score, because the colors are no longer present and thus 
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cannot interfere with retrieval of the operant memory any more that formed during sw-


training (see Fig. S6 for an illustration of this procedure). 


Trained in sw-mode and tested in yt-mode, rut flies show a significant learning score (Fig. 


3a), placing the level of interference between the control of the colors and operant learning 


firmly at the retrieval stage. The mutant rut flies do learn the operant behavior during sw-


training, but cannot retrieve the memory if they control the predictive color stimuli which 


they cannot learn. The same experiment with wild-type flies yielded the next surprise: trained 


in sw-mode and tested in yt-mode, wild-type flies do not show a significant learning score 


(Fig. 3b; not even after 60s of familiarization training, data not shown). This result reveals 


interference between the control of the colors and operant learning at the stage of acquisition. 


Apparently, both memory systems compete such that elimination of the classical system (in 


rut flies) leads to an engagement of the operant system which would otherwise (in WT) not 


take place. Thus, successful fact-learning (in WT) suppresses acquisition of skill-learning, 


while defective fact-learning (such as in rut mutants) suppresses retrieval of skill-learning. 


Supporting this notion of sensory dominance, wildtype flies do not show any yaw torque do-


main or color preference in a sw-mode test after yt-training, i.e. similar to the results in rut 


flies, colors that cannot be learned (or have not been learned) prevent retrieval of operant 


memory during sw-test (unpublished observation).  


This hierarchical interaction between equivalent operant and classical predictors contrasts 


the symmetry with which two equivalent classical predictors are learned in compound condi-


tioning at the flight simulator. There, colors and patterns are learned and retrieved equally 


well if they predict the heat equivalently [27,28].  


Fig. 3: Classical components suppress acquisition 
of operant memory. a. Performance indices (PI8) of 
rut mutant flies. Neither ex-afferent (i.e., yoked to the 
sw-learning flies in Fig. 1e; left), nor re-afferent (i.e., 
sw-training; right) color changes during training can 
disrupt operant learning in rut flies. The colors can 
not be learned by the mutant flies and thus do not 
suppress the operant component. Nevertheless, the 
colors have to be either ex-afferent (left; yt-learning 
with yoked colors: t16=2.5, p<0.022) or absent (right; 
sw-training followed by yt-test: t29=2.9, p<0.007) in 
the final test phase to reveal retrieval of the operant 
component. b. Performance indices (PI8) of WT flies. 
If the color changes are not predictive of the heat, 
they do not disrupt operant learning (left; yt-learning 
with yoked colors: t29=2.1, p<0.05). No operant 
learning takes place during sw-training, when the 
colors can be learned as predictors of the heat (right; 
sw-training, yt-test: t24=-0.3, p<0.8). Numbers at bars 
– number of animals. * – significant difference from 
zero. 
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In conclusion, the rut-experiments showed that composite conditioning consists of two 


components that can be distinguished genetically: a rut-dependent component (classical or 


fact learning) and a rut-independent component (operant or skill learning). Furthermore, 


these two components interact reciprocally and hierarchically, such that the dominant classi-


cal component suppresses the operant component which, in turn, facilitates the classical 


component. What is the function of this interaction and what is the neural substrate mediating 


it? 


The mushroom-bodies suppress the operant component to keep classical 


memories flexible 
What function could suppressing learning about an important predictor (such as the oper-


ant component in composite conditioning) serve? One may argue that the suppressed predic-


tor might have some detrimental effect which would outweigh the benefits of learning about 


it. For instance, the operant component may interfere when the fly encounters the stimulus in 


a different situation where a different behavior may be required. Flies have been shown to be 


able to solve such a generalization task. Trained to distinguish colors in sw-mode, they could 


still avoid the punished color using a different behavior [4]. This generalization procedure 


effectively isolates the classical component in composite conditioning and tests for its persis-


tence after the operant component is removed. In humans, such generalization depends 


strongly on the history of prior action [29]. In flies, generalization depends on the mushroom-


bodies, a prominent neuropil in the insect brain [30,31]. In humans as in flies, generalization 


of prior composite learning is asymmetric: transfer occurs only from the more difficult to the 


less difficult task. [4,29]. In a bold integration of human and fly data, one may hypothesize 


that the mushroom-bodies are the neural substrate which suppresses the operant component. 


The function of this suppression is to prevent the operant component from interfering with 


generalization of the classical component. 


To test this hypothesis, we blocked synaptic output from the mushroom-body intrinsic 


neurons (Kenyon cells) by expressing the bacterial tetanus toxin light chain specifically in a 


subset of approximately 710 of the Kenyon cells [31,32]. The transgenic flies were all trained 


in sw-mode as the flies in the experiments before. After training, the flies were either tested 


for suppression of the operant component (isolating it in a yt-test as before) or for generaliza-


tion of the classical component (isolating it by transfer of the color choice to a different be-


havioral situation as in [4]). If the mushroom-bodies are mediating the suppression of the 
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operant component, there should be a significant learning score after the removal of the color 


filters. This significant score should be accompanied by a non-significant score for the gener-


alization test, if the suppression were indeed necessary for generalization. 


Flies with impaired mushroom-body function can learn both the colors and to modulate 


their yaw torque [31,33]. Hence, it comes as no surprise that they could master the sw-


learning task (Fig. 4a). It has been shown previously that WT flies trained in sw-mode can 


choose the previously unpunished color using angular orientation (flight simulator, fs-mode) 


and not yaw torque as behavior [4]. In fs-mode, the flies have to fly straight with respect to 


four identical stripes in order to keep the color of arena illumination constant. In sw-mode, 


constant turning was required. Thus, any carry-over of this turning behavior from sw-mode to 


fs-mode would lead to constant turning of the arena and hence to a reduced or insignificant 


performance index. In other words, the flies now have to use course control in the fs-test, 


while their behavior was the exact opposite, continuous turning, during sw-training (see Fig. 


S7 for an illustration of this procedure). Given the difference between these two situations, it 


is not surprising that even for WT flies a short familiarization (or refresher) training, too short 


to produce conditioning on its own, has to be applied in order for the flies to show the trans-


ferred preference [4]. This detail suggests that while operantly facilitated classical memory is 


indeed independent from the behavior it was acquired with, the operant component in such 


composite learning situations is nevertheless not always entirely excluded from the memory. 


Instead, it may be incorporated into the memory template as behavioral context, indicating 


whether or not a given classical contingency is likely to be in effect (“setting the occasion”). 


Flies can not only learn such higher-order occasion setting situations, but they are also able to 


generalize or discriminate flexibly between contexts and stimuli depending on their predic-


tive value [27,30,31,34]. 


Flies with impaired mushroom-body function are notorious for the instability of their clas-


sical memories when the situation changes [30,31]. Also in this instance, flies in which mush-


room-body output was blocked by driving tetanus toxin light chain expression with the 


mb247 GAL4 driver line did not show generalization of the sw-mode conditioned color pref-


erence to fs-mode, not even after 60s of familiarization training (Fig. 4a). The two strains of 


control flies were GAL4/+ and UAS-TNT/+. Their pattern of performance did not differ and 


hence their data was pooled. The genetic controls performed well both in the sw-learning and 


in the generalization task (Fig. 4b). The first prediction of the fly/human hypothesis is met. 


Could suppression of operant learning be required specifically for this generalization of the 
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Fig. 4: Mushroom-body mediated suppres-
sion of skill-learning is necessary for the 
generalization of fact-learning. 
a. Flies expressing the bacterial tetanus toxin 
light chain in most mushroom-body intrinsic 
Kenyon cells perform well in sw-learning 
(red; sw-test: t19=3.1, p<0.01), but do not 
suppress the operant component in sw-
learning (green; yt-test: t18=2.6, p<0.05). 
Without the suppression of the operant com-
ponent, these transgenic flies are unable to 
transfer the classical component to a different 
behavior, even with 60s of familiarization 
training (blue; fs-test: t20=-0.5, p<0.6.). b. The 
genetic control flies (the two heterozygote 
strains did not differ and were pooled) repro-
duce the wild-type results: significant sw-
learning (red; sw-test: t26=3.8, p<0.001) sup-
presses the operant component (green; yt-test: 
t31=0.7, p<0.5) which leads to a successful 
generalization of the classical component to a 
different behavior (blue; fs-test: t14=2.7, 
p<0.05). Numbers at bars – number of ani-
mals. * – significant difference from zero.


classical component? If the flies with blocked 


mushroom-body output tested here also failed to 


suppress the operant component, it would not only 


meet both predictions of our hypothesis derived from human and fly experiments, it would 


also significantly extend and refine our picture of the mushroom-bodies as central sensory-


motor integrators. Indeed, once the colors were removed in the yt-test after sw-training, the 


transgenic flies kept restricting their yaw torque to the previously unpunished domain, thus 


not showing the suppression of the operant component observed in wildtype and control flies 


(Fig. 4a, b). Thus, the mushroom-bodies mediate the suppression of the operant component in 


order to generalize the classical component. 


The mushroom-body α and β lobes, but not the γ lobes appear to be 


involved in the hierarchical interactions between memory systems 
In this as in other studies, mushroom-body function was blocked chronically by express-


ing tetanus toxin in a subset of Kenyon cells. The P[GAL4] line mb247 [35] is widely used as 


a mushroom-body specific GAL4 driver [36-43]. It shows expression in 710 Kenyon-cells in 


each mushroom-body which project to all lobes. Using this driver strain to block mushroom-


body function mimics the results obtained from other methods and drivers compromising 


mushroom body function [30,31,40,41,44,45] and using it to drive rescue constructs mimics 


restoration of mushroom-body function [37]. Thus, while mb247 is only one strain, the re-


sults obtained with this driver strongly imply the Kenyon cells of the mushroom bodies. In-


deed, mb247 has now become the de facto standard for driving transgene expression in the 


mushroom-bodies. This method, while thus well-proven, can only serve as a first implication 
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Fig. 5: The mushroom-body α and β lobes but not 
the γ lobe are necessary for suppression of the oper-
ant component and generalization of the classical 
memory. a. Flies with blocked output only from the α 
and β lobes of the mushroom-bodies mimic the flies 
expressing tetanus toxin in all mushroom-body lobes. 
They perform well in composite sw-learning (red; sw-
test: t13=4.3, p<0.001), do not suppress the operant 
component (green; yt-test: t13=3.1, p<0.01) and do not 
generalize the classical fact component (blue; fs-test: 
t16=-0.38, p<0.71). b. Specificity of the mushroom-body 
effects is provided by expressing TNT in the fan-shaped 
body. These flies behave as wildtype and control het-
erozygote flies in that significant sw-learning (red; sw-
test: t11=4.3, p<0.002) suppresses the operant compo-
nent (green; yt-test: t16=0.4, p<0.7) which in turn allows 
for a successful generalization of the classical compo-
nent to a different behavior (blue; fs-test: t20=2.7, 
p<0.014). Numbers at bars – number of animals. * – 
significant difference from zero. 


of the mushroom-bodies. Further studies comprising, e.g., mushroom-body ablation by hy-


droxy-urea, different combinations of driver and effector transgenes, and acute blockade of 


neurotransmission only during the experiment will have to be conducted in order to safely 


establish and specify the extent of mushroom-body involvement [43,46]. These experiments 


will not only refine the role of the mushroom-bodies in learning and memory, but via specific 


targeting of different subsets of neurons also help identify the task specificity of mushroom-


body substructures. In a first study towards this end, we tested the GAL4 line used originally 


to drive tetanus toxin expression in the mushroom bodies and which proved to be deficient in 


context generalization [30]. The results parallel those using the mb247 driver line, i.e., the 


flies learned the composite task well, did not suppress the operant component and did not 


generalize the classical component to a different behavior (Fig. 5a). In the original study, two 


additional manipulations, ablation by hydroxy-urea and genetic degeneration in mushroom 


body miniature1 (mbm1) mutant strains showed the same generalization deficits as the trans-


genic flies, confirming the necessity of intact mushroom-bodies [30]. The driver line, 17D, 


expresses in the mushroom-body α and β lobes, but not in the γ lobes [47]. These results con-


clusively tie the observed suppression of the operant component to the mushroom-bodies. 


Moreover, we tentatively conclude that the mushroom-body γ lobes are probably not in-


volved in this process. The specificity of these effects was confirmed by using the Gal4 


driver line c205 to constitutively express tetanus toxin in the F5 neurons in the fan-shaped 


body of the central complex. Flies in which the c205 line drives expression of a constitutively 


active G-Protein are defective in visual pattern discrimination learning [11]. Presumably, 


expressing tetanus toxin in these neurons should disrupt expression of pattern learning as 


well. Nevertheless, these flies behave similar to wildtype and control flies in our experiments 


(Fig. 5b). 
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Starting to solve a long-standing conundrum 
Researchers studying operant conditioning in vertebrates have been debating the relation-


ship of the environmental and behavioral components contained in it [6,17,48-52] ever since 


operant and classical conditioning were distinguished in 1928 [53]. The discussion has 


shifted between singular stimulus-response (“S-R”) concepts [54,55], multi-process views 


[50,56-61] and a variety of unified theories [62,63]. One among many issues is that one may 


argue that the rat in the operant chamber only learns that the depressed lever will lead to food 


pellets in the dispenser (and then press the bar with any available body part, much as Pav-


lov’s dog would try to ring the bell). Therefore, it is legitimate to ask if operant conditioning 


may in essence be a classical process [59]. However, recent evidence suggests that the ani-


mals actually encode the relationship between their actions and the specific consequences 


that these actions produce [61]. In so-called “devaluation experiments” the animals are fed to 


satiety after training. The sated animals press the lever less often when placed back in the 


box, then when they are hungry. Even if all the animal has learned is that the depressed lever 


signals food, it nevertheless modifies its lever pressing behavior because of the changed 


value of its consequences, evincing the essentially operant nature of the behavior [61,64]. 


Adding yet an additional level of complexity to operant conditioning is the phenomenon 


of habit formation [61,64-68]. If the rat is trained extensively to press the lever, feeding to 


satiety fails to reduce lever pressing. Even if the particular food has been made aversive by 


pairing it with lithium chloride after training, the animals still maintain a high rate of lever-


pressing whenever they are placed in the box. The formerly flexible, goal-directed action has 


now become a stereotyped habit. Whereas in the early stage of operant conditioning the be-


havior controls the environment (lever pressing to obtain food), habit formation effectively 


reverses the situation such that now the environment (box, lever) controls the behavior (lever 


pressing). One could say that overtraining an operant situation converts it to a situation simi-


lar to classical conditioning in that the environment controls the behavior. 


Thus, composite conditioning not only consists of two components (operant and classical), 


but also progresses in two phases (from goal-directed to habitual behavior), with the relation-


ship of the components changing with the transformation of the operant behavior from ac-


tions to habits. Given this complexity, it is not surprising that despite many decades of psy-


chological research, our neurobiological understanding of the mechanisms underlying these 


convoluted processes is rather vague: “At present, however, we remain ignorant of the de-


tailed mechanisms that underlie habit formation at all levels of analysis.” [64]  
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Our results so far provide a neurobiological starting point and a conceptual framework for 


solving this long-standing debate. The two components can now be separated, the rut ex-


periments point to two distinct molecular cascades mediating the two different processes and 


one of their two reciprocal, hierarchical interactions is mediated by the mushroom-bodies 


(Fig. 6). However, there remains an important aspect of operant conditioning which has not 


been addressed yet: habit formation. Neuroscientists have long known that habit learning 


follows a much shallower learning curve than other learning procedures. What if the operant 


component isolated in this study were analogous to the behavioral learning and stereotypiza-


tion seen in vertebrate habit formation? Then the reason for the shallow habit learning curve 


lies in the suppression of the operant component by the classical component not in a gener-


ally attenuated learning capability of operant circuits. One prediction of this hypothesis is 


that extended training should lead to acquisition of the operant component also in flies. In 


this view, habit formation would be equivalent to acquisition of the operant component by 


overcoming its suppression. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Composite conditioning consists 
of two components with reciprocal, 
hierarchical interactions. The rut-
independent operant component facilitates 
acquisition of the rut-dependent classical 
component via unknown, non-mushroom-
body pathways. Acquisition of the classi-
cal component suppresses acquisition of 
the operant component via the mushroom-
bodies. This interaction leads to efficient 
learning, generalization and prevents 
premature habit-formation. The color code 
of this graph matches the color code used 
throughout this study (see also Fig. S8). 
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An invertebrate model for habit formation 
Transferred to flies in our setup, extended training should lead to acquisition of the oper-


ant component and thus mimic the results found in the experiments with blocked mushroom-


body output. Therefore, we doubled the amount of training in wildtype flies and then tested 


the animals exactly in the same three tests as the transgenic animals: sw-control, yt-test for 


the operant component (habit) and fs-test for the generalization of the classical component. If 


extended sw-learning in flies constitutes a new model for habit formation, the operant com-


ponent should show a significant learning score, whereas the generalization test should not, 


thus constituting a phenocopy of the transgenic flies. Consistent with the hypothesis, ex-


tended sw-training indeed led to decreased behavioral flexibility and increased stereotypy, 


paralleling the transgenic results (Fig. 7). This finding indicates that the mushroom-body-


mediated suppression of operant conditioning can be overcome by extended training. At the 


same time it indicates that blocking mushroom-body output can facilitate habit formation in 


Drosophila. It is intriguing that after extended training, wildtype flies behave indistinguisha-


bly from flies with impaired mushroom-body function.  


Fig. 7: Extended training overcomes the 
suppression of the operant component in 
wildtype (WT) flies. The results constitute a 
phenocopy of the transgenic animals (Figs. 
4, 5). Extended sw-learning does not lead to 
an overtraining decrement (red sw-test: 
t16=2.8, p<0.013). Testing for the operant 
component after extended sw-training shows 
a release from the suppression exhibited 
after standard sw-training (green; yt-test: 
t16=2.6, p<0.02). Without the suppression of 
the operant component, the flies are unable 
to transfer the classical component to a 
different behavior, even with 60s of famili-
arization training (blue; fs-test: t19=0.1, 
p<0.91). Numbers at bars – number of ani-
mals. * – significant difference from zero. 


The failed generalization both in the transgenic animals and after extended sw-training 


corroborates the potentially detrimental effects of stereotyped, habitual responses. Appar-


ently, just as humans, flies constantly perform trade-offs 


between behavioral efficiency and flexibility.  


Gate-keeping mushroom-bodies stabilize classical memories 
A wealth of knowledge has accumulated about the memory trace formed during classical 


olfactory conditioning in the mushroom-bodies of Drosophila [14,38,69,70]. In this para-


digm, the animals are first exposed to one odor in a tube lined with an electrifiable grid. Dur-


ing odor presentation, the animals receive multiple electric shocks via this grid. Another odor 


is then presented without shock. After training, the flies are tested at the center between two 


entirely new tubes for odor preference. By pulling odor vapor through the tubes with a vac-
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uum, from one tube the punished odor flows towards the center and the unpunished odor 


from the other. Wildtype flies can distinguish the two odors in the mixture and walk upstream 


into the tube where the unpunished odor comes from. The current consensus posits that this 


classical odor memory is laid down within the mushroom-body Kenyon cells. This is clearly 


not the case for visual learning. Here, the memory appears to reside within the fan-shaped 


body of the central complex [11]. For visual learning, mushroom-bodies stabilize classical 


memories against changes in the fly’s situation. If the fly’s sensory situation changes, this 


feature supports context generalization [30,31] and protects against sensory conflict [28]. If 


the fly’s behavioral situation changes, this feature supports the form of generalization de-


scribed here. From these results, the role of the mushroom-bodies for the stabilization of clas-


sical memories appears to be much more pervasive than previously imagined. Our data are 


consistent with the hypothesis that the mushroom-bodies act as gate-keepers protecting es-


sential facts from circumstantial factors. During the revision of this paper, such a gate-


keeping function of the mushroom-bodies has been proposed also for sensory conflict [71]. In 


the light of circumstances differing so drastically between training and test in Drosophila 


classical olfactory conditioning, it may be worthwhile to direct some attention towards the 


extent to which the mushroom-bodies may serve a dual function both in stabilizing and in 


storing classical memories. 


The mushroom bodies appear not to be critically involved in the facilitation of classical 


lea


shift in attention towards the predictors that still can be learned. 


rning by operant behavior. No difference could be detected in the amount of train-


ing/reinforcement required to reach a significant learning score after sw-learning, between 


control animals and those with blocked mushroom-body output. Thus, this feature is probably 


mediated by circuits outside of the mushroom-bodies. Experiments of the kind used here to 


localize the neural substrate for suppression of operant learning are required to localize the 


neural substrate for operant facilitation of fact-learning. With the summation hypothesis falsi-


fied, at this point one can only speculate about the potential mechanisms. An attractive hy-


pothesis is that the operant behavior serves to focus the fly’s attention, to more quickly detect 


coincidences between stimuli. Recent work shows that flies modulate their attention and can 


focus it to different areas of their visual field [72-74]. It is conceivable that the deficits of 


learning and memory mutants such as rutabaga in these attention-like processes [74] might 


contribute to the gradual suppression of retrieval of operant memories by predictive stimuli in 


rut flies. Along those lines, the improved yt-learning in rut mutants could be understood as 
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It also remains a tantalizing finding for all learning and memory research in Drosophila 


that wildtype flies behave indistinguishably from flies with blocked mushroom-body output 


aft


Materials and Methods 
Fly strains: Wild-type strain Berlin (WT) and rutabaga mutant strain rut  were used for this study. 


 constitutively blocks synaptic transmission by expressing the cata-
) in target neurons in the Drosophila brain using the P[GAL4] tech-


niq


er prolonged training. This is reminiscent of vertebrate experiments, where the dorsal stria-


tum and the hippocampus are viewed as competing learning systems with the dorsal striatum 


involved in skill-learning and the hippocampus in fact-learning [64]. Short training is primar-


ily processed by the hippocampus, while prolonged training recruits the dorsal striatum. In 


addition, extensive training together with sufficient time for memory consolidation abolishes 


the requirement of the hippocampus in otherwise hippocampus-dependent learning tasks by 


transferring the memory to the neocortex (“systems consolidation” [75,76]). Combining the 


tools developed in the hugely successful popular approach of localizing memory traces with 


the experimental separation of operant and classical components, Drosophila has now en-


tered the stage where we can start to study not only where memories are stored, but also how 


basic neural subsystems interact to accomplish efficient learning in realistic situations, with-


out compromising generalization or prematurely engaging habit-formation. 


The results and conclusions of this study are put into the broader perspective of the or-


ganization of behavior in the supplementary general summary and outlook. 


2080


Sweeney et al. [77] developed a method that
lytic subunit of bacterial tetanus toxin (TNT


ue [78]. Because of the effects of mushroom-body function on context generalization [30,31], we used the 
TNT transgene to block synaptic output from the mushroom-bodies. Despite some technical issues which have 
been raised recently [43,46], we favored tetanus toxin over the temperature-sensitive shibire effector, because 
of the heat punishment in our paradigm. We use the trans-heterozygote offspring from the driver (mb247) and 
the reporter strain (UASGAL4-TNT) for our studies as described previously [31,32,77]. The heterozygote off-
spring from crossing driver and reporter strain, respectively, to Canton-S wildtype flies served as genetic con-
trols for these experiments. In addition to the mb247 line we  also used the line 17D which only expresses in the 
α and β lobes, but not in the γ lobes [47]. Any shared effects between the two crosses can therefore be attributed 
to the overlapping expression pattern in the mushroom bodies between the two driver lines. To test for the 
specificity of the effects in the mushroom-body GAL4 lines, we tested a non-mushroom-body line, c205, which 
drives TNT expression in the F5 neurons of the fan-shaped body [11]. 


Fly preparation. Flies were kept on standard cornmeal/molasses medium [79] at 25°C and 60% humidity 
with a 12hr light/12hr dark regime. After briefly immobilizing 24-48h old female flies by cold-anesthesia, the 
flies were glued (Locktite UV glass glue) with head and thorax to a triangle-shaped copper hook (diameter 
0.05mm) the day before the experiment. The animals were then kept individually overnight in small moist 
chambers containing a few grains of sucrose. 


Apparatus. The core device of the set-up is the torque compensator (torque meter) [80]. It measures a fly's 
angular momentum around its vertical body axis, caused by intended flight maneuvers. The fly, glued to the 
hook as described above, is attached to the torque meter via a clamp to accomplish stationary flight in the center 
of a cylindrical panorama (arena, diameter 58mm), which is homogeneously illuminated from behind (Fig. 1a, 
b). The light source is a 100W, 12V tungsten-iodine bulb. For green and blue illumination of the arena, the light 
is passed through monochromatic broad band Kodak Wratten gelatin filters (#47 and #99, respectively). Filters 
can be exchanged by a fast solenoid within 0.1s. Alternatively, the arena is illuminated throughout the experi-
ment with ‘daylight’ by passing it through a blue-green filter (Rosco “surfblue” No. 5433). The transmission 
spectrum of the Rosco blue-green filter used in this study is equivalent to that of a BG18 filter (Schott, Mainz) 
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and constitutes an intermediate between the Kodak blue and green filters [30,34]. An analogue to digital con-
verter card (PCL812; Advantech Co.) feeds the yaw torque signal into a computer which stores the trace (sam-
pling frequency 20Hz) for later analysis. Punishment is achieved by applying heat from an adjustable infrared 
laser (825 nm, 150 mW), directed from behind and above onto the fly's head and thorax. The laser beam is 
pulsed (approx. 200ms pulse width at ~4Hz) and its intensity reduced to assure the survival of the fly. 


Yaw torque (yt-)learning. The fly’s spontaneous yaw torque range is divided into a ‘left’ and ‘right‘ domain, 
approximately corresponding to either left or right turns [81]. During training, heat is applied whenever the fly's 
yaw torque is in one domain and switched off when the torque passes into the other (henceforth: yaw torque 
sign inversion). There are no patterns on the arena wall, but the illumination is spectrally restricted by the blue-
gre


na coloration. In the sw-learning test phases, heat is perma-
nen


le raw data. 


Nm). This 
ena


en filter. In the yt-learning test phases, heat is permanently switched off and the fly’s choice of yaw torque 
domains is recorded [82]. Punishment of yaw-torque domains was always counterbalanced. See figure S3 for an 
illustration of the procedure and sample raw data. 


Switch mode (sw-)learning: This is an extension of yt-learning. As in yt-learning, the fly is heated whenever 
the fly’s yaw torque passes into the domain associated with punishment. During yaw torque sign inversion not 
only temperature but also arena coloration is changed (from green to blue or vice versa). Thus, the fly has oper-
ant (or re-afferent) control over both heat and are


tly switched off and only the fly’s choice of yaw torque domains is recorded as arena illumination is always 
switched upon yaw torque sign inversion. Punishment of the color/yaw-torque combination was always coun-
terbalanced. See figure S1 for an illustration of the procedure and sample raw data. 


Yoked colors: The sequence of color changes of sw-learning flies is stored and played back to a naive group 
(Fig. 3). During this ex-afferent presentation of color changes, the flies can control the heat by restricting their 
yaw torque as during yt-learning, but the coloration of the arena does not bear any predictive relation to the 
fly’s behavior or the heat. See figure S5 for an illustration of the procedure and samp


Flight simulator mode (fs-)test: Transfer to fs-mode was performed as described previously [4]. Briefly, the 
arena is divided into four virtual 90° quadrants, the centers of which are denoted by four identical vertical 
stripes (width ψ=14°, height θ=40°). A computer controlled electric motor rotates the arena such that its angular 
velocity is proportional to, but directed against the fly’s yaw torque (coupling factor K=-11°/s·10-10


bles the fly to stabilize the panorama and to control its angular orientation. This virtual ‘flight direction’ 
(i.e., arena position) is recorded continuously via a circular potentiometer (Novotechnik, A4102a306). The 
analog to digital converter card feeds arena position with the yaw torque trace into the computer. The color of 
the illumination of the whole arena is changed whenever one of the virtual quadrant borders passes a point in 
front of the fly. During the 60s familiarization training, heat punishment is made contiguous with the color 
punished in the previous sw-learning phase. During test, the heat is permanently switched off. See figure S7 for 
an illustration of the procedure and sample raw data. A video with different versions of fs-mode is available at 
this URL: http://www.youtube.com/watch?v=V6Bor-IW-Dw 


Experimental Design. Each fly was used only once. The time-course of the experiment was divided into 
consecutive periods of either 1 or 2 minutes duration. Depending on whether heat may be applied during such a 
period, it is termed a training period (heating possible) or a test period (heat off). Experiments consisted of two 
pre-test periods (labeled PI1 and PI2) 4 training periods (PI3, PI4, PI6 and PI7) and three memory test periods 
(PI


iod in the yaw 
tor


repeated measures ANOVA, with PI5 and PI8 as within-group factor. 


5, PI8 and PI9). Only in generalization experiments, PI8 was a 60s familiarization training and PI9 was scored 
as memory test. In order to test whether sw-learning or yt-learning would be feasible with less experimental 
time, period duration was reduced to 1 minute (Fig. 2b, d). For all other experimental groups the period duration 
was 2 minutes. For extended training (Fig. 6), the experimental time course was essentially repeated such that in 
total four additional training periods (PI9, PI10, PI12, PI13) followed training-PI7, as well as five test periods (PI8, 
PI11, PI14, PI15). Only in generalization experiments, PI14 was a 60s familiarization training and PI15 was scored 
as memory test. This repetition effectively doubled the amount of training, compared to the standard experimen-
tal time course. Depicted are always the PI’s of the first two minutes after the last training period. See Figs. S1, 
S3, S5, S6 and S7 for illustrations of each procedure’s design and time course; see Fig. S8 for a complete leg-
end with the color code for all the bar graphs in each figure, grouped by experimental procedure. 


Data evaluation. The color or yaw torque domain preference of individual flies is calculated as the perform-
ance index: PI=(ta-tb)/(ta+tb). During training periods, tb indicates the time the fly is exposed to the heat and ta 
the time without heat. During tests, ta and tb refer to the times when the fly chose the formerly (or subsequently) 
unpunished or punished situation, respectively. Thus, a PI of 1 means the fly spent the entire per


que domain/color not associated with heat, whereas a PI of -1 indicates that the fly spent the entire period in 
the yaw torque domain/color associated with heat. Accordingly, a PI of zero indicates that the fly distributed the 
time evenly between heated and non-heated yaw torque domains/colors.  


Statistics. Individual PI’s were tested for significance using a t-Test for single means against zero, following 
previous studies [11,30,31,34]. Comparison of two experimental groups (Fig. 2b, c) was carried out using a 
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General summary and outlook for the paper  


“Mushroom-bodies mediate hierarchical interactions 
between fact- and skill-learning in Drosophila” 


 by Björn Brembs and Wolfgang Plendl. 


Summary 
Psychologists refer to learning-by-doing as the “generation effect”, due to which humans, 
monkeys and even flies learn quicker if they can actively learn than just passively observe. 
For instance, every child learns more quickly not to touch a hotplate by touching it than by 
admonitions not to touch it. Why is this learning so much more effective than passive 
observation? Most such learning situations can be divided into fact and skill components. In 
the hotplate example, there is the fact that the plate may burn you and the “skill” of touching 
it. In riding a bike there is the fact of pedaling to propel you and the skill of actually riding it. 
How do these components interact to accomplish the generation effect? This interaction is 
especially interesting, because fact and skill learning seem so different: fact learning is quick 
and skill learning tedious. We can learn about the hotplate or memorize a person’s face in just 
one encounter, but the basketball free-throw, the golf swing, the tennis serve or the double 
layout on floor – all have to be practiced extensively and even then can not be mastered by 
everybody. Neuroscientists have long known that the acquisition of skills and habits takes 
much longer than the acquisition of facts and events. How can learning curves be so 
drastically different? Are skill and fact learning just differing in complexity and hence require 
more drastic modifications of more neurons? How can such different forms of learning 
interact so efficiently? Like riding a bicycle, skills and habits make us free to think, but they 
also have a tendency to stick and may become hard to shake. It is said, man is a creature of 
habit. Maybe skills are so hard to learn because they are so hard to forget? Creatures of habit 
need to carefully weigh the costs and benefits of consolidating flexible behaviors into 
stereotyped habits. Brains need a sort of gate-keeper which only allows well-proven behaviors 
to pass. How does the brain decide which behaviors become habits and which do not? 
The best way to answer these related questions is to separate learning tasks into their fact and 
skill components and then study the contribution of the different components to the overall 
learning performance. The experimental accessibility of the fruit fly Drosophila allows us to 
do just that. In stationary flight, Drosophila can be trained to distinguish a variety of sensory 
cues (fact-learning or classical conditioning). At the same time, the fly can also be trained to 
perform a variety of behaviors (skill-learning or operant conditioning). When combined to so-
called composite conditioning, learning performance is much improved (generation effect). 
Our experiments evaluated learning performance in situations where the individual 
components were either isolated or combined, using wildtype, mutant and transgenic flies. 
The results show that the well-known learning mutant rutabaga (rut) only affects classical 
fact-learning but not operant skill-learning. The interaction of skill and fact learning leading 
to the generation effect is organized hierarchically such that the classical fact-learning 
component suppresses the operant skill-learning component. While this slows down skill-
learning, it enables the generalization of facts. Extended training can overcome this 
suppression and lead to habit formation. A prominent neuropil in the insect brain, the 







mushroom-bodies, mediate the suppression of skill-learning in flies, effectively acting as gate-
keepers, allowing only well-rehearsed behaviors to consolidate into habits. 
Applying these experimental results from the humble fruit fly to the example of learning 
about a hotplate, we see that the hierarchical organization of learning systems is very useful. 
Learning the fact that the plate is hot and burns us suppresses learning about which hand we 
touched the plate with, so we avoid touching the plate with any body part (generalization). 
Being able to touch the hotplate ourselves enhances this fact-learning. In humans as in flies, 
extensive training can overcome the suppression of behavior-learning and lead to the 
formation of habits, which persist even if circumstances change and therefore often interfere 
with generalization. Besides answering some of the questions above, this research has also 
opened new questions. As of today, it is not known which brain circuits mediate the 
generation-effect. We only know that it is not the mushroom-bodies. We also do not know 
which molecular cascades are required to lay down skills and habits in neuronal memory. We 
only know that rutabaga is not required. 


Outlook 
Generalization has been described as the distinguishing feature of biological learning because 
survival of the organism may depend on its ability to correctly extrapolate to situations that 
are different from its limited experience [1]. The hotplate and bike examples above serve as 
excellent illustrations of this insight. The results presented here and elsewhere bolster the 
hypothesis that the mushroom-bodies support generalization by suppressing specific 
components of a learning task in order to keep the memory template flexible and 
generalizable [2-4]. Surprisingly, in our experiments behavioral components are suppressed, 
despite the fact that they share an equivalent predictive relationship with the stimuli. How can 
this be explained? Competitive success and evolutionary fitness of all ambulatory organisms 
rely critically on intact behavioral variability as an adaptive brain function [5-13]. Restricting 
this variability by operant conditioning only makes sense if the gained efficiency in carrying 
out the task outweighs the lack in variability. Stereotyped, habitual behaviors can be 
extremely efficient in accurately reproducing often-used output over and over again. Habit 
formation in vertebrate operant conditioning tasks is said to occur when the animal no longer 
experiences the correlation between variations in behavior and variations in the associated 
consequences [14] and extended training tends to promote habit formation [15]. 
It is the common view of animals that they operate according to laws firmly tying behavioral 
‘responses’ to environmental variables. Once these laws are known, the behavior of any 
animal at any time can be predicted from the current environmental situation. “Indeed, so 
pervasive is the basic assumption of this model that it is common to refer to any behaviour as 
a ‘response’ and thus by implication […] assume that there must be an eliciting stimulus.” 
[14]. Clearly, there are stimuli which reliably elicit such a ‘response’. In the fly, the escape-
response is such a well-known case. If the animal perceives a shadow moving over it, the 
giant-fiber escape-system directly activates jump- and flight-initiating motor-neurons [16-18]. 
The system is extremely effective in quickly escaping approaching predators. However, such 
a predictable system, despite its usual effectiveness, can also be vulnerable to exploitation: 
painted redstarts (Myioborus pictus) use visual displays to flush, pursue, and then capture flies 
equipped with such giant fiber escape circuits [19,20]. In free flight, an endogenous 
‘spontaneity generator’ provides Drosophila with enough unpredictability to make capture 
almost impossible [13]. Such unpredictable behavior has previously been argued to provide 
competitive success and evolutionary fitness [5-12]. 
All ambulatory organisms have to strike a delicate balance between efficient responses and 
spontaneous actions. But how is this balance accomplished? Of course, some of the responses 
will be inborn and rigid, such as the fly escape response. Other responses are acquired either 
as conditioned reflexes or habits. What determines whether a particular behavior is an action 







or a response? For the past two decades, this question has been studied extensively using 
rodent paradigms leading to habit formation [14,15,21-23]. The transition from flexible action 
to stereotypical response can also be seen in the experiments described here. After sw-
training, yt-restriction is reduced if the color filters are removed. The generalization 
experiments show that the flies have learned about the predictive nature of the colors, which 
is sufficient to solve the learning task (i.e., attain the goal of avoiding the heat). After 
extended training, the flies fail to show this reduction in yt-restriction and keep their 
behavioral bias even if the colors are removed. One could consider removing the colors as 
outcome of the flies’ turning behavior an equivalent of the outcome devaluation in 
vertebrates. In this case, there are two ways to form a habit in Drosophila: 1) preventing 
predictive stimuli from interfering with habit formation (yt-learning) and 2) extended training. 
In humans and other vertebrates, the striatum appears to be critically involved in habit 
formation [15,22,23]. It will be interesting to find out which regions in the Drosophila brain 
are required for habit formation. So far, we only know that genetically lesioning the 
mushroom-bodies enhances habit-formation. This corresponds to experiments in rodents, 
where lesions to the posterior dorsomedial striatum and to the prelimbic medial prefrontal 


cortex enhance habit formation [21,24,25]. Maybe one of these regions performs the same 
habit-suppression as the mushroom-bodies in flies? 
If these first Drosophila results also hold for larger brains, fly research could provide an 
explanation for why acquisition of some motor skills is so tedious and requires so much 
training: the operant motor component of the task is being actively suppressed. Extended 
training is required to overcome this suppression. There is more recent evidence that a related 
interaction might indeed take place also in the human brain [26]. In this view, it is tempting to 
speculate that closing our eyes sometimes can enhance learning of difficult motor tasks by 
preventing dominant external stimuli from suppressing the operant motor component. Given 
the difficulty with which maladaptive habits are lost (e.g. a drug-taking habit), elucidation of 
the mechanisms underlying the habit-suppressing effects of predictive stimuli is of prime 
interest. With a genetic model system in an experimental paradigm allowing full control of the 
extent to which predictive stimuli suppress habit formation, Drosophila at the torque 
compensator is in a unique position to provide these insights. 
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