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Impulsivity is an endophenotype found in many psychiatric disorders including substance use disorders, pathological gambling, and attention
deficit hyperactivity disorder. Two behavioral features often considered in impulsive behavior are behavioral inhibition (impulsive action)
and delayed gratification (impulsive choice). However, the extent to which these behavioral constructs represent distinct facets of behavior
with discrete biological bases is unclear. To test the hypothesis that impulsive action and impulsive choice represent statistically
independent behavioral constructs in mice, we collected behavioral measures of impulsivity in a single cohort of mice using well-validated
operant behavioral paradigms. Mice with manipulation of serotonin 1B receptor (5-HT1BR) expression were included as a model of
disordered impulsivity. A factor analysis was used to characterize correlations between the measures of impulsivity and to identify
covariates. Using two approaches, we dissociated impulsive action from impulsive choice. First, the absence of 5-HT1BRs caused increased
impulsive action, but not impulsive choice. Second, based on an exploratory factor analysis, a two-factor model described the data well,
with measures of impulsive action and choice separating into two independent factors. A multiple-indicator multiple-causes analysis
showed that 5-HT1BR expression and sex were significant covariates of impulsivity. Males displayed increased impulsivity in both
dimensions, whereas 5-HT1BR expression was a predictor of increased impulsive action only. These data support the conclusion that
impulsive action and impulsive choice are distinct behavioral phenotypes with dissociable biological influences that can be modeled in mice.
Our work may help inform better classification, diagnosis, and treatment of psychiatric disorders, which present with disordered impulsivity.
Neuropsychopharmacology (2017) 42, 1182–1191; doi:10.1038/npp.2016.277; published online 18 January 2017
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INTRODUCTION

Impulsive behavior is a core endophenotype of many
psychiatric disorders, including personality disorders, sub-
stance use disorders, gambling disorder, and attention deficit
hyperactivity disorder (ADHD) (Blanco et al, 2009; Dawe
and Loxton, 2004; Moeller et al, 2001; Swann, 2011). The
lifetime prevalence of disordered impulse control is 17% in
the general US population; and disordered impulse control is
associated with many negative effects, including reckless,
suicidal, illegal, and violent behavior (Chamorro et al,
2012; Michaelis et al, 2004; Perez-Moreno et al, 2015).
However, there are very few effective treatments for
impulsivity, and a better understanding of the biological

basis of normal and pathological impulsivity could help
inform a more dimensional, biologically based classification
of psychiatric disorders and provide clues for more effective
treatments.
It has become increasingly clear that impulsivity is a

heterogeneous phenotype that can have multiple compo-
nents (Berg et al, 2015; Broos et al, 2012; MacKillop et al,
2016; Robbins et al, 2012; Winstanley et al, 2004). Two
commonly considered components are impulsive action and
impulsive choice (Wang et al, 2016; Winstanley et al, 2004).
The former is characterized as acting prematurely and/or
having difficulty inhibiting responses and is frequently
measured in humans and rats using stop-signal reaction
time tasks and go/no-go paradigms (Bari and Robbins, 2013;
Weafer et al, 2013). By contrast, impulsive choice is
described as decreased tolerance to delays or disordered
risk-based decision making and is most commonly measured
using delay discounting paradigms (Mar and Robbins, 2007;
Story et al, 2015). Attention, hyperactivity, and motivation
have also been considered as factors contributing to
impulsive behavior (Frijda, 2010; Hepler et al, 2012).
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A better understanding of the behavioral structure of
impulsivity could improve treatment for psychiatric dis-
orders in which impulsive behavior is a key symptom. The
different dimensions of impulsive behavior are likely
mediated by distinct neural circuits, and contribute differ-
entially to various psychiatric disorders (Dalley et al, 2011;
Robbins et al, 2012). Analysis of human behavioral data has
shown that variables from paradigms measuring impulsive
action and impulsive choice can generally be dissociated into
two or more independent factors (Dougherty et al, 2009;
Meda et al, 2009; Reynolds et al, 2006; Reynolds et al, 2008).
Work investigating similar factors in animal models has
mostly used between subject designs or pharmacological/
lesion manipulations, which are suboptimal for the determi-
nation of the baseline multi-dimensional construction of
impulsive behavior (Barrus et al, 2015; Broos et al, 2012).
Rodent and human studies have strongly implicated
dopaminergic signaling in the modulation of impulsive
behavior (Dalley et al, 2007; St Onge and Floresco, 2009;
Winstanley, 2011). However, serotonergic signaling has also
been shown to be an important contributor to the neural
basis of impulsivity, affecting both impulsive action and
impulsive choice domains (Miyazaki et al, 2012; Miyazaki
et al, 2014; Winstanley et al, 2003, 2004; Worbe et al, 2014).
To examine whether impulsive action and impulsive

choice represent independent, non-correlated behavioral
constructs in mouse models, we collected within subject
data from multiple well-validated operant behavioral tests
of impulsivity. Mice that lacked serotonin 1B receptors
(5-HT1BRs) throughout life (5-HT1BR KO) were included as
a model of disordered impulsivity, given their known deficits
in tasks measuring impulsive action (Brunner and Hen,
1997; Nautiyal et al, 2015). We also used mice lacking
5-HT1BR expression only during development, in which
5-HT1BR expression was rescued during adulthood
(5-HT1BR rescue) based on our previous studies showing
that adult rescue of the receptor also rescues the impulsive
phenotype of the knockouts. Our studies provide evidence
that impulsive action and choice are independent compo-
nents of impulsivity that have distinct underlying biological
bases. First, we show that altering the levels of the 5-HT1BR
modulates impulsive action, but not impulsive choice. Second,
using factor analysis, our results demonstrate that measures of
these two behaviors dissociate into independent components.
We find that 5-HT1BR expression is a significant predictor of
impulsive action, whereas sex is a significant covariate of both
components with males displaying increased impulsivity.
Taken together, our results show a dissociation of impulsive
action from impulsive choice and point to a biological
mechanism for the impulsive action component.

MATERIALS AND METHODS

Animals

Mice were bred in the Department of Comparative Medicine
animal facility at the New York State Psychiatric Institute at
the Columbia University Medical Center. The floxed tetO1B
mouse model was used to generate groups of mice with
alterations in 5-HT1BR expression (Nautiyal et al, 2015).
Mice were generated by pairing a homozygous tetO1B female
with a homozygous tetO1B male that was also heterozygous

for the βactin-tTS transgene. Three groups of mice, totaling
59 mice, were used in all behavioral tests: tetO1B+/+::βactin-
tTS+ mice (referred to as 5-HT1BR KO, N= 14), tetO1B+/+::
βactin-tTS+ treated with doxycycline beginning at P60
(referred to as adult rescue, N= 14), and their littermate
tetO1B+/+::βactin-tTS- controls (referred to as controls,
N= 31). Doxycycline was administered in the chow
(40 mg/kg, Bioserv) to rescue 5-HT1BR expression. Males
(N= 23) and females (N= 36) were included. Mice were
group housed with same sex littermates following weaning at
postnatal day (PN) 21. Food and water were provided ad
libitum except during operant behavioral experiments as
described below, which began at 12–14 weeks of age.
Animals were maintained on a 12 h:12 h light-dark cycle
and all behavioral testing was conducted during the light
cycle. Differential reinforcement of low-rate responding
(DRL) and Go/No-Go (GNG) tasks were used to assess
premature responding and behavioral inhibition. Delay
discounting (DD) and probabilistic discounting (PD) were
used to measure impulsive choice, and a progressive ratio
schedule of operant responding and the open field test were
used to measure motivation and hyperactivity. Mice were
tested in behavioral paradigms in the following order: DRL,
PR, open field test, GNG, DD, and PD. All animal care and
testing was approved by the Institutional Animal Use and
Care Committee and was in accordance with the NIH’s
Guide for the Care and Use of Laboratory Animals.

Operant Conditioning

Studies were conducted in eight identical operant chambers
(15.9 × 14.0 × 12.7) cm with stainless steel grid flooring
illuminated by a house light (Med Associates Inc., St Albans,
VT), individually enclosed in sound-insulating, ventilated
cubicles. Each chamber had two ultra-sensitive retractable
stainless steel levers placed 2.2 cm above the chamber floor
situated on either side of a receptacle equipped with head
entry detection for delivery of liquid reward. The dipper
delivered 0.02cc evaporated milk (Wakefern Food Corpora-
tion, Elizabeth, NJ) to mice. A Dell computer equipped with
MED-PC IV (Med Associates Inc., St Albans, VT) computer
software delivered stimuli and collected behavioral data.
Operant training and testing were run 7 days a week. Mice
were maintained at ~ 90% of their free-feeding weight by
providing ad libitum access to chow for 1.5 h following each
day’s operant conditioning session during the light cycle.
Water was provided ad libitum throughout the experiment.
There was no significant effect of group on body weight
(F2,38= 2.2, p40.05), or consumption of chow over 1 h while
maintained on this restricted feeding schedule (F2,38= 1.4,
p40.05), which was evaluated in a random subset of
these mice.
Mice were first trained to retrieve an evaporated milk

reward through head entry into the receptacle. Following
5 days of training, all mice met the criterion of retrieving at
least 28 of the 30 rewards within 8 s of their presentation.
Next, mice were trained to press a lever to receive the
evaporated milk reward on a fixed ratio-1 (FR-1) schedule. A
small dab of Ferret Nutri-cal (Tomlyn, Fort Worth, TX) was
placed on the lever to facilitate initial interaction with the
lever. Mice were trained in this paradigm until the criterion
of 55 lever presses in a 60 min session was reached. Each
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mouse was trained on a randomly assigned (left or right)
lever, which remained consistent for DRL, PR, and go/no-go
paradigms.

Differential Reinforcement of Low-Rate Responding

Following shaping, mice were trained on the DRL paradigm
with a 36 s target wait time (DRL-36). Responses before 36 s
were not rewarded, and the ‘wait timer’ restarted. Mice were
gradually trained to wait 36 s over 44 days, beginning with a
delay of 4 s and followed by increasing intervals of 2 s. All
daily sessions lasted 1 h or until 60 rewards were reached.
Data from the final 5 days of DRL-36 was averaged and used
for analysis. The number of burst responses (lever presses
with latencies of o3 s) and the mode of response latencies
(used as a representative measure of premature responding)
were used as inputs for the factor analysis. The mode of
response latencies was the mathematical mode taken on the
response latencies converted to integers (by removing the
fraction of the second).

Progressive Ratio

Following the DRL paradigm, mice were run on a PR
schedule to assess motivation-like responding. Mice were
initially re-trained for 3 days on a FR-1 schedule, followed by
3 days on each of random ratio (RR)-5, RR-10, and RR-20
schedules, before testing on a PR× 2 schedule in which the
number of lever presses required to receive a reward doubled
following each reward. The session ended following either
2 h, or a 3 min period in which no lever presses were
recorded (Drew et al, 2007). The total number of lever
presses summed over the session, and the break point were
analyzed. The total number of lever presses rather than break
point was used in the factor analysis to provide a continuous
rather than categorical variable.

Open Field

A standard assay of open field was used to assess baseline
activity. Mice were placed individually into a plexiglass
enclosure 43 × 43 cm in size (Med Associates) and allowed
to explore undisturbed for 30 min. Movements were
recorded by beam breaks of two sets of 16 infrared
photobeams, and summed across the 30 min period for the
factor analysis.

Go/No-Go

Mice were first trained on Go trials in which they were
required to press a lever within 5 s of its presentation to
receive a reward. If the 5 s elapsed with no response, the lever
would retract, no reward would be presented, and a new ITI
(average 40 s) would begin. Mice were trained on these 5 s
Go-only trials until they earned at least 50 rewards out of 60
trials for at least two consecutive sessions. Once this criterion
was achieved, No-Go trials were added in which the lever
was presented simultaneously with two cues (the house lights
turning off, and a small LED light above the lever turning
on). A lack of any lever press within 5 s, resulted in a reward.
A lever press during this period caused the lever to retract,
the house lights to turn on, the LED light to turn off, and a

new ITI to begin without any reward for that trial. In each
session, 30 Go trials were interspersed with 30 No-Go trials
presented pseudorandomly such that there were an equal
number of both kinds of trials in every block of 10 trials.
Mice were run for 12 days, and the percent false alarms
(number of incorrect No-Go trials/total number of No-Go
trials × 100) and hits (number of correct Go trials/total
number of Go trials × 100) were analyzed. There was no
significant day by group interaction (F22,605= 1.1, p40.05),
so values on day 12 were used in the factor analysis.

Delay Discounting

Following the Go/No-Go paradigm, mice were trained to
press the opposite lever from their original training and all
mice met criteria (55 presses in 60 min) within two sessions.
Mice were then presented with both levers for 4 days, with
both levers rewarded on a FR-1 schedule. Their preferred
lever was determined (as the lever with more presses), which
remained consistent across days. Next, presses on the non-
preferred lever were rewarded with three times the reward
obtained from presses on the originally preferred lever. The
large reward was implemented by having the dipper arm
present three rewards in succession. These sessions began
with 10 forced choice trials (five on each lever randomly
distributed) to ensure a minimum experience with each lever
in each session. Over 14 days, the preference of all mice
switched to large reward lever. Finally, the DD paradigm
began in which mice experienced a step-wise increase in the
delay to the availability of the large reward following a lever
press, across sessions. These sessions also began with five
forced choice trials on each lever. The delay to the small
reward remained at 0 s. Time delays (2, 4, 6, 8, and 10 s) were
presented in separate sessions for 3 days each, in ascending
order. Thirty trials were presented in each session, regardless
of delay length and choice. The large reward was always
three times the amount of the small reward. Data were used
from the last session of each time delay to allow for learning
of the new contingency. There were no interactions between
group and day within any given delay (F4,108o1.8, p40.05).
The preference for the large reward was determined for each
delay by dividing the number of presses on the large reward
lever by the total number of presses. The discounting slope
was determined by calculating the linear regression of
preference for large reward plotted over delay, and used in
the factor analysis.

Probabilistic Discounting

The PD paradigm consisted of a step-wise decrease in the
probability of presentation of the large reward. Each
probability of obtaining the large reward (0.8, 0.6, 0.5, 0.4,
0.33, 0.2) was presented for 3 days, and only data from the
last session of each reward probability was used in the
analysis. The large reward was three times the small reward,
making the large reward more advantageous on all
probabilities 40.33. The probabilities were presented in
separate sessions in the same manner as described for the
DD paradigm. On non-rewarded trials, the ITI began 5 s
following the lever press. The probability of the small reward
remained at 1.0 throughout all sessions. These sessions also
began with five forced choice trials on each lever, followed by
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30 choice trials. Data were used from the last session of each
probability to allow for learning of the new contingency.
There were no interactions between group and day within
any given probability (F6,106o1.1, p40.05). Preference for
the large lever was determined for each probability by
dividing the number of presses on the large reward lever by
the total number of presses. The discounting slope was
determined by calculating the linear regression of preference
for large reward plotted over probability, and used in the
factor analysis.

Statistical Analysis

One-way analysis of variance (ANOVA) was used to assess
the effects of 5-HT1BR expression on behavior. Repeated
measures ANOVAs were used to examine false alarm and hit
rates over time in the Go/No-Go paradigm and preference
for large reward over delays and probabilities for DD and PD
paradigms, respectively. Fisher’s least significant differences
test was used for post hoc testing when appropriate. Two-
way ANOVAs (5-HT1BR expression × doxycycline admin-
istration) and three-way ANOVAs (sex × 5-HT1BR expres-
sion × doxycycline administration) were also performed to
assess interactions of adult expression, genotype, and sex on
behavior (Supplementary Table 1). Exploratory factor
analysis with geomin rotation was used to examine the
latent structure of impulsive behavior in mice. Eigenvalues

41 were used to identify the number of factors and calculate
the percent of variability in the behavioral measures
explained by the latent factors. Determination of whether
each paradigm was related to the latent factors was made
based on tests for each factor loading equal to zero. A
confirmatory factor analysis model with loadings set to zero
was then assessed via standard indices, including the chi-
square goodness of fit test, root mean squared error of
approximation (RMSEA), comparative fit index (CFI), and
Tucker–Lewis index (TLI). Following Muthen and Muthen
(1998-2010), a p-value 40.05 for the chi-square goodness of
fit test, CFI 40.95, TLI 40.95, and RMSEA o0.06 were
used to indicate good model fit. After the latent structure was
identified, a multiple-indicators multiple-causes (MIMIC)
approach (Joreskog and Goldberger, 1975) was used to assess
the effects of covariates (5-HT1BR expression, sex) on the
latent factors. The MIMIC approach permits testing of
multiple covariates and provides estimates of the relationship
between the covariates and the latent factors. The estimates
indicate the number of standard deviations difference in the
latent factor for each level of the categorical covariate
(eg, sex, 5-HT1BR expression) while holding the other
covariates constant. Effects were considered statistically
significant when p-values were o0.05. Number of hits in
the Go/No-Go task was right skewed and hence was log
transformed for analyses to satisfy normality assumptions
for exploratory factor analysis. StatView software was used

Figure 1 Measures of premature responding and behavioral inhibition from tests of DRL (a,b) and GNG (c,d) are shown. *, po0.05.
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for ANOVAs, and Mplus software was used for factor and
MIMIC analyses.

RESULTS

A lack of 5-HT1BR expression resulted in increased levels of
impulsivity as measured in the DRL and GNG operant
paradigms, as previously reported (Nautiyal et al, 2015).
Specifically, in the DRL, there was a significant effect of
5-HT1BR KO on burst responding (Figure 1a; main effect of
group: F2,56= 4.81, po0.05) with 5-HT1BR KO mice having
increased number of burst responses compared to controls
(po0.01). This deficit was reversed with adult rescue of
5-HT1BR expression (po0.05 for rescue vs 5-HT1BR; p40.05
for rescue vs control). Additionally, there was a significant
effect of 5-HT1BR expression on the peak of the response
latencies (Figure 1b; main effect of group: F2,56= 8.33,
po0.001), representative of a left-shift in the lever press
response distribution (Supplementary Figure 1). 5-HT1BR
KOs had decreased peak response latency compared with
controls (po0.001), which was also reversed by adult rescue
(po0.05 for rescue vs 5-HT1BR KO; p40.05 for rescue vs
control).
In the Go/No-Go operant paradigm, all mice improved

their performance over 12 days of testing, decreasing their
impulsive behavior as measured by false alarm rate or the
inability to withhold responses on No-Go trials (Figure 1c;
main effect of days: F11,605= 36.8, po0.001). There also were
significant group effects on false alarm rates over the 12 days
(main effect of group: F2,55= 4.6, po0.05), with 5-HT1BR
KO mice having significantly higher false alarm rates than
the control (po0.01) and adult rescue groups (po0.05).
There were no significant effects of group on hit rates over
the 12 days (Figure 1d; main effect of group: F2,55= 2.1,
p40.05).
By contrast with its effect on DRL and Go/No-Go tests, we

found no effect of 5-HT1BR expression on discounting in
delay discounting and probabilistic discounting paradigms.
All mice showed discounting of reward as delays increased or
probabilities decreased, as seen by their decreased preference
for the large reward in both delay and probabilistic
discounting tasks (Figure 2a and b; main effect of delay:
F4,192= 198.2, po0.001 for DD; main effect of probability:
F6, 318= 38.0, po0.001 for PD). There were no significant
genotype by time interactions (F2,8= 1.41, p40.05 for DD;
F2,12= 0.89, p40.05), suggesting that the discounting rate did
not differ between groups. There was also a lack of
significant group differences in the slopes of best fit lines
for delay and probabilistic discounting data (Figure 2 insets;
main effect of group: F2,52= 1.32, p40.05 for DD;
F2,52= 1.86, p40.05 for PD). However, there were significant
effects of group on reward preference, independent of
discounting, in both tasks (F2,54= 4.08, po0.05 for DD;
F2,53= 5.75, po0.01 for PD). Specifically, 5-HT1BR KO mice
showed increased preference for large rewards compared
with control mice over all delays (po0.01) and probabilities
(po0.01), potentially pointing to an effect of 5-HT1BR on
hedonic and/or incentive value. However, there were no
significant effects of group on the preference for a small vs
large (three times the small) reward in the absence of any
delays or probabilities (F2,48= 2.3, p40.05; 77.4± 2.5% for

controls; 85.5± 4.0% for 5-HT1BR KO; 86.1± 4.4% for adult
rescue). Interestingly, for probabilistic discounting, there was
a sex by genotype interaction (Supplementary Figure 2;
F1,49= 5.025, po0.05), in which 5-HT1BR KO and adult
rescue males showed significantly steeper discounting than
control males (main effect of group within males:
F2,20= 3.612, po0.05; p= 0.07 for KO vs control; po0.05
for rescue vs control), and there was no difference seen
between female groups (main effect of group within females:
F2,31= 0.4, p40.05). This suggests that although there was
not an effect of 5-HT1BR KO on discounting, there may be a
developmental effect of 5-HT1BR expression in males only.
There was no effect of 5-HT1BR expression on open field

activity (Figure 3a; main effect of group: F2,55= 0.5, p40.05).
However, there was a significant genotype effect on
performance in the progressive ratio task (Figure 3b; main
effect of genotype: F2,56= 28.6, po0.001). 5-HT1BR KO mice
had a break point more than twice as high as controls and
adult rescue groups (5-HT1BR KO: 1536± 142, controls:
606± 84, adult rescue: 626± 213; po0.001). Additionally,
they had more than three times the number of lever presses

Figure 2 Measures of intolerance to delays and risk are shown as
preference for the large reward over various delays in DD (a) and various
probabilities in PD (b) paradigms. Insets show rates of discounting for
each group.

Dissection of impulsive behavior in a mouse model
KM Nautiyal et al

1186

Neuropsychopharmacology



compared with control (po0.001) and adult rescue groups
(po0.001).
An exploratory factor analysis of all the behavioral data

found two eigen values above one (eigen values= 3.08, 1.39,
0.95, 0.71, 0.66, 0.57, 0.37, and 0.26) supporting a two-factor
model that explained 56% of the variability in the data
(Table 1). Variables from DRL, Go/No-Go, progressive ratio,
and open field measures loaded significantly onto one factor,

whereas variables from delay and probabilistic discounting
paradigms loaded significantly onto the other. These latent
factors were called ‘impulsive action’ and ‘impulsive choice’,
respectively. All variables loaded positively onto the two
factors with the exception of the DRL peak response latency
given its inverse relationship with impulsivity (lower-peak
latencies represent higher levels of impulsivity). The
correlation between the two factors was not significant
(r= 0.209, p40.05). A confirmatory two-factor model fixing
all non-significant loadings to zero provided a good fit for
the data: χ2= 14.5, df= 19, p-value= 0.74, RMSEA o0.001,
CFI= 1.00, TLI= 1.07. The addition of a third factor did not
improve the fit of the model (Supplementary Table 2). Only
one variable from the impulsive action factor (Go/No-Go
false alarm rate) loaded onto the additional factor, which
remained highly correlated with the impulsive action factor
(r= 0.561).
An exploratory factor analysis was also run on a subset of

the mice, which excluded all 5-HT1BR KO and 5-HT1BR
rescue mice, to rule out contributions of genotype on the
latent structure. The same factor loadings indicating
‘impulsive action’ and ‘impulsive choice’ were found to be
significant in a two-factor model (Supplementary Table 3)
with the first two eigen values, ie, 3.12 and 1.70, indicating
60% of the variability in the data was explained by these two
factors. Additionally, the correlation between the two factors
was not significant (r=− 0.002).
The multiple indicator multiple causes model (Figure 4)

indicated that the 5-HT1BR knockout influenced the two
latent factors differently (po0.001). Specifically, it was a
significant predictor of impulsive action (β= 0.75, po0.001),
but not impulsive choice (β= 0.11, p40.05), indicating that
an absence of 5-HT1BR resulted in increased impulsive action
but not impulsive choice. Interestingly, sex was also a
significant covariate in the model, with males showing
significantly higher impulsive action (β= 0.30, po0.01) and
impulsive choice (β= 0.27, po0.05). Additionally adult
rescue of 5-HT1BR (doxycycline administration) was a
significant covariate of impulsive choice (β= 0.25, po0.05),
but not impulsive action (β= 0.11, p40.05). The correlation
between the two factors was not significant (r= 0.12,
p40.05).

Figure 3 Measures of activity and motivation are shown from the open-field test (a) and progressive ratio schedule of operant responding (b).

Table 1 Two-Factor Model

Factor1 Factor2

DRL: burst responses 0.717 − 0.008

DRL: peak response latency − 0.678 − 0.153

Go/No-Go: false alarm rate 0.571 0.145

Go/No-Go: hit rate 0.436 0.042

Open field activity 0.362 − 0.064

Progressive ratio lever presses 0.858 − 0.008

Delayed discounting slope 0.005 0.464

Probabilistic discounting slope − 0.001 1.003

Correlation of factors 1.000

0.209 1.000

Significant factor loadings (absolute value 40.3) are bolded.

Figure 4 All effects shown in this multiple indicator multiple causes
(MIMIC) model are significant (po0.05).

Dissection of impulsive behavior in a mouse model
KM Nautiyal et al

1187

Neuropsychopharmacology



DISCUSSION

Our results show that impulsive behavior can be dissociated
into two dimensions of impulsive action and impulsive choice
based on two independent methods. First, we show that an
absence of 5-HT1BRs throughout the brain results in increased
impulsivity in tasks that measure premature responding or
response inhibition (impulsive action), but not in tasks that
measure delayed gratification or risky decision making
(impulsive choice). Second, our factor analysis on measures
from a number of behavioral tasks reveals two independent
components of impulsivity. Furthermore, we show that
genetic manipulation of 5-HT1BR is a predictor of only one
dimension (impulsive action), whereas sex is a significant
predictor of both dimensions, with males having increased
impulsive action and impulsive choice. These results demon-
strate that preclinical modeling of impulsivity using current
transgenic models allows for a controlled investigation of
common and independent sources of variability, which
contribute to the different subcomponents of impulsive
behavior, as well as more targeted investigations into their
neural and genetic basis.
The results presented are consistent with evidence that

supports distinct neural bases for impulsive choice and
impulsive action in both humans and rodents (Dougherty
et al, 2009; Meda et al, 2009; Reynolds et al, 2006; Reynolds
et al, 2008). Our use of a genetic model tested in a number of
domains of impulsivity in a within-subjects design, analyzed
using an unsupervised factor analysis now adds to this
evidence. Genetic models allow for future circuit level
determination of the neural substrates, as well as the
identification of genetic-based risk factors for different facets
of impulsivity. Additionally, we found that the impulsive
action and impulsive choice factors were not correlated in
our model, which is consistent with some, but not all, studies
addressing this using within subject designs in rodents
(Broos et al, 2012; Van den Bergh et al, 2006a; Winstanley
et al, 2004; Barrus et al, 2015). Analyses using self-report and
behavioral measures of impulsivity in humans have also
shown mixed results. Some studies show no significant
correlation between different components of impulsivity
(Broos et al, 2012; McDonald et al, 2003; Reynolds et al,
2008), whereas others show positive correlations between
action and choice dimensions of impulsivity (Dougherty
et al, 2009; Meda et al, 2009). Ultimately, consistent with the
research domain criteria initiative and the goals of precision
medicine (Health, 2015; Insel and Cuthbert, 2015), research
focused on clarifying the domains of impulsive behavior can
also lead to better diagnosis and more effective treatments of
individuals presenting with disordered impulse control, such
as ADHD, substance use disorder, and gambling disorder.
Both basic and clinical research have pointed to a role for

5-HT1BR as a major regulator of impulsivity. Although genetic
mouse models have previously implicated 5-HT1BRs in DRL,
other studies have revealed a limited role for
5-HT1BRs in delay discounting tasks (Brunner and Hen,
1997; Nautiyal et al, 2015; Pattij et al, 2003; van den Bergh
et al, 2006b). In humans, gene-association studies and
haplotype and meta-analyses have illustrated strong links
between 5-HT1BR polymorphisms and trait impulsivity,
susceptibility to suicide, and disorders which include im-
pulsivity as a key phenotype, such as ADHD (Banerjee et al,

2012; Conner et al, 2010; Gizer et al, 2009; Guimaraes et al,
2009; Jensen et al, 2009; New et al, 2001; Zouk et al, 2007). The
involvement of 5-HT1BR in impulsive behavior points to a
potential target for the development of drugs to treat
disordered impulsive action. This is further supported by
the ability to restore normal impulsive action in mice lacking
5-HT1BRs by rescuing receptor expression in adulthood. The
circuit-level mechanisms by which the 5-HT1BR impacts
impulsivity are still unknown and are the focus of our current
research using tissue-specific knockout models.
Although the within-subject comparison across a number

of different behavioral tests was necessary for the goal of our
studies to use factor analyses, the experimental design by
default also leads to some potential confounds, including
order and age effects, that cannot be completely ruled out.
Counterbalancing of the order of tests was not used due to
previous reports of interactions between DRL performance,
5-HT1BR expression, and order of operant testing (Pattij
et al, 2004). A previous study of impulsive choice found
similar effects of 5-HT1BR KO on DD when tested alone,
although a slightly different paradigm was used which
included different time delays and sucrose pellets instead of
evaporated milk rewards (Brunner and Hen, 1997). Although
the effect of age and order cannot definitively be ruled out as
contributing factors to our results, these previous results
support our interpretation that an absence of 5-HT1BRs does
not lead to increases in impulsive choice measured in a delay
discounting paradigm. Additionally, all mice were re-run on
the PR schedule of responding following PD, and showed a
similar behavioral profile to that seen initially when tested as
the second behavioral measure.
Although these data support the idea that general

locomotor activity (measured in open field) and impulsive
action (DRL, Go/No-Go) have common sources of varia-
bility, as shown by these measures loading on to the same
factor, our results also draw distinctions between effects of
5-HT1B on general activity vs impulsive action. First,
although there is a trend toward differences in open field
behavior, there is no significant effect of group on total
activity. Additionally, in the DRL task, increases in activity
can be distinguished from premature responses based on the
distribution of lever presses over latency. Premature
responses are represented with a left shift in the distribution
(decreases in the mode of response latencies), whereas
increases in activity are seen in an increase in lever pressing
across the response distribution as seen previously (Nautiyal
et al, 2015). Finally, the relationship between impulsivity and
hyperactivity in novel environments has been addressed in
prior published studies. These studies have reported either
no association or an inverse correlation between these
measures (Bardo et al, 2006; Dalley et al, 2007).
Although the behavioral response on the progressive ratio

schedule of responding loaded onto the impulsive action
factor, the increased lever pressing may represent an increase
in reward sensitivity in mice lacking 5-HT1BR expression. It
is possible, that a reward is perceived as more rewarding to
mice lacking 5-HT1BR, and thus elicits higher responding in
the progressive ratio schedule of responding and an
increased preference for the large reward in the DD and
PD tasks. We have analyzed the preference for a small vs
large (three times the small) reward in the absence of any
delays or probabilities. Although there is a trend toward
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increased choice of the large reward, there was no significant
effect of group. Despite this, the possibility still exists that
5-HT1BR KO mice exhibit a hypersensitivity to reward,
however, testing this would require a paradigm that
compares the preference between KOs and controls at
various ratios of large to small rewards.
Interestingly sex was a predictor of both factors, with

males having higher levels of both impulsive action and
choice. These findings are consistent with a higher
prevalence of impulsive behavior in males compared with
females in the general population (Chamorro et al, 2012).
There is also a greater prevalence of disorders of impulse
control, such as ADHD and substance use disorders, in
males compared with females (Kessler et al, 2005; Rucklidge,
2010). Additionally, within ADHD, girls show less impulsive
behavior than boys (Newcorn et al, 2001). Studies have also
examined sex differences in impulsive action vs choice
components but the results have been mixed (Weafer and de
Wit, 2014). In rodent models, the evidence generally
supports increased impulsive action in males compared with
females (Bayless et al, 2012; Jentsch and Taylor, 2003), with
gonadectomy diminishing the sex difference. However, the
data from human studies are less uniform, with reports of
increased impulsive action in both males and females
(Colzato et al, 2010; Saunders et al, 2008). Additionally,
studies of sex differences in impulsive choice in both rodents
and humans have been mixed (Beck and Triplett, 2009;
Eubig et al, 2014; Kirby and Marakovic, 1996; Koot et al,
2009). More studies which address impulsivity which include
both sexes are needed to clarify the role of sex in impulsivity
and dissect potential interactions of serotonin signaling and
sex on impulsive behavior.
In sum, more clear definitions of specific independent

behavioral endophenotypes, as well as a novel entry point in
the circuitry of impulsive behavior (5-HT1B) will allow for
better ways to dissect the neural circuitry that modulate the
different types of impulsive behavior. Specifically, a combi-
nation of cell-specific manipulations of the 5-HT1B gene
coupled with imaging strategies should enable us to make
substantial progress in mapping the neural circuits under-
lying impulsive action. The dissociation of distinct compo-
nents of impulsive behavior and the dissection of their
neurobiological basis has broad implications for the
construct of impulsivity and its relationship with psychiatric
disorders. A better delineation of the underlying biobeha-
vioral structure of impulsivity could lead to more etiologi-
cally based classification of disorders with pathological
impulsivity and may inform better, more targeted pharma-
cological treatments.
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