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Watching rocks grow
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Nature abounds with beautiful and striking landscapes, but a
comprehensive understanding of their forms requires examples
where detailed comparisons can be made between theory and
experiment. Geothermal hot springs1 produce some of the
most rapidly changing terrestrial landscapes, with reported
travertine (calcium carbonate) growth rates as high as 5mm per
day2–4. Unlike most landscapes, the patterns of which are the
result of erosion processes on timescales of millions of years,
the hot-spring depositional landscapes exhibit a spectacular
cascade of nested ponds and terraces5, for which the origins
and quantitative characterization have remained elusive. Here,
we take advantage of this millionfold difference in geological
timescale to present a novel combination of data from time-lapse
photography, computer simulation and mathematical modelling
that explains the emergence of the large-scale pond and terrace
patterns, predicts and verifies the dynamics of their growth and
shows that these patterns are scale invariant.

The dynamics of turbulent fluid flow coupled to the
precipitation-driven growth of the travertine substrate was
modelled on a discrete lattice of cells. Our cell dynamical system
(CDS) is a set of rules, described in detail in the Methods
section, that updates the lattice variables representing the heights
of the landscape and fluid above each cell. The rules mimic fluid
depositional dynamics and the influence of landscape features on
the flow pattern6,7, enabling efficient computations of complex
landscapes. Such a formalism complements analytic descriptions
of carbonate precipitation patterns, such as our work on travertine
domes7 and recent studies of needle-like speleothem growth8,9.
We were able to verify that our CDS model is quantitatively
equivalent to the more conventional approach using differential
equations, by using it to analyse the growth of single travertine
domes7. The CDS enables long-time (28,000 steps), large-scale
600×500 cells) simulations of landscapes with arbitrary, complex
structure. Statistical properties were computed by averaging over
130 independent simulations. The model was not ‘tuned’: as long
as the parameters are not varied so much that the model ceases
to make physical sense, it produces the same morphological and
statistical results, showing that our findings are generic for this class
of precipitation patterns.

Figure 1 shows frames captured from a typical time-dependent
simulation, initiated on a sloping plane with small initial
roughness. Initial depositional instabilities grow to form dams,
pond water pools behind the dams and complicated interactions
arise as terraces grow and interact. The frames show a process
of pond inundation, or ‘drowning’. In this mechanism, which
seems to be the dominant one through which larger ponds
form, the lip of a downstream pond grows more rapidly than
that of its upstream neighbour. Eventually the downstream lip
becomes taller, inundating the upstream pond, and leaving a

single large pond. Although we also observed this mechanism
in one-dimensional simulations, we obtain markedly different
statistical results without the two lateral dimensions. Some aspects
of pond growth have been simulated elsewhere10, using a simpler
and less realistic precipitation model that ignores turbulent flow
and capillary effects.

Our simulations also predict that, in areas of high flux,
pond lips grow in the same direction as the flow. Although our
precipitation model explicitly provides for increased growth rates
in these areas, the direction of growth is not prescribed. In the
simulations, this outward pond lip growth causes what geologists
refer to as the ‘apron and channel’ facies4 to form immediately
downstream from the vent. We observed these dynamics for a
wide range of initial conditions, flow conditions and simulation
parameters, strongly suggesting that these dynamics are generic and
universal in hot-spring landscapes.

To test these predictions, we have undertaken a time-lapse
photography project at the Mammoth Hot Spring complex in
Yellowstone National Park, Wyoming, USA. For the past two
years, we have collected still-camera photos at a carefully chosen
location, which we have subsequently processed to produce movies
of travertine growth. Figure 2 shows a series of four stills from a
year-long time-lapse movie at Canary Springs. They confirm that
pond inundation is a real process through which larger ponds are
created. These stills also show some pond lips growing along with
the flow, as was seen in simulation.

The dynamics of pond merging can be understood
quantitatively by considering the formation of ponds of larger
area as resulting solely from the aggregation of two smaller ponds.
Simultaneous aggregation of three or more ponds is vanishingly
unlikely. We characterize the statistical properties of the hot-spring
landscape by the probability distribution of pond areas P(A),
which is proportional to the number of ponds of a given size, n(A).

In a steadily evolving state at time, t , the number of ponds
at a later time, t +δt , can be determined by merely counting the
number of smaller ponds that combined to make a pond of size A.
There are no further processes that create new ponds except at the
smallest scale, which we discuss further below. Thus:

n(A, t+δt) =

∫ 1

1/2

n(f A, t)df . (1)

Here, f is a fraction, f ∈ (0,1]. In this equation, a new pond of area
A can arise only when a smaller pond of size f Amerges with one of
size (1− f )A, resulting in a single pond. It does not matter whether
all smaller ponds merge, or just a fraction, because equation (1)
is linear; if we assume that only a fixed fraction of ponds merge,
the result does not change. Note that this integral only ranges from
f = 1/2 to f = 1, which prevents overcounting.
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Figure 1 Dynamics of synthetic hot-spring landscapes. These still frames are
rendered from CDS simulations. a, Overview of results after long simulation times.
The model ultimately results in a well-developed landscape that is qualitatively very
similar to those observed in the field. b, A small part of the simulation at an early
time. c, The same small region at a later time, showing the inundation of upstream
ponds and the outward growth of pond lips, two growth mechanisms subsequently
observed in time-lapse movies of real travertine deposition (see Fig. 2).

This formulation, however, omits an important detail: the
smallest ponds have a non-zero size, and thus there should be a
physically imposed cutoff on our description, below which new
very small ponds arise and act as a boundary condition for the
process of pond merger. If the smallest possible pond has size α,
then we must rewrite equation (1) as:

n(A, t+δt) =

∫ 1−α/A

1/2

n(f A, t)df . (2)

The steady-state solution of integral equation (2) (see the
Supplementary Information) predicts that for large ponds, the
landscape is scale invariant, with the number n(A) of ponds of area
A varying as n(A) ∼ A−2. Corrections arising from the non-zero
minimum pond size lead to a slight modification of this prediction
for small ponds α/A→ 1−, where n(A) ∼A−2/(1−α/A). Hence,
when α/A ∼

< 1, the solution resembles a distribution with z ∼
> 2,

but is in fact not actually a pure power law.
We tested this prediction using both our CDS simulation and

high-resolution photographs of small, centimetre-scale terraces
taken from about 2m high. By carefully tracing all of the
features in these images (Fig. 3b), we computed the statistical
properties of the photographed landscape, and compared them
with simulation results. This methodology is further explained
in the Supplementary Information. Although this only captures
the smallest ponds, and none of the large-scale morphology
that dominates the landscape, it nonetheless provides a basis
for initial quantitative comparisons between simulation results
and real landscapes. The log–log plot in Fig. 4a shows that
the probability of finding a pond of a given area indeed
follows a power law: P(A) ∝ A−b, with b = −2.20 ± 0.08
(simulation) and b = −2.29± 0.54 (photography). Owing to the
relatively small pond sizes sampled, the effective power law is
slightly greater than 2, in accord with expectations from the
mathematical analysis above. The small number of large ponds
in our data sets results in the significant uncertainty in these
exponents. This uncertainty precludes meaningful estimation of
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Figure 2 Watching rocks grow. Four still frames from our time-lapse movie,
showing one year at Canary Springs. The frames are taken roughly three months
apart, show the growth and interaction of several ponds and illustrate three specific
processes. a, The initial state, together with the extent of subsequent precipitation.
b, The first inundation of an upstream pond. c,d, After subsequent growth (c), the lip
of the same pond is then inundated by its own downstream neighbour (d), forming a
single large pond. This series demonstrates how large ponds form through the
pairwise merging of smaller ones. Comparing frames a and b also shows how pond
lips can grow into and out of the flow, possibly depending on the flux in the pond.
Spring water flows from left to right in the photos. Photographs by Brian Suderman.

the cutoff, α, which is a number smaller than both our numerical
accuracy and observed pond areas. In spite of this, the observed
exponents are remarkably close to those predicted by our crude
theoretical analysis.

To quantify the shape of terraces, spatial variations in terrace
shape and size, and temporal changes in macroscopic patterns,
we compute from both simulations and photographs the ‘terrace-
width distribution’ (TWD), analogous to the concept used
fruitfully in surface science11. For present purposes, this is more
useful than height correlation functions (for example, as used to
characterize the layers in stromatolites12).

We define the terrace width by measuring the width l
perpendicular to the ‘maximum chord’ in each pond. This is the
longest chord that begins and ends on the edge a pond. This
definition of l reduces to a terrace width in both an average
sense and in the limit of an actual terrace, viewed as a very large-
aspect-ratio pond. We define and measure the aspect ratio of a
terrace, α, as the ratio between the maximum chord and the largest
terrace width. TWDs are usually characterized by the probability
of finding a particular terrace width, P(s), where s = l/〈l〉, l
is the actual terrace width and 〈l〉 is the average of l. For the
purposes of our system, we calculate 〈l〉 separately for each terrace
or elongated pond.

Figure 4b–d shows the probability distribution of aspect ratio
observed in both simulation and field data (Fig. 4b), the terrace
width distribution P(s) from both simulation and field data
(Fig. 4c) and the asymptotics of P(s) as predicted analytically
and compared with simulation results (Fig. 4d). The analytic
predictions were made on the basis of a standard statistical
mechanical model that approximates the terrace configurations
as the world lines of free fermions in one space and one time
dimension13 to yield Pff(s).

In such a model, particles execute a random walk along the x
axis, and trace out a set of trajectories in space-time that cannot
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Figure 3 Tracing out the data. a, Photograph of small terraces at Spring AT-3. b, Pak Yuen Chan’s painstaking tracing of the lips in the photo. We digitized this tracing and
compared it with simulation results.

a b

c d

0

1

3

4

2

4

6

Lo
g 10

 (f
re

qu
en

cy
)

Log10 (pond area)

0.2

0.4

0.6

0.8

1 2

2 4 6

λ λ

Free-fermion TWD

Traced photograph

Simulated landscape

2 4 6

–2

–1

Best fit: b = –1.0 ± 0.2

0.2 0.4 0.6
0

6

P 
(  

 )

0 0.8
α

Lo
g 

(P
 (s

))

–4

0

0 8

s2

0 3

s =   /〈  〉

0

1.0

P 
(s

)

α

Figure 4 Static statistical properties of travertine landscapes. Data from 130 simulated landscapes each of which began from a sloping plane with different random noise
added. Best fit lines are shown, and horizontal uncertainty is shown by the width of the vertical error bars, which denote one standard deviation. a, Log–log plot showing the
frequency of occurrence of a given pond area. b, The distribution of pond aspect ratios, α, comparing simulations with the digitized photograph. c, The TWD for simulations
compared with both experimental observations and the TWD predicted by the free-fermion model of Joós13. d, At large s, P (s )∼ e−s 2 , implying that effective interactions in
our system are short range. b is the slope of the fit line.

cross. The fermion constraint mimics the fact that terraces are at
different heights and so never intersect. This stochastic process
provides a satisfactory account of terrace morphology for miscut
vicinal crystal surfaces13, and our use of it here is an uncontrolled
first approximation that ignores ponding on short scales, but is a
generic description at long scales, as we show below.

For s > 1.5, the hot-spring TWD is well approximated by
Pff(s), and in this limit can be shown to be equivalent to that of
a random walking particle; hence P(s) has a gaussian tail (with

logarithmic corrections)13. On a plot of log10P(s) versus s2, this
asymptotic behaviour should appear as a straight line, and indeed
the simulations follow this prediction very well.

This implies that any interactions between terrace lips are short
range, and that at large s the lips do not interact. Furthermore,
the deviations from the free-fermion distribution at small s enable
us to infer the nature of the effective interactions in our system.
P(s) > Pff(s) for s< 0.5 implies an effective attraction between the
edges of terraces.
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Figure 5 Schematic diagram of one time step in the cellular model. Each cell in
the model interacts with its eight nearest neighbours. Here, the water originally
located in the centre cells forms a locally flat surface by spreading to five
neighbouring cells.

Even though the microscopic description of travertine
precipitation depends on myriad biological, chemical and physical
details, we can predict the emergence of terrace patterns on
large spatial scales from a minimal model of fluid flow and
irreversible deposition.

‘Watching rocks grow’ enabled us to test the minimal model’s
key predictions about the dynamics of landscape evolution, leading
to an analytical description of terrace formation and predictions
of the hot-spring landscape’s statistical properties that are in
concordance with field data. Although it is essential to test these
predictions further through comparison with real hot springs,
we anticipate that this quantitative and novel methodology can
be replicated in other complex pattern-forming systems with
sufficiently rapid growth dynamics, such as at hydrothermal vents14.

METHODS

In the cellular model, we represent the quantities of interest as cells on a lattice,
and the landscape as stacked ‘bricks’ on top of which water flows7. This is
schematically shown in Fig. 5. Each lattice site, indexed by i, contains the
following quantities: landscape height Hi , water depth Wi , temperature Ti ,
calcium concentration Ci and CO2 concentration Vi . There are four rules that
govern the interactions between neighbouring cells during each simulation time
step. These rules are ‘caricatures’ of real processes rather than a discretization of
any partial differential equation.

The first rule controls how water is added to the simulation. Water
is added with specified initial chemistry (C0, V0, T0) at the spring source
(i = 0): W ′(0) +H(0) = W0 +H0(0). Here, H0(0) is the landscape
height when the simulation began. This rule reflects water being added
at constant pressure (initially an amount W0), implying the simulation
must eventually stop. In addition, local chemistry changes proportionally:
C′(0) = (C(0)W (0)+ δW (0)C0)/W0 and similarly for V ′(0) and T ′(0).

The second rule governs fluid transport, which occurs much faster than
deposition, and is done in a way that allows ponding and accounts for turbulent
effects. Defining HT

≡ H +W , Si,j ≡ Hi −HT
j , and a sum over nearest

neighbours, Ni ≡
∑

Si,j>0 Si,j , there are two cases to consider. If Ni > Wi , flow
is in accord with Chézy’s law, and the flux Qi,j =Wi/

√
Si,j/Ni . If Ni < Wi ,

water is flattened locally, as in the schematic diagram in Fig. 5. In both cases,
moving fluid advects local chemistry.

The third rule controls how water chemistry changes to
reflect slope-dependent CO2 outgassing (V ′

j ∝
√
Si,j/(1+

√
Si,j)),

decreasing temperature (T ′
∝ T) and the overall precipitation reaction

Ca2+ +2HCO1−
3 
CO2 +CaCO3 +H2O.

The fourth and final rule governs precipitation, a process that depends on
the local surface geometry. Defining a crude potential to precipitate,Ω ≡C−V ,
the height changes according to: δHj ∝Ωi(R1 +R2Qi,j · n̂i,j +R3

√
Si,j). Here

R1 is a small constant, the second term reflects precipitation proportional to the

flux normally incident on the surface, and the last term accounts for increased
precipitation due to Bernoulli effects and local degassing.

Simulations were started on an inclined plane with a slope of 5.71 degrees,
so that the elevation was 50 over a horizontal distance of 500 cells. Small
random perturbations of height between 0.07 and −0.07 were added to seed
initial instabilities. The results presented in this manuscript are based on 130
simulations with 28,000 time steps, and using subpixel interpolation to measure
properties of the simulated landscape.

To estimate the error bars and to better calculate the distributions shown
in Fig. 4, we used the bootstrap method15,16, resampling our original set of
measurements with replacement, to obtain a synthetic data set with the same
number of measurements. This new data set contains duplicate measurements
(hence the requirement to sample with replacement). We then calculated the
distribution function based on the synthetic data set. We repeated this process
1,000 times for the simulation results and 10,000 times for the smaller data set
that came from the digitized photograph. From the distribution of each point in
the resulting histograms, we then calculated the mean and standard deviation;
these are our best estimates and the error in those estimates. All distributions
were calculated in the same manner. We also note that any bins with less than
three counts were considered to have insufficient data, and are not plotted.

The uncertainty obtained through the bootstrap method was propagated
in the usual manner as we calculated the normalized distribution P(s), a step
needed to compare the two distributions. Note that there is also a horizontal
uncertainty, due to the bin size, which is represented by the width of the top and
bottom of the error bars. The overall agreement between these curves is quite
good, although the smallest data point in the experimental curve deviates from
the simulation predictions, an effect probably due to our inability to resolve
very small details in the traced terrace edges.
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