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Like it or not, the biological sciences of today
are embedded as never before in a world of
fractured social, economic, and political con-
cerns. In this world, it becomes increasingly
difficult to discuss all the relationships
between the deployment of science-based
technology and the many relationships and
impacts that deployment might have outside
of science/technology, which is usually
defined (as it must be) in the confined terms
of laboratory experiments. The narrow focus
on separated aspects of science in society
makes difficult any coherent discussion of eth-
ical principles that might serve to guide us in
the use of new and potentially dangerous tech-
nologies. However, a way of bridging these
separations may be found using the ethical
principles found in science itself.

Scientists in the laboratory, corporate
researchers and managers who bring the tech-
nology/product to the marketplace, individu-
als who ultimately apply the technology/
product in the real world (farmers or physi-
cians), and end users (consumers, patients, or
their representatives) all have responsibilities
that are shaped by very different concerns and
motives. Public discourse on science is mostly
fractured, broken into pieces, where each
aspect is discussed separately; the whole pic-
ture is made to appear usually as just one part,
perhaps more, but never all the parts. Thus,
the assumptions of each of the above groups
tend to be hidden from all the others. The sep-
aration of assumptions is inherently danger-
ous, especially the scientific assumptions.
Scientists’ lack of exposure to criticism and
rigorous testing in the larger world of applica-
tion, whether in cornfields or medical centers,
exacerbates their incomprehension of public
resistance and debate.

One solution may come from the ethical
component built into the structure of science
itself—one that is often ignored by govern-
mental and corporate structures as funders of
research. This component includes the imper-
ative for individual scientists to seek evidence
for disproving their hypotheses (e.g.,
Popper1), and to consider all, and not just
selective evidence (see Whitehead2). It
includes also the historical record showing the
capability of “normal science” to uncover the

flaws (anomalies) and misconceptions of a
prevailing scientific paradigm (see Kuhn3). In
Kuhn’s view, normal science takes Popper’s
imperative to another level: the scientific com-
munity as a whole. In addition, although the
above ethical constraints were written with
fundamental or basic science in mind, we
must also inquire into the ethical constraint
that has historically been applied to define the
social responsibility of science: the anticipa-
tion and control of nature.

Our problem is that the ethical imperatives
and demonstrated long-run capacities of nor-
mal science may often be seen to be inconsis-
tent with the social responsibilities of science.
For example, the need to anticipate and con-
trol nature is often acute, or may appear to be
acute, as in the case of the present debate
around the cause of shortages of food and
starvation in the developing world. GMOs are
defended as necessary to prevent food short-
ages, and corporate biotechnology rushes in to
provide the answers. However, the fundamen-
tal science that provides deep understanding
of genetic engineering remains incomplete:
long-term research is needed, but this need is
in conflict with ideas of perceived urgency.

In addition, there is a demonstrated failure
between subdivisions in biology to communi-
cate findings that, if diligently shared, would
have prevented the rapid biological evolution
of antibiotic-resistant bacteria, drug-resistant
viruses, and herbicide- and/or pesticide-
resistant organisms4. Such a failure within the
scientific community is an example of a
breach of ethics: scientists, regulatory agencies,
and the journals working and reporting on
GMOs (until quite recently) have often
thought (and behaved) in nonscientifically
and nonhumanly relevant ways. Quite simply,
they are transgressing the code under which
they are supposed to be operating.

Thus, given the present reality of science in
society, we find a good deal of tension between
the social responsibilities of science and the
responsibilities of modern corporate technol-
ogy based on need to produce marketable
results in a cost- and time-effective manner.

I give another, broader example demon-
strating the complexity inherent in any
attempt to bridge the separated elements
defining scientific effort. Government (pub-
lic) and private support of “basic” research is
all too often heavy-handed in insisting that all
efforts be “sold” under the heading of being
able to solve key societal problems, to find a
specific mechanism for a complex function, or

to address other issues reflected... “in the fluc-
tuating extremes of fashionable opinion”2.
Science is mostly a long-range affair, whereas
applied technology, relatively speaking, is not.
In biomedicine or bioagriculture, the belief is
that the organism is a machine directed by
genetic parts. When defective or sub stan-
dard—indeed, when not perfect—genetic
parts can be replaced with perfected parts
manufactured in factory-like laboratory set-
tings. In that mechanistic belief, too many dis-
ciplines within modern biology fail to ask
broader questions having to do the responses
made by the organism as a whole to any par-
ticular bit of genetic engineering.

We are then left, once again, with the ques-
tion: “In today’s biology dominated by the
ethos of mechanism, who will pay for the long-
term need to know?”A researcher interested in
questioning the role of wholes over parts
stands a very poor chance of obtaining sup-
port for that kind of question (see refs 5 and 6
for discussion of the impact of metaphor and
myth on scientific world-view).

Finally, it is also clear that fundamental dis-
coveries often depend on the freedom of sci-
entists to explore new views of the material
world independently of the immediate per-
ceived needs of society. Supporting science to
deliver such needs—usually reflecting politi-
cal, economic, and social concerns—may thus
lead to a deterioration of fundamental science
and thus to defective applied technologies.

In modern biology, we are now in the
midst of a science crisis driven, in part, by
the intersection of multiple forces and by a
near absence in the body politic of under-
standing the nature of science, its history,
and its relation to philosophy (epistemolo-
gy). One way to move this fractious debate
forward would be to pay independent
researchers to do the necessary long-term
research, to question the current hypothe-
ses, to deepen our understanding of funda-
mentals of GMOs and their behaviors over
time, and under the varying conditions of
nature. But we must also try to broaden the
basis of the debate itself, as outlined above.
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