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            Abstract
Robots have transformed many industries, most notably manufacturing1, and have the power to deliver tremendous benefits to society, such as in search and rescue2, disaster response3, health care4 and transportation5. They are also invaluable tools for scientific exploration in environments inaccessible to humans, from distant planets6 to deep oceans7. A major obstacle to their widespread adoption in more complex environments outside factories is their fragility6,8. Whereas animals can quickly adapt to injuries, current robots cannot â€˜think outside the boxâ€™ to find a compensatory behaviour when they are damaged: they are limited to their pre-specified self-sensing abilities, can diagnose only anticipated failure modes9, and require a pre-programmed contingency plan for every type of potential damage, an impracticality for complex robots6,8. A promising approach to reducing robot fragility involves having robots learn appropriate behaviours in response to damage10,11, but current techniques are slow even with small, constrained search spaces12. Here we introduce an intelligent trial-and-error algorithm that allows robots to adapt to damage in less than two minutes in large search spaces without requiring self-diagnosis or pre-specified contingency plans. Before the robot is deployed, it uses a novel technique to create a detailed map of the space of high-performing behaviours. This map represents the robotâ€™s prior knowledge about what behaviours it can perform and their value. When the robot is damaged, it uses this prior knowledge to guide a trial-and-error learning algorithm that conducts intelligent experiments to rapidly discover a behaviour that compensates for the damage. Experiments reveal successful adaptations for a legged robot injured in five different ways, including damaged, broken, and missing legs, and for a robotic arm with joints broken in 14 different ways. This new algorithm will enable more robust, effective, autonomous robots, and may shed light on the principles that animals use to adapt to injury.
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                    Figure 1: Using the Intelligent Trial and Error (IT&E) algorithm, robots, like animals, can quickly adapt to recover from damage.[image: ]


Figure 2: The two steps of IT&E.[image: ]


Figure 3: Main experiments and results.[image: ]


Figure 4: An example behaviourâ€“performance map.[image: ]
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Extended data figures and tables

Extended Data Figure 1 An overview of the IT&E algorithm.
a, Behaviourâ€“performance map creation. After being initialized with random controllers, the behavioural map (a2), which stores the highest-performing controller found so far of each behaviour type, is improved by repeating the process depicted in a1 until newly generated controllers are rarely good enough to be added to the map (here, after 40 million evaluations). This step, which occurs in simulation (and required roughly two weeks on one multi-core computer; see Supplementary Methods, section â€˜Running timeâ€™), is computationally expensive, but only needs to be performed once per robot (or robot design) before the robot is deployed. b, Adaptation. In b1, each behaviour from the behaviourâ€“performance map has an expected performance based on its performance in simulation (dark green line) and an estimate of uncertainty regarding this predicted performance (light green band). The actual performance on the now-damaged robot (black dashed line) is unknown to the algorithm. A behaviour is selected for the damaged robot to try. This selection is made by balancing exploitationâ€”trying behaviours expected to perform wellâ€”and explorationâ€”trying behaviours whose performance is uncertain (Supplementary Methods, section â€˜Acquisition functionâ€™). Because all points initially have equal, maximal uncertainty, the first point chosen is that with the highest expected performance. Once this behaviour is tested on the physical robot (b4), the performance predicted for that behaviour is set to its actual performance, the uncertainty regarding that prediction is lowered, and the predictions for, and uncertainties about, nearby controllers are also updated (according to a Gaussian process model, see Supplementary Methods, section â€˜Kernel functionâ€™), the results of which can be seen in b2. The process is then repeated until performance on the damaged robot is 90% or greater of the maximum expected performance for any behaviour (b3). This performance threshold (orange dashed line) lowers as the maximum expected performance (the highest point on the dark green line) is lowered, which occurs when physical tests on the robot underperform expectations, as occurred in b2.


Extended Data Figure 2 The contribution of each subcomponent of the IT&E algorithm.
a, Adaptation progress versus the number of robot trials. The walking speed achieved with IT&E and several â€˜knockoutâ€™ variants that are missing one of the algorithmâ€™s key components (defined in the table below the plots). Some variants (4 and 5) correspond to state-of-the-art learning algorithms (policy gradient31 and Bayesian optimization32,33,34). MAP-Elites (written by J.-B.M. and J.C.; ref. 35) is the algorithm that IT&E uses to create the behaviourâ€“performance map (see Supplementary Methods). The bold lines represent the medians and the coloured areas extend to the 25th and 75th percentiles. b, c, Adaptation performance after 17 and 150 trials. Shown is the speed of the compensatory behaviour discovered by each algorithm after 17 and 150 evaluations on the simulated robot, respectively. For all panels, data are pooled across six damage conditions (the removal of each of the six legs in turn) for eight independently generated maps and replicated ten times (for a total of 480 replicates). P values are computed via a Wilcoxon ranksum test. The central circle is the median, the edges of the box show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 2 in the Supplementary Information for methods and analysis.

Source data



Extended Data Figure 3 The IT&E algorithm is robust to environmental changes.
Each plot shows both the performance and required adaptation time for IT&E when the robot must adapt to walk on terrains of different slopes. a, Adaptation performance on an undamaged, simulated robot. On all slope angles, with very few trials, the IT&E algorithm (pink shaded region) finds fast gaits that outperform the reference gait (black dashed line). We performed ten replicates for each of the eight maps and each one-degree increment between âˆ’20Â° and +20Â° degrees (a total of 3,280 experiments). b, Adaptation performance on a damaged, simulated robot. The robot is damaged by having each of its six legs removed in six different damage scenarios. Data are pooled from all six of these damage conditions. For each damage condition, we performed ten replicates for each of the eight maps and each two-degree increment between âˆ’20Â° and +20Â° degrees (a total of 10,080 experiments). The median compensatory behaviour found via IT&E outperforms the median reference controller on all slope angles. The middle, black lines represent medians, while the colored areas extend to the 25th and 75th percentiles. In a, the black dashed line is the performance of a classic tripod gait for reference. In b, the reference gait is tried in all six damage conditions and its median (black line) and 25th and 75th percentiles (black coloured area) are shown. See experiment 3 in the Supplementary Information for methods and analysis.

Source data



Extended Data Figure 4 The IT&E algorithm is largely robust to alternative choices of behaviour descriptors.
a, b, The speed of the compensatory behaviour discovered by IT&E for various choices of behaviour descriptors. Performance is plotted after 17 and 150 evaluations in a and b, respectively. Experiments were performed on a simulated, damaged hexapod. The damaged robot has each of its six legs removed in six different damage scenarios. Data are pooled across all six damage conditions. As described in experiment 5 of the Supplementary Information, the evaluated behaviour descriptors characterize the following: (1) time each leg is in contact with the ground (â€˜Duty factorâ€™); (2) orientation of the robot frame (â€˜Orientationâ€™); (3) instantaneous velocity of the robot (â€˜Displacementâ€™); (4) energy expended by the robot in walking (â€˜Energy (Total)â€™, â€˜Energy (Relative)â€™); (5) deviation from a straight line (â€˜Deviationâ€™); (6) ground reaction force on each leg (â€˜GRF (Total)â€™, â€˜GRF (Relative)â€™); (7) the angle of each leg when it touches the ground (â€˜Lower-leg angle (Pitch)â€™, â€˜Lower-leg angle (Roll)â€™, â€˜Lower-leg angle (Yaw)â€™); and (8) a random selection without replacement from subcomponents of all the available behaviour descriptors (1)â€“(7) (â€˜Randomâ€™). We created eight independently generated maps for each of 11 intentionally chosen behavioral descriptors (88 in total). We created one independently generated map for each of 20 randomly chosen behavioural descriptors (20 in total). For each of these 108 maps, we performed ten replicates of IT&E for each of the six damage conditions. In total, there were thus 8 Ã— 11 Ã— 10 Ã— 6 = 5,280 experiments for the intentionally chosen behavioural descriptors and 1 Ã— 20 Ã— 10 Ã— 6 = 1,200 experiments for the randomly chosen behavioural descriptors. For the hand-designed reference gait (yellow) and the compensatory gaits found by the default duty factor behaviour descriptor (green), the bold lines represent the medians and the coloured areas extend to the 25th and 75th percentiles of the data. For the other treatments, including the duty factor treatment, black circles represent the median, the edges of the boxes show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 5 in the Supplementary Information for methods and analysis.

Source data



Extended Data Figure 5 How the behaviour performance map (data normalized) is explored to discover a compensatory behaviour.
Data are normalized each iteration to highlight the range of remaining performance predictions. The robot is adapting to damage condition C4 (see Fig. 3a). Colours represent the performance prediction for each point in the map relative to the highest performing prediction in the map at that step of the process. A black circle indicates the next behaviour to be tested on the physical robot. A red circle indicates the behaviour that was just tested (note that the performance predictions surrounding it have changed versus the previous panel). Arrows reveal the order that points have been explored. The red circle in the last map is the final, selected, compensatory behaviour. In this scenario, the robot loses leg number 3. The six-dimensional space is visualized according to the inset legend.

Source data



Extended Data Figure 6 How the behaviour performance map (data not normalized) is explored to discover a compensatory behaviour.
The data are not normalized in order to highlight that performance predictions decrease as it is discovered that predictions from the simulated, undamaged robot do not work well on the damaged robot. The robot is adapting to damage condition C4 (see Fig. 3a). Colours represent the performance prediction for each point in the map relative to the highest performing prediction in the first map. A black circle indicates the next behaviour to be tested on the physical robot. A red circle indicates the behaviour that was just tested (note that the performance predictions surrounding it have changed versus the previous panel). Arrows reveal the order that points have been explored. The red circle in the last map in the sequence is the final, selected, compensatory behaviour. In this scenario, the robot loses leg number 3. The six-dimensional space is visualized according to the inset legend. The data visualized in this figure are identical to those in the previous figure: the difference is simply whether the data are renormalized for each new map in the sequence.

Source data



Extended Data Figure 7 IT&E works on a completely different type of robot (the robotic arm experiment).
a, The robotic arm experimental setup. b, Tested damage conditions. c, Example of behaviour performance maps (colour maps) and behaviours (overlaid arm configurations) obtained with MAP-Elites. Left: A typical behaviourâ€“performance map produced by MAP-Elites with five example behaviours, where a behaviour is described by the angle of each of the eight joints. The colour of each point is a function of its performance (in radians squared), which is defined as having low variance in the joint angles (that is, a zigzag arm has lower performance than a straighter arm that reaches the same point). Right: Neighbouring points in the map tend to have similar behaviours, thanks to the performance function, which would penalize more jagged ways of reaching those points. That neighbours have similar behaviours justifies updating predictions about the performance of nearby behaviours after testing a single behaviour on the real (damaged) robot. d, Accuracy (in metres) versus trial number for IT&E and traditional Bayesian optimization. The experiment was conducted on the physical robot, with 15 independent replications for each of the 14 damage conditions. Accuracy is pooled from all of these 14 Ã— 15 = 210 experiments for each algorithm. The middle lines represent medians, while the coloured areas extend to the 25th and 75th percentiles. e, Success for each damage condition. Shown is the success rate for the 15 replications for each damage condition, defined as the percentage of replicates in which the robot reaches within 5 cm of the bin centre. f, Trials required to adapt. Shown is the number of iterations required to reach within 5 cm of the bin centre. g, Accuracy after 30 physical trials for each damage condition (with the stopping criterion disabled). For f and g, the central circle is the median, the edges of the box show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 1 in the Supplementary Information for methods and analysis.
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Damage Recovery in Robots via Intelligent Trial and Error
This video shows the Intelligent Trial and Error Algorithm in action on the two experimental robots in this paper: a hexapod robot and a robotic arm (Fig. 3). The video shows several examples of the different types of behaviours that are produced during the behaviour-performance map creation step, from classic hexapod gaits to more unexpected forms of locomotion. Then, it shows how the hexapod robot uses that behaviour-performance map to adapt to damage that deprives one of its leg of power (Fig. 3a:C3). The video also illustrates how the Intelligent Trial and Error Algorithm also finds a compensatory behaviour for the robot arm. Finally, adaptation to a second damage condition is shown for both the hexapod and robotic arm. (MP4 27802 kb)


A Behavior-Performance Map Containing Many Different Types of Walking Gaits.
In the behavior-performance map creation step, the MAP-Elites algorithm produces a diverse collection of different types of walking gaits. The video shows several examples of the different types of behaviors that are produced, from classic hexapod gaits to more unexpected forms of locomotion. (MP4 18899 kb)





PowerPoint slides
PowerPoint slide for Fig. 1

PowerPoint slide for Fig. 2

PowerPoint slide for Fig. 3

PowerPoint slide for Fig. 4




Source data
Source data to Fig. 1

Source data to Fig. 2

Source data to Extended Data Fig. 3

Source data to Extended Data Fig. 4

Source data to Extended Data Fig. 5

Source data to Extended Data Fig. 6

Source data to Extended Data Fig. 7

Source data to Extended Data Fig. 8




Rights and permissions
Reprints and permissions


About this article
[image: Check for updates. Verify currency and authenticity via CrossMark]       



Cite this article
Cully, A., Clune, J., Tarapore, D. et al. Robots that can adapt like animals.
                    Nature 521, 503â€“507 (2015). https://doi.org/10.1038/nature14422
Download citation
	Received: 24 December 2014

	Accepted: 17 March 2015

	Published: 27 May 2015

	Issue Date: 28 May 2015

	DOI: https://doi.org/10.1038/nature14422


Share this article
Anyone you share the following link with will be able to read this content:
Get shareable linkSorry, a shareable link is not currently available for this article.


Copy to clipboard

                            Provided by the Springer Nature SharedIt content-sharing initiative
                        








            


            
        
            
                This article is cited by

                
                    	
                            
                                
                                    
                                        A geometric semantic macro-crossover operator for evolutionary feature construction in regression
                                    
                                

                            
                                
                                    	Hengzhe Zhang
	Qi Chen
	Mengjie Zhang


                                
                                Genetic Programming and Evolvable Machines (2024)

                            
	
                            
                                
                                    
                                        Towards Jumping Skill Learning by Target-guided Policy Optimization for Quadruped Robots
                                    
                                

                            
                                
                                    	Chi Zhang
	Wei Zou
	Shuomo Zhang


                                
                                Machine Intelligence Research (2024)

                            
	
                            
                                
                                    
                                        Knowledge-integrated machine learning for materials: lessons from gameplaying and robotics
                                    
                                

                            
                                
                                    	Kedar Hippalgaonkar
	Qianxiao Li
	Tonio Buonassisi


                                
                                Nature Reviews Materials (2023)

                            
	
                            
                                
                                    
                                        Muscle-inspired soft robots based on bilateral dielectric elastomer actuators
                                    
                                

                            
                                
                                    	Yale Yang
	Dengfeng Li
	Junsheng Yu


                                
                                Microsystems & Nanoengineering (2023)

                            
	
                            
                                
                                    
                                        From rigid to soft to biological robots
                                    
                                

                            
                                
                                    	Josh Bongard


                                
                                Artificial Life and Robotics (2023)

                            


                

            

        
    

            
                Comments
By submitting a comment you agree to abide by our Terms and Community Guidelines. If you find something abusive or that does not comply with our terms or guidelines please flag it as inappropriate.



                
                    
                    

                

            
        





    
        

        
            
                

    
        
            
                
                Access through your institution
            
        

        
            
                
                    Buy or subscribe
                
            

        
    



            

            
                

    
        
        

        
        
            
                
                Access through your institution
            
        

        
            
                Change institution
            
        

        
        
            
                Buy or subscribe
            
        

        
    



            

        
    


    
        Editorial Summary
Robots built to adapt
Autonomous mobile robots would be extremely useful in remote or hostile environments such as space, deep oceans or disaster areas. An outstanding challenge is to make such robots able to recover after damage. Jean-Baptiste Mouret and colleagues have developed a machine learning algorithm that enables damaged robots to quickly regain their ability to perform tasks. When they sustain damage â€” such as broken or even missing legs â€” the robots adopt an intelligent trial-and-error approach, trying out possible behaviours that they calculate to be potentially high-performing. After a handful of such experiments they discover, in less than two minutes, a compensatory behaviour that works in spite of the damage.
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