
Abstract In single nucleotide polymorphism (SNP)

data analysis, the allelic odds ratio and its confidence

interval (CI) are usually used to evaluate the associa-

tion between disease and alleles at each SNP. The

usual formula for calculating the CI of the allelic odds

ratio based on the Hardy–Weinberg equilibrium

(HWE) may, however, lead to errors beyond the con-

trol assured by the nominal confidence level if HWE is

not true. We therefore present a generalized formula

for CI that does not assume HWE. CIs calculated by

this generalized formula are likely to be wider than

those by the usual method if the Hardy–Weinberg

disequilibrium (HWD) is toward a relative deficiency

of the heterozygotes (fixation index greater than 0),

whereas they are likely to be narrower if HWD is to-

ward a relative excess of the heterozygotes (fixation

index less than 0). A simulation experiment to examine

the influence of the generalization was performed for

the case where 2% of SNPs had a fixation index greater

than 0. The result revealed that the generalized method

slightly decreased the mean number of falsely detected

SNPs.
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Introduction

Recently, we have witnessed the completion of the

project for identifying the human genome sequence

(International Human Genome Sequencing Consor-

tium 2004), the accumulation of enormous SNP-related

data into public databases (Sachidanadam et al. 2001;

Haga et al. 2002), and the development of high

throughput SNP typing technologies. This progress has

provided modern molecular biology with an ability to

identify a genotype (combination of alleles) at any

particular genetic locus for a large number of individ-

uals (Hirschhorn et al. 2005).

In genetic association studies, the phenotype of

interest is typically associated with an allele or geno-

type for biallelic markers, such as SNPs, and conse-

quently many researchers are interested in calculating

the allelic odds ratio and its confidence interval (CI)

for identifying SNPs that may have a close association,

e.g., to a certain disease. The usual method, which

calculates the CI using Eq. 1 based on the logarithm

log ŵ
� �

of the estimated allelic odds ratio, the upper

a/2 quantile (za/2) of the standard normal distribution,

and observed frequencies nij’s in Table 1 (Balding

et al. 2001), assumes the Hardy–Weinberg equilibrium

(HWE) in study populations.
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Hardy–Weinberg disequilibrium (HWD) is often

encountered when experimental errors occur in the

SNP typing. However, even after the careful quality

control of the genotyping, the genotype distribution

may depart from HWE for a variety of other reasons,

such as stratification, selection, inbreeding, assortative

or disassortative mating (Wright 1951, 1965; Nei 1987).

Under such a Hardy–Weinberg disequilibrium

(HWD), the standard error of the estimated allelic

odds ratio given in the last term of Eq. (1) will either be

overestimated or underestimated. In order to solve this

problem, Schaid and Jacobsen (1999) provided a cor-

rection method based on determining the correct var-

iance for the observed allele frequency difference

P̂11 � P̂12

� �
between cases and controls, and quantified

the effect on the type I error rate of Pearson’s chi-

square test induced by HWD. Additionally, the stan-

dard error of relative risk under HWD was shown by

Zaykin et al. (2004). In this article, we present a gen-

eralized formula for calculating the CI of the allelic

odds ratio based on the estimated standard error,

which is valid under both HWE and HWD, and then

examine the effect of this generalization in a genome-

wide association study.

Materials and methods

Derivation of the generalized method of CI

calculation

In case-control studies, allelic frequencies are com-

pared between cases and controls. Assuming that two

alleles X and x exist at a certain SNP locus, the geno-

type data are given in a 3 · 2 contingency table as

shown in Table 1, the observed frequencies (n1j, n2j,

n3j) being distributed as a trinomial distribution Tn (n.j;

p1j, p2j, p3j) for j=1 (case) and j=2 (control), where (p1j,

p2j, p3j) are the population proportions of genotype

(XX, Xx, xx), respectively, and n.j (j=1, 2) is the sample

size for each population. Of course, p1j+p2j+p3j=1 and

n1j+n2j+n3j=n.j (j=1, 2).

Let the population proportions of allele X in cases

and controls be P11 and P12. Then P11=p11+p21/2 and

P12=p12+p22/2, and they are estimated as

P̂1j ¼ ð2n1j þ n2jÞ
�
ð2n:jÞðj ¼ 1; 2Þ (Li and Horvitz 1953;

Sasieni 1997) in Table 2. The estimator of allelic odds

ratio w ¼ P11 1�P12ð Þ
ð1�P11ÞP12

is given by Eq. 2. (See Appendix.)

ŵ ¼
P̂11 1� P̂12

� �

1� P̂11

� �
P̂12

: ð2Þ

When n.1 and n.2 are large, log ŵ is asymptotically

distributed as normal with mean and variance given by

Eqs. 3 and 4, respectively. (See Appendix.)

E log ŵ
n o

� log wð Þ: ð3Þ

V log ŵ
n o

� 1

2n:1P11
þ 1

2n:1ð1� P11Þ

� �
1þ F1ð Þ

þ 1

2n:2P12
þ 1

2n:2ð1� P12Þ

� �
1þ F2ð Þ; ð4Þ

where F1 and F2 are fixation indices of case and control

populations, respectively.

Based on the estimated standard error SE log ŵ
� �

that is given by Eqs. 5 and 6, an approximate

100(1 – a)% CI for w is given by Eq. 7. (See

Appendix.)

SE logŵ
� �� �2

¼ 1

2n11þn21
þ 1

2n31þn21

� �
1þF̂1

� �

þ 1

2n12þn22
þ 1

2n32þn22

� �
1þ F̂2

� �
; ð5Þ

F̂j ¼ 1� 2n:jn2j

ð2n1j þ n2jÞð2n3j þ n2jÞ
j ¼ 1; 2: ð6Þ

exp log ŵ� za=2 � SE log ŵ
� �� �

: ð7Þ

Table 1 A 3·2 contingency table

Genotype Case Control

XX n11 n12

Xx n21 n22

xx n31 n32

Total n.1 n.2

exp log ŵ� za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2n11 þ n21
þ 1

2n31 þ n21
þ 1

2n12 þ n22
þ 1

2n32 þ n22

s !
: ð1Þ

Table 2 A 2·2 allele frequency table

Allele Case Control

X 2n11 + n21 2n12 + n22

x 2n31 + n21 2n32 + n22

Total 2n.1 2n.2

2·2 Contingency table for alleles constructed from Table 1
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When HWE is true without doubt, Eq. 5 should be

changed to F̂1 ¼ F̂2 ¼ 0 and then Eq. 7 reduces to

Eq. 1, which implies that calculating CI by Eq. 7 is a

generalization of the usual method. The essential der-

ivation idea of the generalized method is to introduce

the fixation index (Fj) into the population probabilities

of genotypes (p1j, p2j and p3j). In actuality, as Fj ap-

proaches 0, one automatically arrives at the usual

Eq. 1.

Numerical evaluation of the difference

of the two formulas

It is obvious from Eq. 5 that the calculated CI is wider

in the generalized method than the one in the usual

method if F̂1[0 and F̂2[0; while it is narrower if they

are less than 0. However, the difference of the two

methods should be evaluated numerically, because it is

influenced by sampling errors of F1 and F2. We eval-

uated the difference by a numerical calculation of ex-

pected upper and lower confidence limits for various

values of the fixation indices and sample sizes in the

case of P11=0.10 and P12=0.15. In the calculation, we

used a normal approximation to the trinomial distri-

bution and the software SAS for computing.

Simulation experiment to examine the influence

of generalization

In SNP data analysis, we simultaneously investigate the

association between thousands of SNPs and a disease.

Some SNPs among them may be under HWD with a

distribution of fixation index, while others may be

under HWE (F=0). We have to examine the perfor-

mance of the generalized method for CI calculation,

assuming that the fixation indices have a distribution

among thousands of SNPs. Consequently, we con-

ducted a Monte Carlo simulation experiment to sta-

tistically identify disease-associated SNPs using the

decision rule that an association was judged as positive

if the calculated CI did not include 1.0.

As the framework of simulation, we set the follow-

ing conditions referring to the genome-wide associa-

tion study (Sato et al. 2004):

Condition 1 The total number of SNPs to be

examined was set as N=10,000 and the number of

disease-associated SNPs (positive SNPs) was set as

N.p=50, referring to the literature (Sing et al. 1996;

Wright et al. 1999; Pharoah et al. 2002; Ponder 2001).

Condition 2 Allelic odds ratio for positive N.p SNPs

was w=1.5 or 2.0, but w=1.0 for the remaining N–N.p

SNPs.

Condition 3 The sample size was varied as

n=n.1=n.2=188, 376 or 752.

Condition 4 The proportion P12 of allele X in the

control population was a random variable uniformly

distributed in unit interval (0.05, 0.95), and P11 in the

case population was automatically determined by P12

through Eq. 20 in Appendix. This condition was set

with reference to Fig. 1, to which a uniform distribu-

tion is plausible, for the distribution of alleles in the

database of Japanese Single Nucleotide Polymor-

phisms (Haga et al. 2002; Hirakawa et al. 2002). In our

genome-scan, we did not include these SNPs with low

allele frequency (P11>0.95 or P11 < 0.05). Note that (p1j,

p2j, p3j, j=1, 2) were fixed through Eq. 12 in Appendix

when (P11, P12, F) or, equivalently, (P11, w, F) was

determined.

Condition 5 In a case-group, the fixation index F was

specified by a mixed distribution of a constant 0 with

probability 1–w and a normal distribution N(l, 0.102)

with probability w, where w=0.02, 0.06 or 0.10, and l
was set as 0.0 (in the null case), 0.2, or 0.4. On the other

hand, F was set to 0 for a control group. Note that this

condition was set referring to Figs. 2 and 3 taken from

a database, Genome Medicine Database of Japan. In

order to determine whether normally distributed or

not, we showed a quantile–quantile plot in Fig. 2. It

showed that the core data reasonably fit a normal

distribution, but the tail data do not. Therefore, the

distribution of observed F does not have a normal

distribution with mean 0. Moreover, around 2% of the

larger tail area in Fig. 3 was laid outside the distribu-

tion of observed F under the null hypothesis that the
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Fig. 1 An example of the minor allele frequency distribution of
SNP. The data are from the JSNP database (http://www.snp.im-
s.u-tokyo.ac.jp/)
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fixation index was equal to 0 and the mean of the

outlying values was around 0.2 or more.

Condition 6 The criteria to evaluate the perfor-

mance of the decision rule were two indicators, positive

predictive value Rp and sensitivity Rs, defined by

Eqs. 8 and 9 with notations in Table 3.

Rp ¼
NTP

NP:
; ð8Þ

Rs ¼
NTP

N:P
: ð9Þ

Condition 7 The Monte-Carlo simulation to observe

Rp and Rs was repeated 1,000 times, and the mean

values, together with the mean number of NTP and

NFP, were used for comparison of the two methods.

Note that N.p was a constant fixed by Condition 1,

whereas Np. was a random variable realized as the sum

of NTP and NFP in the simulation experiment. Note

further that these NTP and NFP have a trade-off

relationship depending on the nominal confidence

level, but that we fix the nominal confidence level as

1 – a=0.999, taking the multiplicity of SNPs into

consideration.

The procedure to conduct the simulation experi-

ment was as follows:

Step 1. Assign a set of values to N, N.p, w, and n

according to the above-described conditions.

Step 2. Assign the value w=1.5 or 2.0 to the first N.p

SNPs and w=1.0 to the remaining N–N.p

SNPs.

Step 3. Generate 10,000 random numbers of F

according to Condition 5 and assign them to

10,000 SNPs.

Step 4. Generate random numbers (n11, n21, n31) and

(n12, n22, n32) distributed as Tn(n, p11, p21, p31)

and Tn(n, p12, p22, p32), respectively, for each

10,000 SNPs.

Step 5. Calculate CIs using Eq. 1 (usual method) and

Eq. 8 (Generalized method) with a=0.001 and

calculate NTP, NFP, Rp, and Rs for each 10,000

SNPs.

Step 6. Repeat Steps 1–5 1,000 times and calculate

the mean of the realized values.

Step 7. Repeat Steps 1–6, changing parameters w in

Condition 2, n in Condition 3, and w and l in

Condition 4.

Results

A summarized result of numerical evaluation of the

expected confidence limits in a typical case is shown in

Table 4 for various values of the fixation index

F=F1=F2 when the sample size was set at n.1=n.2=188 or

Table 3 The contingency table for schematic outcomes of a
judgment

True association Total

Positive Negative

Judgment
Positive NTP NFP Np.

Negative NFN NTN N – Np.

Total N.p N – N.p N

Notation for defining Rp and Rs. Positive predictive value:
Rp=NTP/NP., sensitivity: Rs=NTP/N.P

Fig. 2 Quantile–quantile plot for fixation index F in a case-
group obtained from Genome Medicine Database of Japan,
http://www.gemdbj.nibio.go.jp/dgdb/)
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Fig. 3 An example of the frequency distribution of fixation
index F in a case-group obtained from Genome Medicine
Database of Japan
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752. Table 4 suggests that the difference of the two

methods is not ignorable, on average, judging by sta-

tistical significance when F‡0.4, because the CI by the

generalized method included 1.0, whereas CI by the

usual method did not.

The essential feature of the influence of the gener-

alized method on the judgment of association can be

seen in Table 5, which is the mean of Rp, Rs, NTP, and

NFP obtained from the 1,000 simulation repetitions.

When w=1.5 or 2.0, w=0.02, 0.06 or 0.10 and l=0.2 or

0.4, the false positive number of SNPs in the general-

ized method was, on average, slightly less than that in

the usual method.

Discussion

The essential improvement achieved by the general-

ized method is summarized in Table 5. In this table, for

example, the average number of falsely detected SNPs

by the usual method was 22.0 (n=188) or 22.0 (n=752),

whereas it was 20.4 (n=188) or 19.7 (n=752) by the

generalized method when w=2.0, w=0.10 and l=0.4.

The amount of the improvement was not great, but it

may be appreciated in certain research circumstances,

because a difference of even a few SNPs would be

highly significant in the advanced stages of gene

hunting following an association study, such as large-

scale, multiethnic replication studies or lengthy func-

tional analyses on model animals. It should be noted

that a substantial investment in the post-association

study is often necessary, especially in a hypothesis-free

genome scan, in which a prior probability of the gene is

minimal.

Deviation from HWE is not a rare, exceptional case

in association studies. Figure 2 shows an example of

the distribution of the fixation index in a large-scale

SNP typing project, in which 84,542 SNP typing data

on autosomal chromosomes were obtained for 940

individuals in the Millennium Genome Project of

Japan (Haga et al. 2002; Yoshida and Yoshimura

2003). In this dataset, the operating protocol of our

SNP typing laboratory includes routine quality check

steps to filter simple experimental errors. However,

even after the careful check for the genotyping errors,

a sizable fraction of about 2% of the 84,542 SNPs

showed a fixation index outside the normal range of

variation under the hypothesis that the population

fixation index was 0.

As for other data, Wittke-Thompson et al. (2005)

did a survey of HWD in several recent reviews of

association studies (Xu et al. 2002; Gyorffy et al. 2004;

Kocsis et al. 2004a, b; Osawa et al. 2004) and identified

41 studies with 60 polymorphisms showing a departure

from HWE: 35 polymorphisms that depart from HWE

in cases only, 21 that departed in controls only, 2 that

departed in the same direction in cases and controls,

and 1 that departed in the opposite direction in cases

and controls. Wittke-Thompson et al. (2005) empha-

sized the importance not only of correctly assessing

HWE for genotype data but also of understanding

whether an observed HWD was consistent with a ge-

netic model of disease susceptibility.

In a previous study, Schaid and Jacobsen (1999),

Zaykin et al. (2004) and Salanti et al. (2005) each

recommended the correction of the variance of the

observed statistics which is allele frequency difference,

relative risk or odds ratio under HWD, respectively,

because the type I error for gene-disease associations

tested on the level of alleles was inflated when the

estimated inbreeding coefficient was positive, while the

error deflates for the negative coefficient. However,

under circumstances where the assumptions of HWE in

controls and codominance between the alleles do not

hold well, Sasieni (1997) recommended simply to

abandon the allelic odds ratio for an association study,

because the allelic odds ratio and chi-square statistics

are not robust under such circumstances. These previ-

Table 4 Difference of confidence interval between two methods for various fixation indices F=F1=F2 at P11=0.15 and P12=0.10

Fixation index F n=n.1=n.2=188 n=n.1=n.2=752

Usual method Generalized method Usual method Generalized method

Lower Upper Lower Upper Lower Upper Lower Upper

– 0.10 1.047 2.551 1.071 2.494 1.282 1.994 1.298 1.972
0.00 1.048 2.556 1.049 2.554 1.283 1.995 1.283 1.995
0.20 1.054 2.577 1.012 2.684 1.284 1.997 1.258 2.039
0.40 1.059 2.594 0.978 2.809 1.286 2.001 1.236 2.083
0.60 1.066 2.620 0.949 2.946 1.289 2.006 1.216 2.126

The range of fixation index (Fj) depends on the population probabilities allele X and is shown by the following equation:
� P1j

1�P1j
� Fj � 1 j ¼ 1; 2ð Þ
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ous studies were targeted at a candidate–gene associ-

ation study or meta-analysis and did not examine a

genome-wide association study. Here, we scrutinized

the situation in a genome-wide association study and

showed that around 2% of the large tail area was laid

outside the distribution of F, suggesting the importance

of the correction under HWD. Because the cardinal

feature of the genome-wide association study is a

screening, we believe that Sasieni’s recommendation

may be too conservative to be accepted, and the

Table 5 Observed means of positive predicative value (Rp), sensitivity (Rs), true positive SNPs (NTP), and false positive SNPs (NFP)
obtained in the simulation experiment (F1>0 and F2=0)

w w l Method n=188 n=376 n=752

Usual General Usual General Usual General

1.5 0.02 0.2 Rp 0.502 0.503 0.641 0.645 0.695 0.701
Rs 0.411 0.412 0.727 0.724 0.924 0.921
NTP 20.6 20.6 36.3 36.2 46.2 46.0
NFP 20.4 20.3 20.4 19.9 20.3 19.6

0.4 Rp 0.496 0.500 0.640 0.646 0.646 0.701
Rs 0.410 0.411 0.728 0.725 0.924 0.922
NTP 20.5 20.6 36.4 36.3 36.2 46.1
NFP 20.8 20.6 20.5 19.8 19.8 19.7

0.06 0.2 Rp 0.499 0.504 0.636 0.645 0.689 0.700
Rs 0.414 0.415 0.730 0.725 0.923 0.919
NTP 20.7 20.7 36.5 36.3 46.1 46.0
NFP 20.8 20.4 20.9 20.0 20.8 19.7

0.4 Rp 0.492 0.501 0.629 0.640 0.687 0.703
Rs 0.414 0.412 0.725 0.720 0.922 0.919
NTP 20.7 20.6 36.2 36.0 46.1 45.9
NFP 21.3 20.5 21.4 20.2 21.0 19.4

0.10 0.2 Rp 0.490 0.498 0.636 0.647 0.688 0.702
Rs 0.410 0.410 0.731 0.727 0.924 0.920
NTP 20.5 20.5 36.6 36.4 46.2 46.0
NFP 21.3 20.6 20.9 19.8 20.9 19.5

0.4 Rp 0.483 0.499 0.626 0.646 0.679 0.700
Rs 0.410 0.408 0.725 0.720 0.923 0.919
NTP 20.5 20.4 36.3 36.0 46.2 45.9
NFP 21.9 20.5 21.7 19.7 21.8 19.7

2.0 0.02 0.2 Rp 0.677 0.675 0.702 0.706 0.707 0.715
Rs 0.849 0.845 0.961 0.958 0.992 0.991
NTP 42.4 42.2 48.1 47.9 49.6 49.6
NFP 20.2 20.3 20.4 19.9 20.5 19.8

0.4 Rp 0.672 0.673 0.697 0.704 0.706 0.715
Rs 0.850 0.846 0.959 0.956 0.992 0.991
NTP 42.5 42.3 48.0 47.8 49.6 49.6
NFP 20.8 20.5 20.8 20.1 20.7 19.7

0.06 0.2 Rp 0.672 0.675 0.700 0.708 0.704 0.716
Rs 0.849 0.845 0.962 0.959 0.992 0.991
NTP 42.4 42.2 48.1 47.9 49.6 49.6
NFP 20.8 20.3 20.7 19.8 20.9 19.7

0.4 Rp 0.666 0.674 0.694 0.707 0.704 0.719
Rs 0.849 0.844 0.961 0.958 0.992 0.991
NTP 42.5 42.2 48.0 47.9 49.6 49.6
NFP 21.3 20.4 21.2 19.8 20.9 19.3

0.10 0.2 Rp 0.670 0.676 0.697 0.708 0.702 0.716
Rs 0.851 0.847 0.960 0.957 0.992 0.992
NTP 42.6 42.3 48.0 47.9 49.6 49.6
NFP 20.9 20.2 20.9 19.8 21.1 19.7

0.4 Rp 0.657 0.673 0.687 0.706 0.693 0.716
Rs 0.846 0.839 0.963 0.960 0.992 0.991
NTP 42.3 42.0 48.1 48.0 49.6 49.5
NFP 22.0 20.4 22.0 20.0 22.0 19.7

The fixation index (F) in a case group was specified by a mixed distribution of a constant 0 with probability 1–w and a normal
distribution N(l, 0.102) with probability w, where w=0.02, 0.06 or 0.10, and l was set as 0.2, or 0.4. In a control group F was set to 0

J Hum Genet (2006) 51:772–780 777

123



generalized method should be applied as a sensitivity

analysis in a genome-wide association study to improve

both false positive rate (for F>0) and false negative

rate (for F < 0).
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Appendix: Mathematical details

Let the population probabilities of genotypes ‘‘XX’’,

‘‘Xx’’, and ‘‘xx’’ be p1, p2 and p3 (p1 + p2 + p3=1),

respectively, then those of alleles ‘‘X’’ and ‘‘x’’ for a

SNP are given by Eq. 10.

P1 ¼ p1 þ p2=2; P2 ¼ p3 þ p2=2ð¼ 1� P1Þ: ð10Þ

When we use the fixation index (Li et al. 1953) defined

by

F ¼ 1� p2

2ðp1 þ p2=2Þðp3 þ p2=2Þ ; ð11Þ

(pi; i=1, 2, 3) are expressed as Eq. 12.

p1 ¼ P2
1 þ FP1P2

p2 ¼ 2P1P2 � 2FP1P2

p3 ¼ P2
2 þ FP1P2

9=
; ð12Þ

Therefore, (p1, p2, p3) is equivalent to (P1, P2, F).

When the Hardy–Weinberg equilibrium (HWE)

holds, F=0 and Eq. 12 reduces to Eq. 13; that is, the

second term in the right side of Eq. 12 represents the

degree of disequilibrium.

p1 ¼ P2
1; p2 ¼ 2P1P2; p3 ¼ P2

2: ð13Þ

For a random sample of size n, the observed fre-

quency (n1, n2, n3); (n1 + n2 + n3=n) of genotypes (XX,

Xx, xx) is distributed as trinomial distribution Tn(n; p1,

p2, p3) and, therefore, the maximum likelihood esti-

mator of pi (i=1, 2, 3) is pi=ni/n (i=1, 2, 3). Likewise, the

maximum likelihood estimators of P1 and allele odds

P1= 1� P1ð Þ are P̂1 ¼ p1 þ p2=2 ¼ 2n1 þ n2ð Þ= 2nð Þ;
and P̂1

.
1� P̂1

� �
; respectively.

Since the means, variances, and covariance of p1 and

p2 are given (Bishop et al. 1975; Agresti 2001) by

E p1f g¼p1¼P2
1þFP1P2

E p2f g¼p2¼2P1P2�2FP1P2

V p1f g¼ 1
np1 1�p1ð Þ¼ 1

n P2
1þFP1P2

� �
1�P2

1�FP1P2

� �
V p2f g¼ 1

np2 1�p2ð Þ¼ 1
n 2P1P2�2FP1P2ð Þ

� 1�2P1P2þ2FP1P2ð Þ
Cov p1;p2f g¼� 1

np1p2¼� 1
n P2

1þFP1P2

� �
� 2P1P2�2FP1P2ð Þ

9>>>>>>>>=
>>>>>>>>;

;

ð14Þ

the mean and variance of P̂1 is, after a simple but

tedious algebra, derived as Eqs. 15 and 16.

E P̂1

n o
¼ E p1f g þ

1

2
E p2f g

¼ P2
1 þ FP1P2 þ

1

2
2 P1P2 � FP1Pð Þ

¼ P1 P1 þ P2ð Þ ¼ P1;

ð15Þ

V P̂1

n o
¼ V p1f gþ 2

1

2
Cov p1;p2f gþ 1

2

� �2

V p2f g

¼ 1

n
P2

1 þ FP1P2

� �
1�P2

1 � FP1P2

� �

� 1

n
P2

1 þ FP1P2

� �
2P1P2 � 2FP1P2ð Þ

þ 1

4n
2P1P2 � 2FP1P2ð Þ 1� 2P1P2 þ 2FP1P2ð Þ

¼ P1P2

2n
2F P1 þP2ð Þ2 þ 1� F
� �

¼ P1 1�P1ð Þ
2n

1þ Fð Þ:

ð16Þ

When F=0, the last term is the well-known formula for

binomial proportion for the size 2n and probability P1.

It reflects that the distribution of the frequency of al-

lele X under HWE is the same as that of allele X

randomly chosen from 2n alleles with P1 as the pro-

portion of X.

Since P̂1 tends to P1 in probability when n tends to

infinity, the logarithm of estimated allelic odds,

log P̂1

.
1� P̂1

� �� �
; can be approximated by the first

order Taylor expansion as Eq. 17.

log
P̂1

1� P̂1

 !
� log

P1

1� P1

� �
þ 1

P1 1� P1ð Þ P̂1 � P1

� �
:

ð17Þ

Consequently, the mean and variance of

log P̂1

.
1� P̂1

� �� �
are asymptotically approximated

by Eqs. 18 and 19:
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E log
P̂1

1� P̂1

 !( )
� log

P1

1� P1

� �
; ð18Þ

V log
P̂1

1� P̂1

 !( )
� 1

P2
1 1� P1ð Þ2

V P̂1

n o

¼ 1

2nP1 1� P1ð Þ 1þ Fð Þ

¼ 1

2nP1
þ 1

2n 1� P1ð Þ

� �
1þ Fð Þ:

ð19Þ

When we consider the populations of cases and

controls of a disease, the association between allele and

disease is conventionally represented by the allele odds

ratio w defined by Eq. 20, where the case and the

control are differentiated with the second subscript 1

(case) and 2 (control).

w ¼ P11

1� P11

	
P12

1� P12
: ð20Þ

Consider we have random samples of size n.1 and n.2

from cases and controls, respectively. Then the maxi-

mum likelihood estimator ŵ of w is given by Eq. 21,

where P̂11 and P̂12 are the maximum likelihood estima-

tors based on samples of case and control, respectively.

ŵ ¼ P̂11

1� P̂11

,
P̂12

1� P̂12

: ð21Þ

Since the sample of case and that of control can be

assumed independent, we obtain Eqs. 22 and 23.

E log ŵ
n o

¼ E log
P̂11

1� P̂11

 !( )
� E log

P̂12

1� P̂12

 !( )

� log
P11

1� P11

� �
� log

P12

1� P12

� �
¼ log wð Þ;

ð22Þ

V log ŵ
n o

¼ V log
P̂11

1� P̂11

 !( )
þ V log

P̂12

1� P̂12

 !( )

� 1

2n:1P11
þ 1

2n:1 1� P11ð Þ

� �
1þ F1ð Þ

þ 1

2n:2P12
þ 1

2n:2 1� P12ð Þ

� �
1þ F2ð Þ;

ð23Þ

where F1 and F2 are fixation indices of case and con-

trol, respectively.

When we construct an asymptotic confidence inter-

val of log (w) with confidence level 1–a, we should

replace V log ŵ
� �n o

with its estimator given by Eq. 24.

V̂ log ŵ
n o

¼ 1

2n11 þ n21
þ 1

2n31 þ n21

� �
1þ F̂1

� �

þ 1

2n12 þ n22
þ 1

2n32 þ n22

� �
1þ F̂2

� �
;

ð24Þ

where F̂1; F̂2 are as follows:

F̂j ¼ 1� 2n2jn:j

ð2n1j þ n2jÞð2n3j þ n2jÞ
j ¼ 1; 2: ð25Þ
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